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**Special Notations**

- $A^*$: Complex conjugate transpose of $A$
- $A^T$: Transpose of $A$
- $A^{-1}$: Inverse of $A$
- AC: Alias component
- ARE: Algebraic Riccati equation
- C: Field of complex numbers
- FIR: Finite impulse response
- $\mathcal{H}_2$: Hilbert space of square integrable functions on a unit circle which admit an analytic extension to outside of unit circle.
- $\mathcal{H}_\infty$: Banach space of essentially bounded functions on a unit circle which admit an analytic extension to outside of unit circle.
- IIR: Infinite impulse response
- PR: Perfect reconstruction
- QMF: Quadrature-mirror-filter
- $Q^T(z^-1)$ (discrete-time)
- R: Field of real number
- $\lambda$: Lagrange multiplier, constant
- $\sigma_{\text{max}}(A)$: Largest singular value of $A$
- $|| \cdot ||_\infty$: $\mathcal{H}_\infty$ norm
- $|| \cdot ||_H$: Hankel norm
ABSTRACT

This dissertation studies the design of multirate filter banks by adopting a so-called system approach. The design issue of Johnston's method is first investigated in which an explicit expression of the reconstruction error is derived using Lyapunov stability theory, and new convergent iterative algorithms are proposed through nonlinear optimization. The results are extended to the two-dimensional filter banks. The design issue of more general multirate filter banks is also investigated through model matching method. Using standard results from modern control theory, new design algorithms are developed which minimize the reconstruction error while completely eliminating the aliasing error. State-space realizations, inner-outer factorizations, and optimal Hankel norm approximation are used to reduce the complexity of computation and improve the accuracy of the proposed design algorithms.
CHAPTER 1

INTRODUCTION

1.1 HISTORICAL OVERVIEW

The conventional digital signal processing structures belong to the class of single-rate systems since the sampling rates at the input and at the output and at all internal nodes are the same. Multirate digital signal processing systems employ two sampling rate alteration devices, the down-samplers and the up-samplers. Discrete-time systems with unequal sampling rates at various parts of the system are called multirate systems. The fact that a signal can be split into more than one channels using non-ideal filters, down-sampled and then reconstructed without spectral overlap (aliasing) was observed two decades ago [9]. Since then, the field of multirate filter banks has been growing considerably. The discipline of multirate digital signal processing techniques finds applications in speech and image compression, the digital audio industry, statistical and adaptive signal processing, numerical solution of differential equations, and in many other fields [90]. It also fits naturally with certain special classes of time-frequency representations such as the short-time Fourier transform and the wavelet transform, which are useful in analyzing the time-varying nature of signal spectra [52, 69, 90, 95].

Typically, for example, in digital audio field, three different sampling rates are presently adopted: 32 kHz in broadcasting, 44.1 kHz in digital compact disk (CD), and 48 kHz in digital audio tape (DAT) [44]. Conversion of sampling rates of audio signals among these three different rates is often necessary in many situations. Because the sampling space in a multirate system can vary from point to point,
the sampling rates at various internal points can be kept as small as possible. This leads to more efficient processing of signals. Unfortunately multirate systems also result in a new type of error, aliasing, which should be cancelled completely. Early work in multirate signal processing has focused on aliasing cancellation. An interesting development is that after the initial results on aliasing cancellation, Mintzer, Smith and Barnwell independently demonstrated the possibility of obtaining the exact reconstruction of the input signal at the output [53, 77]. Applications to speech and image compressions in subband coding are the impetus to research of multirate filter banks. In such filter banks, a digital signal is filtered and split into different frequency bands which is then down-sampled, coded, and transmitted. At the receiver end, the transmitted signals can then be decoded, filtered, up-sampled, and the original signal recovered by the perfect reconstruction. Thus the subband coding technique offers great efficiency in compression of the digital data, and multirate filter banks are ideal for providing the tool to accomplish data compressions. The last fifteen years or so have witnessed the rapid development in the design of multirate filter banks. Many new design techniques are proposed, and improved which are widely used in engineering applications. Moreover perfect reconstruction has been extensively studied from two-channel case to multi-channel ones by many researchers [17, 28, 40, 58, 78, 86, 90, 87, 89, 93], including the detailed analysis of lossless (orthogonal) systems and the building of linear phase filter banks. Comprehensive overviews of this subject can be found in [90, 94].

Multirate filter banks can be divided into uniform filter banks and nonuniform ones. The sampling rates for uniform filter banks are not only integers but also the same. This leads to a uniform division of the signal spectrum. Most research falls into this category. Without specifically mentioned, “filter bank” usually means
uniform filter bank. On the other hand, a nonuniform filter bank has unequal sampling rates which can be rational, i.e., non-integer. This leads to a nonuniform division of the signal spectrum. Hence they are more general and versatile because of the flexibility in their structure.

While nonuniform multi-channel filter banks are most interesting and challenging, the initial study in multirate signal processing focused on two-channel multirate filter banks consisting of half band filters. These are the simplest filter banks. But if the underlying filters are linear phase, then perfect reconstruction is not trivial at all \(^1\). In fact it is known that a sufficient condition of power complementary \([90]\) for perfect reconstruction holds for only those linear phase filters with trivial magnitude response. For this reason Johnston proposed a simple optimization method for the design of two-channel linear phase multirate filter banks through minimization of reconstruction error and stop band error in magnitude response \([36]\). This is the earliest design method which results in not only high performance filter banks, but also efficient design procedures that are easy to understand and to implement. However it is difficult to be extended to multi-channel multirate filter banks, and it does not admit property of perfect reconstruction. A new paradigm is needed in order to tackle the general design issues and meanwhile minimize or even eliminate the reconstruction error. This gives the rise of Vaidyanathan’s work on perfect reconstruction of general uniform multirate filter banks by using paraunitary and lossless system theory which provides a unified framework for multi-channel filter banks \([90]\). By adopting (lossless) polyphase matrices, Vaidyanathan showed how perfect reconstruction can be accomplished by restricting a polyphase component

\(^1\)Linear phase filters have the property of preserving the waveform of the input signals which are preferred in engineering applications.
matrix in the analysis bank to be FIR and lossless based on lattice structure decomposition of the filter bank. This is equivalent to enforce the alias component matrix to be FIR and lossless. A lossless alias component matrix implies that the analysis filters satisfy the power-complementary property. Therefore, the aim is to optimize the parameters in the decomposed lattice filters so that the sum of the stopband energies of the analysis filters is minimized. The advantage of the new nonlinear optimization is perfect reconstruction. The price paid is the increase of computation complexity with the drawback of nonlinear phase. The problem of nonlinear phase is later resolved in [62, 63] by giving up the power complementary condition. But the resulting filters have relatively high orders compared with Johnston’s method.

A notable work parallel to Vaidyanathan’s is that of Vetterli [93]. He independently introduced the concepts of alias component matrix and polyphase component matrix in a different way and in different terminology such as modulated filter matrix and polyphase filter matrix. By using matrix properties and matrix operation, the conditions for aliasing error and amplitude distortion elimination were given. Also, a general sufficient condition and a specific necessary condition for perfect reconstruction were derived. Moreover, Vetterli linked the relation between filter banks and transmultiplexers. Furthermore, when concerning the synthesis filters, he showed that the design was a trade-off between individual filter quality, reconstruction quality, and input-output delay.

In contrast to Johnston, Vaidyanathan, and Vetterli, the work of Nayebi, Smith, and Barnwell took a different approach in which the analysis/synthesis system was analyzed in the time domain [58]. Every filter bank system was divided into three sections, the analysis section, the down-up sampling section, and the synthesis section. For each of those three sections, an input/output relationship was derived.
in vector form. All analysis and synthesis filters were treated as having the same length which is an integer multiple of the decimation rate. Through matrix manipulation, the input/output relationship of the filter bank was then expressed in a general block-matrix equation. This led to a set of necessary and sufficient conditions for exact (perfect) reconstruction. Although the general block-matrix equation is overconstrained so that it is not solvable for nontrivial cases, given the analysis filters, it is always possible to find the optimum synthesis filters by minimizing a feasible norm. The design algorithms are based on an iterative process in which the reconstruction error is reduced to a desired value which can be set to zero, equivalent to perfect reconstruction. Through this time-domain approach, Nayebi, Smith, and Barnwell obtained several satisfactory results in multirate filter bank design [59, 60, 61].

The success in perfect reconstruction for uniform filter banks motivated research for nonuniform filter banks. Hoang and Vaidyanathan considered the simpliest type of nonuniform filter banks consisting of integer sampling rates [26]. Necessary conditions for elimination of aliasing error were derived, and a specific example was used to demonstrate the possibility of perfect reconstruction. It was achieved through conversion of nonuniform filter banks into uniform ones. Their method was later classified as "indirect". A direct method was proposed afterwards by Kovacevic and Vetterli [43] in conversion of nonuniform filter banks into uniform ones which has less computation complexity leading to better design in terms of filter responses. More importantly the direct method applies to those nonuniform filter banks with rational sampling rates. However it should be mentioned that the direct method can not replace the indirect method completely in the sense that there exist cases where the direct method does not work, while the indirect method works. Perhaps
a more serious issue for nonuniform filter banks is the so called "structure dependency" which until today is still an open problem. Other work in nonuniform filter banks can be found in the literature which includes time domain approach [59], and lifting or blocking technique [4].

Although perfect reconstruction is desirable, and is theoretically interesting, it may not be practical in engineering applications. Recall that the design is a trade-off between various qualities of individual filters, reconstruction error, and input-output delay. Therefore, in using linear phase filters, there is a direct conflict between qualities of magnitude response of individual filters and signal reconstruction. Design methods based on perfect reconstruction usually have higher computation complexity, and higher cost in implementation. Considering that other design methods often generate near-perfect reconstruction, it is really not necessarily to enforce zero reconstruction error at all cost. In fact exact reconstruction does not exist in reality because of the existence of the coding error. Linear phase and free of aliasing are much more important features for preserving the original signal. Other considerations are relatively secondary. For this reason, a new line of research emerged recently [74, 3, 4]. It separates the design of analysis filter bank from that of synthesis bank which allows more freedom. Indeed, analysis banks can now be designed independently solely for subband coding. Synthesis banks are then designed through minimization of the reconstruction error which serves better the purpose of recovering the original signal. The advantage of this new design method lies in the fact that analysis and synthesis filter banks have different roles in multirate signal processing. Different treatments to different filter banks improve the overall performance of the filter bank, including coding quality, and simplify the design procedures as well. It was Shenoy, Burnside, and Parks who proposed first the model matching concept.
that inspired other work in the same problem area. The most interesting ones are [3, 4] in which Chen and Francis investigated multirate filter banks by using blocking (also known as lifting) technique as well as $H_\infty$ optimization. One unique feature of this design method is the usage of theory from linear control systems. The model matching error is measured by $l_2$-induced norm which is the same as $H_\infty$ norm of the error system. Given causal and stable FIR or IIR analysis filters, and given a tolerable time delay, their work gives a systematic design procedure to design causal and stable IIR synthesis filters to minimize the $H_\infty$ norm, for which there is a ready-made software. The limitation of this design method is that in addition to nonzero aliasing error, quite high order synthesis filters may be required in order to achieve good reconstruction error due to unblocking operation. Therefore, model reduction was employed to reduce the order of synthesis filters in [3].

Before concluding this section, it should be mentioned that the success of subband coding also encouraged researchers to extend the ideas to multidimensional signals. Because of applications in image compression and coding, two dimensional multirate systems have attracted great attention. Vetterli [92] first demonstrated the possibility of using the multirate filter banks in multiple dimensions. Since then progress has been made by many researchers of which a natural approach explored most is to obtain multidimensional filters from their one-dimensional counterparts. Among all the different methods, the one demonstrated by Chen and Vaidyanathan [6, 7] is probably the most general and effective [38]. According to their study, an one dimensional low pass prototype filter can be designed first, a separable multidimensional filter can then be constructed from the prototype filter, and finally the desired filter bank can be obtained by matrix decimation. This method works for arbitrary dimensions and arbitrary parallelepiped-shaped passbands. The Nyquist
constraint and zero-phase (known as linear phase in 1-D case) requirement can both be satisfied. Moreover, the polyphase components all have separable denominators, although the initial multidimensional filters may be nonseparable. The drawback of the design method in [6, 7] is the dependence on 1-D method. Because the set of all multi-dimensional filters is much greater than the set of transformed ones, the optimality of the design method in [6, 7] is questionable. Despite of many difficulties, research results in multidimensional filter banks grow at a rapid rate. However other existing design methods are less successful, and thus will not be covered in this section.

1.2 DISSERTATION CONTRIBUTIONS

This dissertation is a continuation of the existing research in multirate digital signal processing, emphasizing on the design of multirate filter banks for the purpose of data compression and subband coding. In spite of tremendous progress in this growing area, many problems remained of which some will be treated in this work. Specifically the model matching method proposed in [3] will be pursued, and re-examined. As mentioned early, a drawback of the results in [3] is the existence of the aliasing error. Although small reconstruction error implies small aliasing error, the actual reconstruction error is very sensitive to the aliasing error because of the existence of the coding error. How to minimize the reconstruction error while eliminating the aliasing error is thus an open problem which will be studied in this dissertation with a satisfactory answer. Another problem is the design issue of Johnston for two-channel filter banks [36]. Thus far there exist a number of practical iterative algorithms which lack convergence analysis. This problem will be investigated for both one-, and two-dimensional multirate filter banks for which
new algorithms are proposed, and convergence issue resolved. An important feature of this dissertation is the use of modern control theory for linear time-invariant systems. System theories such as Lyapunov stability and optimal control are the main tools. Indeed by using Lyapunov method, an explicit expression of the reconstruction error is derived for the two channel filter banks studied by Johnston [36] which allows further analysis of the convergence of the proposed iterative algorithms. Using optimal control theory, a design algorithm is developed which minimizes the reconstruction error while eliminating the aliasing error completely. State-space realization and inner-outer factorization are used as well to reduce the computation load to improve the efficiency of the proposed design algorithm.

The contributions of this dissertation are stated in more detail as follows:

• Development of new iterative algorithms for the design problem of Johnston [36] which are proven to be convergent.

The design problem of Johnston for two-channel filter banks [36] will be investigated in Chapter 2 which considers the design of quadrature mirror filter (QMF) banks whose analysis and synthesis filters are FIR and have linear phase. The design criterion is of least-square type with an error index which is a linear combination of the reconstruction error and the stop band error in quadratic norm [36]. Such an error index is highly nonlinear and its global minimum is difficult to compute in finite algorithmic steps. Thus several iterative algorithms have been previously developed for minimizing this particular nonlinear error index function [2, 21, 34, 70]. However there lacks convergence analysis on these iterative algorithms in the literature. This dissertation proposes a new algorithm that is a modification of the one developed in [2] and proves its convergence. The results include a new derivation for an explicit
expression of the error index to be minimized and a necessary condition for minimality. These results offer new insight to the design of QMF banks and relate it to a more general nonlinear optimization problem. Moreover it is shown that this new algorithm is a quasi-Newton descend algorithm, and thus it not only converges, but also admits fast convergence rate in the vicinity of the minimum solution. The same method is applied to the iterative algorithm developed in [34] as well which yields similar convergence results.

• Development of an efficient design algorithm that minimizes model matching error for QMF banks subject to zero aliasing error.

The design of quadrature mirror filter banks is studied again in Chapter 3 via frequency domain optimizations. A new approach is adopted that gives the necessary and sufficient condition for perfect reconstruction (PR). While analysis filter banks are designed to achieve frequency domain specifications required for subband coding, synthesis filter banks are designed to minimize the reconstruction error in frequency domain that achieves zero aliasing error. Two criteria are used to measure the reconstruction error: \( H_2 \) or RMS (root-mean-square), and \( H_\infty \) or Chebyshev (sup-norm). All stable and causal synthesis filter banks that satisfy zero aliasing error are first parameterized, and state-space solutions are then derived for both \( H_2 \) and \( H_\infty \) optimizations. Efficient numerical algorithms are proposed to obtain the optimal synthesis filter bank. Moreover the asymptotic PR property is established for optimal \( H_2 \) and \( H_\infty \) solutions of the synthesis filter bank.

• Extension of the efficient design algorithm to multi-channel filter banks that minimizes reconstruction error subject to zero aliasing error.
For multi-channel filter banks, parameterization of all causal stable synthesis filter banks with zero aliasing error is more complicated. The reason is that the determinant of the aliasing component matrix can be complex valued while coefficients of the filter banks are real. This problem is resolved in Chapter 4 through the use of polyphase decomposition. The efficient and reliable algorithm is generalized from two-channel to multi-channel filter banks. Despite that the computation complexity and filter order increase as the number of channels grows, the care is taken to lower both so that the algorithm is comparable to the two-channel case. Moreover the conversion of nonuniform filter banks to uniform ones is also considered. Although [43] introduced a transform of the analysis filter bank into an equivalent uniform system, the transformation for the synthesis filter bank was not mentioned due to its complexity. This missing formulae is derived in this dissertation so that individual synthesis filters in the equivalent uniform system are exactly the polyphase components of the synthesis filters in the nonuniform filter banks. Therefore, this type of nonuniform multirate filter banks can now be easily designed by using the existing design techniques for the uniform multirate filter banks.

- Extension of the proposed iterative algorithm to two-dimensional two-channel multirate filter banks.

The design issue of two dimensional (2-D) two-channel multirate filter banks is raised in Chapter 5. The filter banks involve linear phase FIR diamond-shaped analysis and synthesis filters. The design criterion is of least-square type with an error index which is a linear combination of the reconstruction error and the stop band error in quadratic norm. Due to the limitation of the filter orders in two different direction, the reconstruction error in one
12

dimensional case can not be generalized directly. Modification is made so that the error index function is meaningful for such 2-D FIR filter banks. The results include a derivation of an explicit expression for the error index to be minimized, the necessary condition for minimality, and iterative algorithms to obtain minimal solutions. This is an extension of the results in Chapter 2 that was initially reported in [25] focusing on one dimensional case.

This dissertation is comprehensive in using the system theory to approach multirate digital signal processing. The results are submitted to journals of IEEE of which one appeared [25], one accepted [30], and others under review [31, 32]. It is hoped that the results in this dissertation will improve the technology for multirate digital signal processing.

1.3 Background Materials

This section introduces some most fundamental concepts of multirate signal processing and linear control systems. The integration of signal processing and system control enables us to adopt a system approach to the design of multirate filter banks.

1.3.1 Basics of Multirate Signal Processing

Only the very basic concepts shown from Figure 1.1 to 1.5 will be introduced.

Decimation and Interpolation

Multirate signal processing deals with discrete-time sequences taken at different sampling rate. To achieve sampling rate conversion, two basic devices are used, one is called decimator (down-sampler, or compressor) and the other is called interpolator (up-sampler, or expander).
Figure 1.1: The $M$-fold decimator and $L$-fold interpolator.

\[ x(n) \rightarrow \downarrow M \rightarrow y_D(n) \quad x(n) \rightarrow \uparrow L \rightarrow y_E(n) \]

Figure 1.2: Two interconnections of decimators with expanders.

\[ X(z) \rightarrow \downarrow M \rightarrow \uparrow L \rightarrow Y_{d/u}(z) \]
\[ X(z) \rightarrow \uparrow L \rightarrow \downarrow M \rightarrow Y_{u/d}(z) \]

Figure 1.3: The noble identities for multirate systems.

\[ \downarrow M \rightarrow G(z) \rightarrow \equiv \rightarrow G(z^M) \rightarrow \downarrow M \]
\[ G(z) \rightarrow \uparrow L \rightarrow \equiv \rightarrow \uparrow L \rightarrow G(z^L) \]

Figure 1.4: Sampling rate alteration systems: (a) interpolator and (b) decimator.

\[ x(n) \rightarrow \uparrow L \rightarrow u(n) \rightarrow H(z) \rightarrow y(n) \quad x(n) \rightarrow H(z) \rightarrow u(n) \rightarrow \downarrow L \rightarrow y(n) \] (a) (b)

Figure 1.5: The polyphase identity, a special cascade and its equivalent scheme.

\[ \uparrow L \rightarrow H(z) \rightarrow \downarrow L \rightarrow \equiv \rightarrow E_0(z) \]
Figure 1.1 shows an $M$-fold decimator and an $L$-fold interpolator where $M$ and $L$ are integers. The $M$-fold decimator takes an input sequence $x(n)$ and produces an output sequence

$$y_D(n) = x(Mn).$$

In the $Z$-transform domain,

$$Y_D(z) = \frac{1}{M} \sum_{k=0}^{M-1} X(z^{1/M}W_M^k), \quad W_M = e^{-j2\pi/M}. \quad (1.1)$$

Only those samples of $x(n)$ occurring at time equal to multiples of $M$ are retained by the decimator. This results in a sequence $y_D(n)$ whose sampling rate is $1/M$ of that of $x(n)$. In general, it may not be possible to recover $x(n)$ from $y_D(n)$ because of loss of information due to aliasing. The $L$-fold interpolator takes an input $x(n)$ and produces an output sequence

$$y_E(n) = \begin{cases} x(n/L), & n = kL, k \in \mathbb{Z} \\ 0, & n \neq kL. \end{cases}$$

Note that the sampling rate of $y_E(n)$ is $L$ times larger than that of the original sequence $x(n)$. In $Z$-transform domain,

$$Y_E(z) = X(z^L). \quad (1.2)$$

The interpolator does not cause loss of information so that the input $x(n)$ can be recovered from $y_E(n)$ by $L$-fold decimation.

The interpolator and the decimator are linear but time-varying discrete-time systems. In practice, the zero-valued samples inserted by the interpolator are re-
placed with appropriate nonzero values using some type of interpolation process in order that the new higher rate sequence be useful. Both the interpolator and the decimator are often used together in a number of applications involving multirate signal processing. For example, an application of using both types of sampling rate alteration devices is to achieve a sampling rate change by a rational number rather than an integer value.

Cascade Equivalences

A complex multirate system is formed by an interconnection of the basic sampling rate alteration devices and the components of an linear time-invariant digital filter. In many applications, these devices appear in a cascade form. The basic sampling rate alteration devices can be used to change the sampling rate of a signal by an integer factor only. To implement a fractional change in the sampling rate, a cascade of a down-sampler and an up-sampler should be used. In Figure 1.2, using (1.1) and (1.2) for down and upsampling in z-domain,

\[
Y_{u/d}(z) = \frac{1}{M} \sum_{k=0}^{M-1} X(z^{L/M}W_M^k L),
\]

\[
Y_{d/u}(z) = \frac{1}{M} \sum_{k=0}^{M-1} X(z^{L/M}W_M^k). \tag{1.4}
\]

It is of interest to determine the condition under which such two cascades are equivalent. It can be shown that this equivalence is possible if and only if \( L \) and \( M \) are relatively prime (or coprime), i.e., \( L \) and \( M \) do not have a common factor that is an integer \( k > 1 \) [90].

Two other simple cascade equivalence relations are depicted in Figure 1.3. They are called noble identity 1 and 2, respectively. These rules enable us to move the
basic sampling rate alteration devices in multirate networks to more advantageous positions.

Sampling Rate Alteration Systems

Since up-sampling causes periodic repetition of the basic spectrum, the unwanted images in the spectra of the up-sampled signal must be removed by using a lowpass filter $H(z)$, called the interpolation filter, as indicated in Figure 1.4(a). On the other hand, as indicated in Figure 1.4(b), prior to down-sampling, the signal should be band limited to $|\omega| < \pi/M$ by means of a lowpass filter $H(z)$, called the decimation filter, to avoid aliasing caused by down-sampling. The system of Figure 1.4(a) is often simply called an interpolator while the system of Figure 1.4(b) is simply called a decimator.

A fractional change in the sampling rate can be achieved by cascading a factor-of-$M$ decimator with a factor-of-$L$ interpolator, where $M$ and $L$ are positive integers. Such a cascade is equivalent to a decimator with a decimation factor of $M/L$ or, alternatively, to an interpolator with an interpolation factor of $L/M$. Such topic can be found in [66]. Figure 1.5 gives a special cascade with its equivalent scheme in which $E_0(z)$ is the 0th polyphase component of $H(z)$. [90] showed that if $H(z) = z^m$, then $E_0(z) = 1$ when $m = 0$. Otherwise, $E_0(z) = 0$.

1.3.2 Basics in Linear System Theory

A finite dimensional discrete linear time invariant system can be described by the following state-space equation:

$$
x(k + 1) = Ax(k) + Bu(k), \quad x(0) = x_0, \quad (1.5)$$

$$
y(k) = Cx(k) + Du(k), \quad k \geq 0 \quad (1.6)$$
where \( x(k) \in \mathbb{R}^n \) is called state variable, \( x(0) \) initial condition, \( u(k) \in \mathbb{R}^m \) is called the control input, and \( y(k) \in \mathbb{R}^p \) the system output. The matrices \( A, B, C, \) and \( D \) are appropriately dimensioned real constant matrices. The corresponding transfer matrix from \( u \) to \( y \) is defined as

\[
Y(z) = G(z)U(z)
\]

where \( U(z) \) and \( Y(z) \) are the \( Z \)-transform of \( u(k) \) and \( y(k) \) respectively with zero initial condition. Hence,

\[
G(z) = C(zI - A)^{-1}B + D.
\]

The four-tuple matrix \((A, B, C, D)\) is a realization of \( G(z) \). Several notions are important in linear system theory.

**Definition 1.1** The system described by state-space equation (1.5) or the pair \((A, B)\) is said to be reachable if, for any initial state \( x(0) = x_0 \), \( n > 0 \) and final state \( x_1 \), there exists an input \( u(\cdot) \) such that the solution of (1.5) satisfies \( x(n) = x_1 \). Otherwise, the system or the pair \((A, B)\) is said to be unreachable.

Reachability is a system property, and independent of input and output of the system. A dual notion is the observability.

**Definition 1.2** The dynamical system described by the equation (1.5) and (1.6) or by the pair \((C, A)\) is said to be observable if, for any \( n > 0 \), the initial state \( x(0) = x_0 \) can be determined from the time history of the input \( u(k) \) and the output \( y(k) \) in the interval of \([0, n]\). Otherwise, the system or the pair \((C, A)\) is said to be unobservable.
The duality between the above two notions is due to the equivalence of reachability of \((A_1, B_1)\) and observability \((C_2, A_2)\) if \(A_1^T = A_2\), and \(B_1^T = C_2\). The minimality of the state-space realization is hinged to the notions of reachability and observability.

**Theorem 1.1** A state-space realization \((A, B, C, D)\) is minimal if, and only if \((A, B)\) is reachable, and \((C, A)\) is observable.

If a state-space realization is not minimal, then Kalman decomposition [37] can be applied to eliminate the unreachable, or/and unobservable subsystem to obtain lower order state-space realization.

On the other hand, stability is also an important notion for system theory which is given in the next definition.

**Definition 1.3** An unforced dynamical system \(x(k+1) = Ax(k)\) is said to be stable if for every nonzero initial condition \(x(0) \in \mathbb{R}^n\), the state variable \(x(k) \to 0\) asymptotically. This is equivalent to the condition that all eigenvalues of \(A\) lie strictly inside of unit circle. A system matrix \(A\) is called stable, if the corresponding unforced dynamic system is stable.

Stabilizability and detectability are two parallel notions to reachability and observability respectively.

**Definition 1.4** The dynamical system (1.5), or the pair \((A, B)\), is said to be stabilizable if there exists a state feedback \(u = Fx\) such that the overall system is stable, i.e., \(A + BF\) is stable. The system, or the pair \((C, A)\), is said to be detectable if there exists an output injection \(v = Ly\) such that the overall system is stable, i.e., \(A + LC\) is stable.
Stability of the dynamic system (1.5) can be determined by using the Lyapunov method.

**Theorem 1.2 (Lyapunov)** Suppose that \((C, A)\) is detectable. Then a matrix \(A\) is a stability matrix if and only if the Lyapunov equation

\[
A^T PA - P + C^T C = 0
\]

admits a unique solution \(P\) which is positive definite. Similarly, suppose that \((A, B)\) is stabilizable. Then a matrix \(A\) is a stability matrix if and only if the Lyapunov equation

\[
AQ A^T - Q + B B^T = 0
\]

admits a unique solution \(Q\) which is positive definite.
CHAPTER 2

CONVERGENCE RESULTS ON THE DESIGN OF QMF BANKS

2.1 INTRODUCTION

The design of QMF banks finds applications in subband coding and telecommunication systems [10, 14, 92]. Many design algorithms can be found in [90] and its references therein. One particular design problem is formulated as minimization of the linear combination of the reconstruction error for the QMF banks and stop band error for the prototype low pass filter, measured in quadratic norm [36]. Because the quadratic form of the reconstruction error is a fourth order function of the prototype filter coefficients, the minimization problem is a nonlinear one that is difficult to solve numerically. Several algorithms have been developed in the literature. The most notable ones are the iterative algorithms developed in [2, 34]. In [2], when designing the synthesis filters, the design method splits the 4th-order term in the objective function into a product of two squared terms. One of the two squared terms is fixed in order to obtain an objective function which is quadratic. In [34], at ith step, the analysis (or synthesis) filters are fixed, and the synthesis (or analysis) filters are designed to minimize the error index; then the synthesis (or analysis) filters are fixed, and analysis (or synthesis) filters are designed to minimize the error index. Because these two iterative algorithms have appealing property that the minimum solution at each iterative step is easy to compute. They become popular and have their importance in the design of QMF banks. Although these two algorithms are convergent for all the simulation examples, no convergence analysis
is given in the literature, and thus it is not clear whether or not the two iterative algorithms in [2, 34] are convergent in general.

This chapter considers the convergence issue for the iterative algorithms developed in [2, 34] on the design of QMF banks. The use of Lyapunov method enables us to express the reconstruction error in a compact matrix form. A new iterative algorithm is then proposed to search for the optimal solution together with the convergence analysis. In particular, minimization of the error index for the QMF design in [36] has been extended to a more general nonlinear optimization problem and a new iterative algorithm is proposed to solve this more general nonlinear optimization problem. The new proposed iterative algorithm, though motivated by the results in [2], is different from [2]. In fact the iterative algorithm developed in [2] is not applicable to the general nonlinear optimization problem considered in this dissertation. More importantly, it will be shown that the new proposed algorithm is a descend algorithm and is convergent. Its convergence is independent of the initial guess. Furthermore, the new proposed algorithm is a quasi-Newton algorithm and thus converges superlinearly in the vicinity of the local minimum [54]. Finally the iterative algorithm developed in [34] is also investigated and appropriate modifications are made. Its convergence is proven along the same line as the proof for the convergence of the proposed algorithm. It is emphasized that the convergence results in this chapter are most general and apply to other similar nonlinear optimization problems as well.

2.2 Reformulation of the Design Problem

The basic structure of a two-band QMF bank is shown in Figure 2.1. The signal $x(n)$ is split into two frequency subbands by two analysis filters $H_0(z)$ and $H_1(z)$. 
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according to the energy distribution of the signal \( x(n) \) in frequency domain. Each subband signal \( x_i(n) \), \( i = 1, 2 \), is down-sampled by a factor of two, then coded and transmitted. We assume that the error caused by coding and transmission is negligible. In the receiver end, each subband signal \( u_i(n) \) is up-sampled by a factor of two. After passing through two synthesis filters \( F_0(z) \) and \( F_1(z) \), respectively, the two subband signals, \( \hat{x}_1(n) \) and \( \hat{x}_2(n) \), are combined to form the reconstructed signal \( \hat{x}(n) \). Because coding error has the least effect for linear phase filters, it is desirable for each of the filters in the QMF bank to have linear phase. The design objective is thus to find the two analysis filters \( H_0(z) \), \( H_1(z) \), and the two synthesis filters \( F_0(z) \), \( F_1(z) \), all FIR and linear phase, such that the reconstructed signal \( \hat{x}(n) \) is approximate to the original signal \( x(n) \) in some optimal sense. By Figure 2.1, the input/output relation in \( Z \)-transform is given by

\[
\hat{X}(z) = \frac{1}{2} [H_0(z)F_0(z) + H_1(z)F_1(z)] X(z) \\
+ \frac{1}{2} [H_0(-z)F_0(z) + H_1(-z)F_1(z)] X(-z).
\]

(2.1)

Conventionally, the synthesis filters \( F_0(z) \) and \( F_1(z) \) are chosen to be equal to the analysis filters \( 2H_1(-z) \) and \( -2H_0(-z) \), respectively, to eliminate the aliasing error. Moreover by choosing \( H_1(z) = H_0(-z) \), (2.1) is reduced to the form
\[ X(z) = [H_0(z)H_0(z) - H_0(-z)H_0(-z)]X(z) \]

Often \( H_0(z) \) is a prototype low pass filter which implies that \( H_1(z) \) is a high pass filter. Here let \( H_0(z) \) be linear phase and FIR having the form

\[
H_0(z) = \sum_{i=0}^{n} h_0(i)z^{-i}, \quad h_0(i) = h_0(n - i),
\]

where \( i = 0, 1, \ldots, \frac{n+1}{2} \). Thus the Fourier transform of \( \{h_0(i)\} \) has a linear phase:

\[
[H_0(e^{j\omega})]^2 = |H_0(e^{j\omega})|^2e^{-jn\omega}. \]

It follows that

\[
\hat{X}(e^{j\omega}) = e^{-jn\omega} \left[ |H_0(e^{j\omega})|^2 - (-1)^n |H_0(e^{j(\omega+\pi)})|^2 \right] X(e^{j\omega}).
\]

For the case of odd \( n \), the perfect reconstruction requires that the transfer function

\[
T(e^{j\omega}) := \begin{bmatrix}
H_0(e^{-j\omega}) & H_0(e^{-j(\omega+\pi)}) \\
H_0(e^{-j\omega}) & H_0(e^{-j(\omega+\pi)}) \\
H_0(e^{-j\omega}) & H_0(e^{-j(\omega+\pi)}) \\
\end{bmatrix}
\]

\[
= 1, \quad \forall \omega.
\]

Define \( E_r, E_s \) as the reconstruction error and the stop band error respectively, We design \( H_0(z) \) such that it minimizes the error function [36]

\[
E = (1 - \alpha)E_r + \alpha E_s, \quad 0 < \alpha < 1,
\]

\[
E_r = \frac{1}{\pi} \int_0^\pi |T(e^{j\omega}) - 1|^2 \, d\omega = \frac{1}{\pi} \int_0^\pi \left( |H_0(e^{j\omega})|^2 + |H_0(e^{j(\omega+\pi)})|^2 - 1 \right)^2 \, d\omega, \tag{2.6}
\]

\[
E_s = \frac{1}{\pi} \int_{\omega_s}^\pi |H_0(e^{j\omega})|^2 \, d\omega
\]

with \( \omega_s \) the frequency of the stop band edge.
In the rest of the section, explicit formulas are derived for the error functions $E_r$ and $E_s$, and thus $E$ as defined in (2.5). We begin with stop band error $E_s$ in (2.7) by letting

$$|H_0(e^{j\omega})| = 2h^T C(\omega), \quad h = \begin{bmatrix} h_0(0) \\ h_0(1) \\ \vdots \\ h_0(m-1) \end{bmatrix}, \quad C(\omega) = \begin{bmatrix} \cos(m - 1/2)\omega \\ \cos(m - 3/2)\omega \\ \vdots \\ \cos(1 - 1/2)\omega \end{bmatrix},$$

(2.8)

where $m = \frac{n+1}{2}$. Thus,

$$E_s = h^T Q_s h, \quad Q_s = [Q_s(i, k)]_{i, k=1}^{m, m},$$

(2.9)

where $Q_s$ is an $m \times m$ matrix, and $Q_s(i, k)$ is the element of $Q_s$ at $i$th row and $k$th column. It can be easily verified that for $i, k = 1, 2, \cdots, m$, $Q_s(i, k)$'s are given by

$$Q_s(i, k) = \frac{4}{\pi} \int_{\omega_s}^{\pi} \left( \cos(m - \frac{2i-1}{2})\omega \cos(m - \frac{2k-1}{2})\omega \right) d\omega$$

$$= \frac{2}{\pi} \int_{\omega_s}^{\pi} (\cos(2m - i - k + 1)\omega + \cos(k - i)\omega) d\omega$$

(2.10)

such that

$$Q_s(i, k) = -\frac{2}{\pi} \left( \frac{\sin(k - i)\omega_s}{k - i} + \frac{\sin(2m - i - k + 1)\omega_s}{2m - i - k + 1} \right), \quad i \neq k,$$

(2.11)

$$Q_s(i, i) = \frac{2}{\pi} \left( \pi - \omega_s - \frac{\sin 2(m - i + 0.5)\omega_s}{2(m - i + 0.5)} \right).$$

(2.12)

The above expressions are essentially the same as those in [34]. The derivation for the reconstruction error $E_r$ is more involved. Therefore, a system approach is adopted.
to tackle the issue. Lyapunov equation is used to derive an explicit expression for $E_r$. For this purpose, we associate $H_0(z)$ with a realization

$$H_0(z) = D_0 + C_0(zI - A_0)^{-1}B_0$$

where $A_0$ has dimension $n \times n$ and both $B_0$ and $C_0^T$ are vectors of size $n$ given by

$$A_0 = \begin{bmatrix} 0 & 0 & \cdots & 0 \\ 1 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 1 & 0 \end{bmatrix}, \quad B_0 = \begin{bmatrix} 1 \\ 0 \\ \vdots \\ 0 \end{bmatrix}, \quad C_0 = \begin{bmatrix} h_0(1) \\ h_0(2) \\ \vdots \\ h_0(n) \end{bmatrix}, \quad D_0 = \begin{bmatrix} h_0(0) \end{bmatrix}. \quad (2.13)$$

It follows that $H_1(z) = H_0(-z) = D_0 - C_0(zI + A_0)^{-1}B_0$. Define a similarity transformation matrix $T = \text{diag}\{(-1)^{k-1}\}_{k=1}^n = \text{diag}\{1, -1, 1, \ldots\}$. Then there hold $T^{-1}A_0T = -A_0$ and $T^{-1}B_0 = B_0$ which implies that

$$H_1(z) = D_0 - C_0T(zI - A_0)^{-1}B_0.$$ 

Now define

$$H(z) = \begin{bmatrix} H_0(z) \\ H_1(z) \end{bmatrix} = \begin{bmatrix} D_0 \\ D_0 \end{bmatrix} + \begin{bmatrix} C_0 \\ -C_0T \end{bmatrix} (zI - A_0)^{-1}B_0,$$

$$A = A_0, \quad B = B_0, \quad C = \begin{bmatrix} C_0 \\ -C_0T \end{bmatrix}, \quad D = \begin{bmatrix} D_0 \\ D_0 \end{bmatrix}. \quad (2.15)$$
For the perfect reconstruction case, $|H_0(z)|^2 + |H_1(z)|^2 = 1$ which implies that $H^T(z^{-1})H(z) = 1$. The reconstruction error can thus be written as

$$E_r = \frac{1}{2\pi} \int_0^{2\pi} \left| 1 - H^T(e^{-j\omega})H(e^{j\omega}) \right|^2 d\omega.$$  

Because $A$ is stable (all poles are at the origin), the following Lyapunov equation

$$X - A^T X A = C^T C$$  

(2.16)

has a unique symmetric and positive definite solution [37]. Moreover, the simple realizations in (2.13) and (2.15) implies that $(zI - A)^{-1}B = [z^{n-1} \cdots z 1]^T/z^n$. Then according to [24],

$$B^T(z^{-1}I - A)^{-1}A^T XB + B^T X A(zI - A)^{-1}B + B^T XB$$

$$= B^T(z^{-1}I - A)^{-1}C^T C (zI - A)^{-1}B,$$

that in turn gives the expression

$$H^T(z^{-1})H(z) = D^T D + B^T XB + (D^T C + B^T X A)(zI - A)^{-1}B$$

$$+ B^T(z^{-1}I - A)^{-1}(C^T D + A^T XB),$$

$$1 - H^T(z^{-1})H(z) = v_0 + \sum_{k=1}^{n} v_k z^{-k} + \sum_{k=1}^{n} v_k z^k$$

where $v_0$ and $v = [v_1 \ v_2 \ \cdots \ v_n]^T$ are defined as

$$v_0 = 1 - D^T D - B^T XB,$$

$$v = C^T D + A^T XB.$$  

(2.17)
Applying the Parseval's Theorem, \( E_r = |v_0|^2 + 2 \sum_{k=1}^{n} |v_k|^2 \). In order to obtain an explicit expression, the solution of the Lyapunov equation \( X - A^T X A = C^T C \) is required. It turns out that the elements of \( X \) has a nice form in terms of the prototype filter coefficient \( \{h_0(i)\} \). Indeed denote \( X = [x_{i,k}] \) with \( x_{i,k} = x_{k,i} \) being the \( i \)th row and \( k \)th column element of \( X \). Then \( x_{n,k} \) can be obtained explicitly as \( x_{n,k} = h_0(n)h_0(k) \left( 1 + (-1)^{n+k} \right) \), for \( 1 \leq k \leq n \) [22]. And the general \( x_{i,k} \) can be obtained inductively as

\[
x_{i,k} = x_{n,n+k-i} + \left( 1 + (-1)^{i+k} \right) \sum_{l=0}^{n-i-1} h_0(i+l)h_0(k+l)
\]

\[
= \left( 1 + (-1)^{i+k} \right) \sum_{l=0}^{n-i} h_0(i+l)h_0(k+l)
\]

\[
= \begin{cases} 
0 & \text{if } i + k = \text{odd}, \\
2 \sum_{l=0}^{n-i} h_0(i+l)h_0(k+l) & \text{if } i + k = \text{even}.
\end{cases}
\]

On the other hand,

\[
B^T X B = x_{11} = 2 \sum_{l=0}^{n-1} h_0^2(1 + l).
\]

For the case considered in this chapter, \( n \) is odd. (In fact the expression derived for odd \( n \) also applies to the case of even \( n \)). Then

\[
D^T C = \begin{bmatrix} h_0(0) & h_0(0) \\
2h_0(0)h_0(2) & 2h_0(0)h_0(4) & \cdots & 2h_0(0)h_0(n-1) & 0
\end{bmatrix}
\quad \begin{bmatrix} h_0(1) & h_0(2) & \cdots & h_0(n) \\
-h_0(1) & h_0(2) & \cdots & (-1)^n h_0(n)
\end{bmatrix}
\quad \begin{bmatrix} \cdots \end{bmatrix}
\]
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\[ B^T X A = \begin{bmatrix} x_{1,2} & x_{1,3} & \cdots & x_{1,n} & 0 \end{bmatrix} = \begin{bmatrix} 0 & x_{1,3} & 0 & x_{1,5} & \cdots & 0 & x_{1,n} & 0 \end{bmatrix}. \]

Now the vector \( v \) as in (2.17) are given by \( v_{2k-1} = 0 \) and \( v_{2k} = 2h_0(0)h_0(2k) + x_{1,2k+1} = 2h_0(0)h_0(2k) + 2 \sum_{l=0}^{n-2k} h_0(1 + l)h_0(2k + 1 + l) = 2 \sum_{l=0}^{n-2k} h_0(l)h_0(2k + l), \) where \( k = 1, 2, \ldots, m - 1 \) with \( m = (n + 1)/2 \). Define a shifting matrix \( S \) of size \( 2m \times 2m \) and a vector \( h_0 \) of size \( 2m \) as

\[
S = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 1 \\
0 & \cdots & \cdots & \cdots & 0
\end{bmatrix}, \quad h_0 = \begin{bmatrix} h_0(0) \\
h_0(1) \\
\vdots \\
h_0(2m - 2) \\
h_0(2m - 1)
\end{bmatrix}. \tag{2.18}
\]

Then it follows that

\[
v^T v = \|v\|^2 = \|D^T C + B^T X A\|^2 = \sum_{k=1}^{m-1} (v_{2k})^2 = \sum_{k=1}^{m-1} \left(2 \sum_{l=0}^{n-2k} h_0(l)h_0(2k + l)\right)^2 = 4 \sum_{k=1}^{m-1} \left(h_0^T S^{2k} h_0\right)^2.
\]

Regarding the constant term, by (2.13), we have

\[
D^T D + B^T X B = 2h_0^2(0) + x_{1,1} = 2h_0^2(0) + 2 \sum_{l=0}^{n-1} h_0^2(1 + l) = 2h_0^2 h_0.
\]

Thus the final expression for the reconstruction error is

\[
E_r = \|1 - (D^T D + B^T X B)\|^2 + 2\|D^T C + B^T X A\|^2 = (1 - 2h_0^T h_0)^2 + 2 \times 4 \sum_{k=1}^{m-1} \left(h_0^T S^{2k} h_0\right)^2.
\]
Summarizing the above derivation gives the following result for the reconstruction error.

**Proposition 2.1** Let $S$ and $h_0$ be defined as in (2.18). Then the reconstruction error (2.6) is given by

$$E_r = (1 - 2h_0^T h_0)^2 + 8 \sum_{i=1}^{m-1} \left(h_0^T S^{2i} h_0\right)^2.$$

It is noted that the expression for $E_r$ is essentially the same as the one in [70]. The drawback of the expression in [70] lies in its summation form of each individual coefficient which is extremely complex and thus difficult to be analyzed. On the contrary, the expression for $E_r$ obtained in Proposition 2.1 has a much simpler form that allows us to propose new convergent iterative algorithms for the corresponding design problem. Let

$$h_0 = Mh, \quad M = \begin{bmatrix} I_m \\ \tilde{I}_m \end{bmatrix}, \quad \tilde{I}_m = \begin{bmatrix} 0 & \cdots & 0 & 1 \\ \vdots & \cdots & 1 & 0 \\ \vdots & \cdots & \vdots & \vdots \\ 1 & 0 & \cdots & 0 \end{bmatrix}$$

and $I_m$ is the identity matrix of size $m$. Then the final expression for the error function is

$$E = (1 - \alpha) \left[(1 - 2h^T M^T Mh)^2 + 8 \sum_{i=1}^{m-1} \left(h^T M^T S^{2i} Mh\right)^2\right] + \alpha h^T Q_s h$$

$$= (1 - \alpha) \left[(1 - 4h^T h)^2 + 8 \sum_{i=1}^{m-1} \left(h^T M^T S^{2i} Mh\right)^2\right] + \alpha h^T Q_s h, \quad (2.20)$$

due to $M^T M = 2I_m$. The design problem is now converted to the synthesis of a vector $h$ with size $m$ such that $E$ is minimized. Clearly this is a nonlinear optimization.
problem. In the next section, we consider a more general nonlinear optimization problem and propose an iterative algorithm that is generalized from the one developed in [2]. The associated convergence issue will be studied accordingly.

2.3 An Iterative Algorithm and Its Convergence Analysis

This section considers a nonlinear optimization problem of the form

\[ J(x) = \sum_{k=0}^{m-1} \left( x^T P_k x \right)^2 + x^T Q x = x^T P[x,x] x + x^T Q x, \quad P[x,x] = \sum_{k=0}^{m-1} P_k x x^T P_k, \]

(2.21)

where \( x \) has dimension \( d \), and \( P_k = P_k^T \), \( Q = Q_+ + Q_- \) with \( Q_+ = Q_+^T \) positive definite, denoted by \( Q_+ > 0 \), and \( Q_- = Q_-^T \) negative semidefinite, denoted by \( Q_- \leq 0 \). This index function is similar to the one in (2.20). In fact,

\[ J(h) = E - (1 - \alpha) \]

by taking \( d = m \) and

\[ Q_+ = \alpha Q_s, \quad Q_- = -4(1 - \alpha)M^T M = -8(1 - \alpha)I_m, \]

(2.22)

\[ P_0 = 2\sqrt{1 - \alpha} M^T M = 4\sqrt{1 - \alpha} I_m, \]

(2.23)

\[ P_k = \sqrt{2(1 - \alpha)} M^T \left( S^{2k} + (S^T)^{2k} \right) M, \]

(2.24)

where \( k = 1, 2, ..., m - 1 \) by \( M^T M = 2I_m \). Thus minimization of \( E \) is a special case of minimization of \( J(x) \). It should be clear that the iterative algorithm in [2] is not applicable to this more general nonlinear optimization problem in the form of (2.21). We propose the following new iterative algorithm generalized from [2].
Iterative Algorithm (A):

- Step 1: Choose initial guess \( x = x_0 \neq 0 \) such that \( J_0 = J(x_0) < 0 \).

- Step 2: For \( i = 0, 1, 2, \ldots \), do the following:

  - Step 2a: Find \( x = x_{i+1} \) such that it minimizes the auxiliary index function

    \[
    J_i[x_i](x) = x^T \left( P[x_i, x_i] + \frac{1}{2} Q_+ \right) x + x_i^T Q_- x + \frac{1}{2} x_i^T Q_+ x_i. \tag{2.25}
    \]

    The optimal solution is given by

    \[
    x = x_{i+1} = -(2P[x_i, x_i] + Q_+)^{-1} Q_- x_i. \tag{2.26}
    \]

  - Step 2b: If \( ||x_{i+1} - x_i|| \leq \epsilon \), with \( \epsilon \) a pre-specified error tolerance, stop; Otherwise set \( i := i + 1 \) and repeat Step 2a.

End.

The motivation of the proposed iterative algorithm (A) is as follows: suppose that the minimum solution \( x_* \) is known, then the iterative algorithm in [2] can be improved with the following iterative algorithm

\[
\min_{x} J_i[x_*](x) = \min_{x} \left( x^T P[x, x_*] x + \frac{1}{2} x^T Q_+ x + x_i^T Q_- x + \frac{1}{2} x_i^T Q_+ x_i \right). \tag{2.27}
\]

Note that the Hessian of \( J_i[x_*](x) \) is exactly \( 2P[x, x_*] + Q_+ \) that is positive definite for all \( x \). It follows that the minimum solution for \( J_i[x_*](x) \) is given by \( x = x_{i+1} = -(2P[x_*], x_*] + Q_+)^{-1} Q_- x_i \). Its difference from (2.25)-(2.26) lies in the nature that \( x_* \) is unknown. The best one can do is to replace \( P[x_*], x_*] \) by \( P[x_i, x_i] \) and \( x_i^T Q_+ x_i \).
by $x_i^T Q_+ x_i$. If Newton’s algorithm is used to solve $\tilde{J}_i[x_i](x)$, its Hessian is exactly $2P[x_i, x_i] + Q_+$. Thus we obtain a Newton’s type algorithm.

It is noted that the inversion in (2.26) is well defined by the fact that $P[x, x]$ is positive semidefinite and $Q_+$ is positive definite. Thus there exists a unique optimal solution satisfying

$$\tilde{J}[x_i](x_{i+1}) = \min_x \tilde{J}[x_i](x).$$

(2.28)

It is also noted that the auxiliary index function is very similar to $J(x)$. In fact, there holds

$$J(x_i) = \tilde{J}[x_i](x_i).$$

An immediate problem to the iterative algorithm (A) is whether or not it converges. This is answered by the following result.

**Theorem 2.2** An optimal solution $x = x_*$ for $J(x)$ given in (2.21) satisfies the equality

$$(2P[x_*, x_*] + Q) x_* = 0.$$  

(2.29)

Moreover, if $J(x)$ is bounded below for all $x$, then algorithm (A) defines a descend algorithm for seeking the minimum of $J(x)$ given in (2.21). Furthermore, the sequence of solutions $\{x_i\}$ given by (2.26) converges to a limit $x$ that satisfies the necessary condition for optimality in (2.29).

Proof: If $x = x_*$ is optimal for $J(x)$, then its gradient is zero at $x = x_*$. Thus (2.29) is verified easily by the fact $\frac{\partial J}{\partial x}(x_*) = 2(2P[x_*, x_*] + Q) x_* = 0$. It follows that the gradient at $i$th iteration is given by $\frac{\partial J}{\partial x}(x_i) = 2(2P[x_i, x_i] + Q_+) x_i + Q_- x_i$. This gives the relation

$$(2P[x_i, x_i] + Q_+)^{-1} Q_- x_i = \frac{1}{2} (2P[x_i, x_i] + Q_+)^{-1} \frac{\partial J}{\partial x}(x_i) - x_i.$$  

Substitute it into (2.26) yields $x_{i+1} = x_i - \frac{1}{2} (2P[x_i, x_i] + Q_+)^{-1} \frac{\partial J}{\partial x}(x_i)$. This
is equivalent to $-(2P[x_i, x_i] + Q_+)(x_{i+1} - x_i) = \frac{1}{2} \frac{\partial J}{\partial x}(x_i)$, and thus there holds

$$-(x_{i+1} - x_i)^T (2P[x_i, x_i] + Q_+)(x_{i+1} - x_i) = \frac{1}{2} (x_{i+1} - x_i)^T \frac{\partial J}{\partial x}(x_i) < 0$$

since $Q_+ > 0$ and $P[x_i, x_i] \geq 0$. Therefore, the algorithm (A) defines an iterative descend algorithm to solve the minimization problem for $J(x)$. To show its convergence, it is noted that by (2.28) $x_{i+1}$ minimizes $\tilde{J}[x_i](x)$ and $x_i$ minimizes $\tilde{J}[x_{i-1}](x)$ as defined in (2.25). That is,

$$\tilde{J}[x_i](x_{i+1}) = \min_x \tilde{J}[x_i](x) \leq \tilde{J}[x_i](x_{i-1})$$

$$= x_i^T P[x_i, x_i]x_{i-1} + \frac{1}{2} x_{i-1}^T Q_+ x_{i-1} + x_i^T Q_- x_{i-1} + \frac{1}{2} x_i^T Q_+ x_i$$

$$= x_i^T P[x_{i-1}, x_{i-1}]x_{i-1} + \frac{1}{2} x_i^T Q_+ x_i + x_{i-1}^T Q_- x_{i-1} + \frac{1}{2} x_{i-1}^T Q_+ x_{i-1}$$

$$= \tilde{J}[x_{i-1}](x_i) = \min_x \tilde{J}[x_{i-1}](x_i).$$

In the above derivation, the property $x_i^T P[x_i, x_i]x_{i-1} = x_i^T P[x_{i-1}, x_{i-1}]x_i$ is used which is easy to show in light of (2.21). It follows that $\tilde{J}[x_i](x_{i+1}) \leq \tilde{J}[x_{i-1}](x_{i+1})$. Hence $\{\tilde{J}[x_i](x_{i+1})\}$ is a decreasing sequence. Because $\tilde{J}[x](x)$ is bounded below by the fact that $\lim_{\|x\| \to \infty} \tilde{J}[x](x) = +\infty$ due to

$$\tilde{J}[x](x) = x^T \left( P[x, x] + \frac{1}{2} Q_+ \right) x + x^T Q_- x + \frac{1}{2} x^T Q_+ x = J(x),$$

there exists a unique limit $x$ for $\{x_i\}$. This limit clearly satisfies the necessary condition for optimality (2.29) according to (2.26). Finally note that the assumption $J(x_0) < 0$ excludes the possibility of $x = 0$ as the limit.

The auxiliary index function in (2.25) is crucial in the development of our main theorem. The next result indicates that the proposed iterative algorithm (A) is quasi-Newton.
Proposition 2.3 For the index function in (2.21), its Hessian is given by

\[
H(x) = \frac{\partial^2 J}{\partial x^2}(x) = Q + 4P[x, x] + 2\tilde{P}[x, x], \quad \tilde{P}[x, x] = \sum_{k=1}^{m} (x^T P_k x) P_k.
\]  

Thus the iterative algorithm (A) is a quasi-Newton and it converges quadratically in the neighborhood of the local optimum.

Proof: The expression for the Hessian can be easily verified. By the proof for Theorem 2.2, the iterative algorithm has the form

\[
x_{i+1} = x_i - \left[\tilde{H}(x_i)\right]^{-1} \frac{\partial J}{\partial x}(x_i),
\]

where \(\tilde{H} = 2P[x, x] + Q_+\) can be considered as the positive definite part of the Hessian. Thus the iterative algorithm (A) is a quasi-Newton algorithm that converges quadratically in the neighborhood of local optimum [54].

Although the iterative algorithm (A) is proven to be convergent with quadratic convergence rate if the initial guess is close to the optimal solution, it does not guarantee the fast convergence if the initial guess is far away from the optimal solution. In fact, it is often the case that the solution sequence converges rather slowly with randomly chosen initial solution. A simple explanation is that at step \(i\), \(x_{i+1}\) can be considered as \(x_i\) plus a correction term and the correction is often excessive due to the large value of \(\left\|(2P[x, x] + Q_+)^{-1} \frac{\partial J}{\partial x}(x_i)\right\|\) when \(x_i\) is far away from the optimal solution. A possible remedy is to set \(y_{i+1} = \tau x_{i+1} + (1 - \tau)y_i\), with \(0 < \tau < 1\), as the sequence of solutions in the iterative algorithm, where \(x_{i+1}\) is the optimal solution for the index function \(\bar{J}[x_i](x)\). We also need to point out that Algorithm (A) is different from the algorithm proposed in [2]. In particular
the error function in [2] is given by $\tilde{E}(\alpha) = E_r + \alpha E_s$. The next result clarifies the difference.

**Proposition 2.4** If the iterative algorithm proposed in [2] converges, then the limit satisfies the necessary optimality condition of $E(2\alpha)$.

Proof: It is not difficult to show that the algorithm at stage $i$ seeks to minimize

$$\hat{J}_i(x) = x^T P[x_i, x_i]x + x^T Q_+ x + x^T Q_- x_i,$$

for some $P_k$'s and $Q_-$, by the fact that $Q_+ = \alpha Q_s$. This gives the iterative algorithm

$$x_{i+1} = -(2P[x_i, x_i] + 2Q_+)^{-1} Q_- x_i.$$

Thus if the algorithm in [2] is convergent, then its limit $x$ satisfies

$$0 = 2P[x, x]x + 2Q_+ x + Q_- x = 2P[x, x]x + 2\alpha Q_s x + Q_- x. \quad (2.31)$$

On the other hand, the necessary optimality condition of $E(2\alpha)$ has the same form:

$$\frac{\partial E(2\alpha)}{\partial x} = 4P[x, x]x + 4\alpha Q_s x + 2Q_- x = 0 \quad (2.32)$$

with $x^T P[x, x]x + x^T Q_- x = E_r - 1$. Thus (2.31) and (2.32) are the same that concludes the proof.

The above proposition indicates that the algorithm proposed in [2], though works for $\tilde{E}(\alpha)$ by setting $\alpha$ suitably, does not work for $E$ as a convex combination of $E_r$ and $E_s$. 
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2.4 A Different Iterative Algorithm and Its Convergence Analysis

This section considers a constrained nonlinear optimization problem where the index function \( J(x) \) is the same as in (2.21) except for imposing a constraint

\[
x^T \Pi x = 1, \quad \Pi = \Pi^T > 0. \tag{2.33}
\]

This constrained problem was initially proposed in [34] for the design of QMF bank. With a hard constraint \( 4h^T h = 1 \), the error index function to be minimized in [34] is

\[
E = \alpha h^T Q s h + 8 \sum_{i=1}^{m-1} \left( h^T M^T S^{2i} M h \right)^2
\]

(note the difference between the above \( h \) and the vector \( w \) in [34]). Let

\[
Q = \alpha Q_s, \quad P[x,x] = \sum_{k=1}^{m-1} P_k x x^T P_k, \quad P_k = \sqrt{2} M^T \left( S^{2k} + (S^T)^{2k} \right) M,
\]

the error index in [34] can be converted into the form of (2.21). An iterative algorithm is proposed in [34] in which the solution \( h \) is computed as an eigenvector corresponding to a minimum eigenvalue of a certain matrix at each step. In this section we propose a new algorithm generalized from that in [34] and investigate again the associated convergence issue. The proposed algorithm seeks minimizing the index function \( J(x) \) in (2.21) with constraint (2.33), and is summarized as follows:

**Iterative Algorithm (B):**

- Step 1: Choose initial guess \( x = x_0 \neq 0 \) such that \( J_0 = \bar{J}(x_0) < 0 \).

- Step 2: For \( i = 0, 1, 2, \ldots \), do the following:
Step 2a: Find \( x = x_{i+1} \) such that it minimizes the auxiliary index function

\[
J[x_i](x) = x^T \left( P[x_i, x_i] + \frac{1}{2} Q \right) x + \frac{1}{2} x_{i+1}^T Q x - x_{i+1} \left( x^T \Pi x - 1 \right). \tag{2.34}
\]

---

Step 2b: If \( \| x_{i+1} - x_i \| \leq \epsilon \| x_i - x_{i-1} \| \), with \( \epsilon \) a prespecified error tolerance, stop; Otherwise set \( i := i + 1 \) and repeat Step 2a.

End.

It should be clear that the parameter \( \lambda_{i+1} \) in (2.34) at the \( i \)th iteration is the Lagrange multiplier, and the optimal solution \( x = x_{i+1} \) at Step 2a satisfies

\[
x_{i+1}^T \Pi x_{i+1} = 1 \quad \text{and} \quad \left( \lambda_{\min} \Pi - \Pi^{-1} (2P[x_i, x_i] + Q) \right) x_{i+1} = 0 \tag{2.35}
\]

where \( \lambda_{\min} \) is the smallest eigenvalue of \( \Pi^{-1} (2P[x_i, x_i] + Q) \). The constraint in (2.33) is simply a normalization as the size of eigenvector which can be rescaled. However, the algorithm (B) is different from that in [34]. In particular, it is unclear whether the iterative algorithm in [34] is convergent or not. The next result is concerned with the convergence issue associated with the iterative algorithm (B). Therefore, it is another major point in this chapter.

**Theorem 2.5** Suppose that \( J(x) \) is the index function to be minimized given in (2.21) with \( Q > 0 \), subject to the constraint (2.33). Then the iterative algorithm (B) converges to a local minimum of \( J(x) \) subject to the constraint (2.33).

---

\(^1\)Note that all the eigenvalues of \( \Pi^{-1} (2P[x_i, x_i] + Q) \) are positive real due to \( P[x_i, x_i] \geq 0 \) and \( Q > 0 \), \( \Pi > 0 \).
Proof: Since \( x_k^T \Pi x_k = 1 \) for each \( k \), and \( x = x_{i+1} \) minimizes \( \tilde{J}[x_i](x) \), it follows that

\[
\tilde{J}[x_i](x_{i+1}) \leq x_{i-1}^T \left( P[x_i, x_i] + \frac{1}{2} Q \right) x_{i-1} + \frac{1}{2} x_i^T Q x_i
\]

\[
\leq x_i^T \left( P[x_{i-1}, x_{i-1}] + \frac{1}{2} Q \right) x_i + \frac{1}{2} x_{i-1}^T Q x_{i-1} = \tilde{J}[x_{i-1}](x_i).
\]

Thus \( \{\tilde{J}[x_i](x_{i+1})\} \) is again a decreasing sequence. Because \( \tilde{J}[x](x) = J(x) \) is bounded below, there exists a unique limit \( x = x_* \) such that \( \tilde{J}[x_i](x_{i+1}) \) converges to \( \tilde{J}[x_*](x_*) = J(x_*) = x_*^T (P[x_*, x_*] + Q) x_* \) and satisfies the constraint \( x^T \Pi x = 1 \). Thus the iterative algorithm (B) is convergent. Moreover the limit \( x = x_* \) satisfies \( (\lambda_{\min} I - \Pi^{-1} (2P[x_*, x_*] + Q)) x_* = 0 \) in light of (2.35) which is exactly the necessary condition for \( J(x) \) subject to the constraint \( x^T \Pi x = 1 \). Since \( Q > 0 \) and \( P[x_*, x_*] \geq 0 \), the Hessian is positive definite which proves that it is a local minimum. ■

Finally, the following result is similar to Proposition (2.4) so the proof is omitted. It clarifies the difference between the proposed iterative algorithm (B) and the one in [34].

**Proposition 2.6** Define the error index as

\[
\tilde{E}(\alpha) = \alpha h^T Q_s h + 8 \sum_{i=1}^{m-1} \left( h^T M^T S^{2i} M h \right)^2 = \alpha h^T Q_s h + h^T P[h, h] h
\]

under the constraint \( 4h^T h = 1 \) which is the same as in [34]. If the iterative algorithm proposed in [34] converges, then the limit satisfies the necessary optimality condition of \( E(2\alpha) \) under the constraint \( 4h^T h = 1 \).
CHAPTER 3

TWO-CHANNEL QMF BANK DESIGN

3.1 SUMMARY

A popular approach to design QMF banks is the use of polyphase decomposition, described in [90], where both analysis and synthesis filter banks are designed in terms of their polyphase components. This is referred to as indirect approach. We adopt a direct approach to the design of QMF banks without using polyphase decomposition. Although it has several disadvantages as pointed out in [90], the necessary and sufficient condition for perfect reconstruction (PR) can be easily derived and used for the design of QMF filter banks. Moreover these disadvantages are insignificant if the analysis filter bank and synthesis filter bank are designed separately. Indeed in practice, analysis filter banks are often designed to satisfy frequency domain specifications required for subband coding. Additional requirement for perfect reconstruction may not be suitable in some applications. It is the goal of synthesis filter banks to satisfy the PR condition. If PR is not possible, then the synthesis filter bank should be designed such that it minimizes certain measure for the reconstruction error that is referred to as model matching [74, 3].

We consider the QMF bank as shown in Figure 2.1. Such multirate systems play an important role in subband coding of speech and digital audio application, and have been studied extensively; See, for example, [3, 13, 17, 47, 52, 62, 78, 90] and their corresponding references. Ideally \( \hat{x}(n) \) is a delayed version of \( x(n) \) that is defined as PR. However in practice PR may not be possible that will be the case when analysis filter bank is designed independent of the synthesis filter bank. We
consider the design issue for the synthesis filter bank such that certain measure of the error signal $e(n) = \hat{x}(n) - x(n - d)$ is minimized for some $d \geq 0$. Two cases will be studied. The first one is when the signal $x(n)$ is white noise and the goal is to minimize the covariance of the error that leads to $\mathcal{H}_2$ optimization. The second one is when $x(n)$ is energy bounded signal and the goal is to minimize the energy of the error in worst case that leads to $\mathcal{H}_\infty$ optimization. Both are equivalent to optimizations in frequency domain. Optimal solutions will be derived and numerical algorithms for computing the optimal synthesis filter banks will be developed. Compared with the results in [3] where suboptimal $\mathcal{H}_\infty$ solutions are used for polyphase components of the QMF bank, our design algorithm is more efficient numerically and it produces the optimal synthesis filter bank with simpler solutions and lower order. Furthermore, our direct approach removes the aliasing error completely while the indirect approach in [3] does not.

3.2 Design of Synthesis Filter Banks with $\mathcal{H}_2$ and $\mathcal{H}_\infty$ Optimizations

In the existing literature, analysis and synthesis filter banks are often designed simultaneously. A new development is the work of [74, 3] where analysis and synthesis filter banks are designed separately. The underlying philosophy is that the analysis filter bank is designed to satisfy the specification in frequency domain required for subband coding, while the synthesis filter bank is designed to satisfy the PR condition. If PR is not possible, then the synthesis filter bank should be designed to minimize the model matching error. We are motivated by the work in [74, 3] but adopt a direct approach to the design of QMF bank that establishes stronger results than those in [74, 3].
3.2.1 Formulation of the Design Approach

Consider the QMF bank in Figure 2.1 where all the filters are restricted to be both causal and stable. The input/output relation in $\mathcal{Z}$-transform is given by

$$\hat{X}(z) = \frac{1}{2} [H_0(z)F_0(z) + H_1(z)F_1(z)]X(z) + \frac{1}{2} [H_0(-z)F_0(z) + H_1(-z)F_1(z)]X(-z). \quad (3.1)$$

The term involving $X(-z)$ is called aliasing error. If the synthesis filters $F_0(z)$ and $F_1(z)$ can be chosen as $G(z)H_1(-z)$ and $-G(z)H_0(-z)$ respectively, with $G(z)$ a causal and stable transfer function, then the aliasing error will be eliminated completely and

$$\hat{X}(z) = T_r(z)X(z), \quad T_r(z) = \frac{1}{2} [H_0(z)F_0(z) + H_1(z)F_1(z)]. \quad (3.2)$$

In addition, if $T_r(z) = cz^{-d}$ for some $c \neq 0$ and $d \geq 0$, then $\hat{X}(z)$ is the perfect reconstruction of $X(z)$. The next theorem follows easily from this definition, and thus the proof is skipped.

**Theorem 3.1** The QMF bank shown in Figure 2.1 has perfect reconstruction property if and only if

$$\begin{bmatrix} H_0(z) & H_1(z) \\ H_0(-z) & H_1(-z) \end{bmatrix} \begin{bmatrix} F_0(z) \\ F_1(z) \end{bmatrix} = \begin{bmatrix} 2cz^{-d} \\ 0 \end{bmatrix} \quad (3.3)$$

for some $c \neq 0$ and $d \geq 0$. 
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For the QMF bank in Figure 2.1, define the alias component (AC) matrix and synthesis matrix as

\[
H_{AC}(z) = \begin{bmatrix}
H(z) \\
H(-z)
\end{bmatrix} = \begin{bmatrix}
H_0(z) & H_1(z) \\
H_0(-z) & H_1(-z)
\end{bmatrix}, \quad F(z) = \begin{bmatrix}
F_0(z) \\
F_1(z)
\end{bmatrix}.
\]  

(3.4)

Also define the analysis matrix \( H(z) \) as the first row of \( H_{AC}(z) \). If \( \det H_{AC}(z) \neq 0 \) for all \( |z| \geq 1 \), then the ideal synthesis matrix

\[
F_{id}(z) := \begin{bmatrix}
H_0(z) & H_1(z) \\
H_0(-z) & H_1(-z)
\end{bmatrix}^{-1} \begin{bmatrix}
1 \\
0
\end{bmatrix} = \frac{1}{\det H_{AC}(z)} \begin{bmatrix}
H_1(-z) \\
-H_0(-z)
\end{bmatrix}
\]  

(3.5)

is causal, stable, and achieves perfect reconstruction with \( c = 0.5 \) and \( d = 0 \). Readers may easily find that for \( \det H_{AC}(z) = 1 \), the above equation reduces to \( F_0(z) = H_1(-z) \) and \( F_1(z) = -H_0(-z) \) which is the conventional choice to cancel aliasing error. However, if \( \det H_{AC}(z) \) has unstable zeros, then the ideal synthesis matrix \( F_{id}(z) \) as in (3.5) is either noncausal or unstable. Because noncausal and unstable filters cannot be used for real time implementation, PR is not possible for the two-channel QMF bank. In this case we design a causal and stable \( G(z) \) to seek

\[
F(z) = \begin{bmatrix}
F_0(z) \\
F_1(z)
\end{bmatrix} = G(z)(\det H_{AC}(z))F_{id}(z) = G(z) \begin{bmatrix}
H_1(-z) \\
-H_0(-z)
\end{bmatrix}
\]  

(3.6)

to minimize the covariance or the energy of the error signal \( e(n) \) shown in Figure 3.1.
**Theorem 3.2** Suppose that the analysis filter bank $H(z)$ is causal and stable for the QMF bank shown in Figure 3.1. Then all causal and stable synthesis filter banks $F(z)$ achieving zero aliasing error are parameterized as (3.6) for some causal and stable $G(z)$ that is real valued for each real $z$.

Proof: Any causal and stable synthesis filter bank $F(z)$ achieving zero aliasing error satisfies $[H_0(-z) \ H_1(-z)] F(z) = 0$. Since $H(z)$ is causal and stable, $H(z)F(z) = \phi(z)$ is causal and stable as well. Combining this fact with (3.3) yields $F(z) = H_{AC}^{-1}(z) [1 \ 0]^T \phi(z) = F_{id}(z)\phi(z)$ with $F_{id}(z)$ as in (3.5). From the fact that $H(z)F_{id}(z) = 1$, and $H(z)$ is stable and causal, $F_{id}(z)$ has no unstable block zero. It follows from the causality and stability of $F(z)$ that $\phi(z) = G(z) \det H_{AC}(z)$ for some $G(z)$ that is also stable and causal. That is, the unstable poles of $F_{id}(z)$ that are also unstable zeros of $\det H_{AC}(z)$ have to be cancelled by unstable zeros of $\phi(z)$, in order to ensure $F(z)$ to be causal and stable. Substitute the expression of $\phi(z)$ into the expression of $F(z)$, $F(z) = F_{id}(z)G(z) \det H_{AC}(z) = G(z) [H_1(-z) - H_0(-z)]^T$ which is the same as (3.6). For real valued $H(z)$, $F(z)$ is real valued for each real value $z$ if and only if $G(z)$ is. \[\blacksquare\]
Define \( E(z) = Z(e(n)) \), the \( Z \)-transform of the error signal \( e(n) \) as in Figure 3.1. Then substitution of \( F(z) \) into equation (3.1) gives

\[
E(z) = \left( \frac{1}{2} [H_0(z)H_1(-z) - H_1(z)H_0(-z)] G(z) - cz^{-d} \right) X(z)
\]

\[
= T_E(z) X(z), \quad T_E(z) = \left( \frac{1}{2} G(z) \det H_{AC}(z) - cz^{-d} \right), \quad \text{(3.7)}
\]

by the fact that \( \det H_{AC}(z) = H_0(z)H_1(-z) - H_1(z)H_0(-z) \) and the aliasing error is completely cancelled. Motivated by the model matching method in [74, 3], we seek a causal and stable transfer function \( G(z) \) such that

\[
\|T_E\|_2 := \sqrt{\frac{1}{2\pi} \int_0^{2\pi} |T_E(e^{j\omega})|^2 \, d\omega}, \quad \text{or} \quad \|T_E\|_\infty := \sup \omega |T_E(e^{j\omega})|, \quad \text{(3.8)}
\]

is minimized which is termed as \( \mathcal{H}_2 \) or \( \mathcal{H}_\infty \) optimization, respectively. Such optimizations are well known in the control community [104]. The synthesis filter bank can then be obtained according to (3.6). The symbol \( \mathcal{H}_2 \) or \( \mathcal{H}_\infty \) denotes the collection of all causal stable transfer functions \( T(z) \) such that \( \|T\|_2 \) or \( \|T\|_\infty \) is bounded, respectively.

Define auto-correlation and spectral density of a discrete-time signal \( s(n) \) by

\[
r_s(n) = \sum_{\tau=-\infty}^{\infty} s(\tau)s(\tau + n) \quad \text{and} \quad R_s(\omega) = \sum_{n=-\infty}^{\infty} r_s(n)e^{-jn\omega}.
\]

Denote spectral density of \( x(n) \) by \( R_x(\omega) \) and of \( e(n) \) by \( R_e(\omega) \). Then from [71] there hold

\[
R_x(\omega) = |T_E(\omega)|^2 R_x(\omega) \quad \text{and} \quad r_e(0) = \|e\|_2 = \sum_{n=-\infty}^{\infty} |e(t)|^2 = \frac{1}{2\pi} \int_0^{2\pi} R_e(\omega) \, d\omega,
\]

where \( r_e(0) \) is the covariance of the error function. If \( x(n) \) is treated as stochastic signal that is assumed to be white noise with unit spectral density, then \( r_x(n) = \delta(n) \) and \( R_x(\omega) \equiv 1 \). It follows that

\[
\|e\|_2 = \frac{1}{2\pi} \int_0^{2\pi} R_e(\omega) \, d\omega = \frac{1}{2\pi} \int_0^{2\pi} |T_E(e^{j\omega})|^2 \, d\omega = \|T_E\|_2^2,
\]

and minimization of the covariance of the error signal is equivalent to \( \mathcal{H}_2 \) optimization. If the design objective is to minimize the sup-norm (or Chebyshev norm) of the
spectral density of the error signal, then it results in $\mathcal{H}_\infty$ optimization. There is also a deterministic interpretation for $\mathcal{H}_\infty$ optimization. Suppose that the signal $x(n)$ has bounded energy and satisfies $\|x\|_2 = \sqrt{\sum_{n=-\infty}^{\infty} |x(n)|^2} < \infty$. Then the $\mathcal{H}_\infty$ norm of $T_E(z)$ can be expressed as [104]

$$\|T_E\|_\infty = \sup_{\|x\|_2 \neq 0} \frac{\|e\|_2}{\|x\|_2}, \quad \|e\|_2 = \sqrt{\sum_{n=-\infty}^{\infty} |e(n)|^2}.$$ 

That is, the $\mathcal{H}_\infty$ norm of $T_E(z)$ is the amplification of the energy from input signal $x(n)$ to output error $e(n)$ in the worst-case.

### 3.2.2 Optimal $\mathcal{H}_2$ and $\mathcal{H}_\infty$ Solutions for the Synthesis Filter Bank

Consider the transfer function $T_E(z)$ as in (3.7) and (3.8) where $\det H_{AC}(z)$ has exactly $\kappa$ zeros outside of the unit circle, counting multiplicity. Then there exists a factorization

$$\det H_{AC}(z) = P(z)Q(z), \quad Q(z) = z^{-q} \frac{q_0 + q_1 z + \cdots + q_{\kappa} z^\kappa}{q_0 z^\kappa + q_1 z^{\kappa-1} + \cdots + q_{\kappa}}, \quad q \geq 0, \quad (3.9)$$

where all the zeros of $Q(z)$ are outside of the unit circle and both $P(z)$ and $1/P(z)$ are causal and stable. Such a factorization is called inner-outer factorization with $Q(z)$ inner and $P(z)$ outer [104]. It is noted that $Q(z)Q(z^{-1}) \equiv 1$ by the allpass property, and thus

$$\|T_E\|_\alpha = \frac{1}{2}\|GPQ - 2T_{id}\|_\alpha = \frac{1}{2}\|GP - 2T_{id}Q^\sim\|_\alpha, \quad \alpha = 2, \infty, \quad (3.10)$$

where $Q^\sim = Q(z^{-1})$, and $T_{id}(z) = cz^{-d}$ is the ideal transfer function for PR.
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In what follows next, we define projection operators $\Pi_a$ and $\Pi_c$, and Hankel norm that will be used to obtain our main result. For an arbitrary transfer function $R(z)$ that is absolutely square-integrable, there exists a power series representation

$$R(z) = \sum_{k=-\infty}^{\infty} r(k) z^{-k}, \quad \|r\|_2^2 = \sum_{k=-\infty}^{\infty} |r(k)|^2 < \infty.$$ 

The projection operators $\Pi_a$ and $\Pi_c$ are defined by

$$\Pi_a [R] = R_a(z) = \sum_{k=1}^{\infty} r(-k) z^k, \quad \Pi_c [R] = R_c(z) = \sum_{k=0}^{\infty} r(k) z^{-k},$$

where $R_c(z)$ and $R_a(z)$ are the causal and anticausal parts of $R(z)$ respectively. For any transfer function $T(z)$ that has continuous frequency response, its Hankel norm is defined by [21, 104]:

$$\|T\|_H := \sup_{U(z) \in \mathcal{H}_2} \frac{\|\Pi_a [T U]\|_2}{\|U\|_2}.$$ (3.11)

**Theorem 3.3** Let $\det H_{\text{AC}}(z) = P(z)Q(z)$ be inner-outer factorization as in (3.9) where $Q(z)$ includes all the unstable zeros of $\det H_{\text{AC}}(z)$. Then the $\mathcal{H}_2$ optimal solution is given by

$$G(z) = G_2(z) = \Pi_c [2T_id(z)Q^{-}(z)] / P(z), \quad \inf_{G(z) \in \mathcal{H}_2} \|T_e\|_2 = \|\Pi_a [T_id Q^{-}]\|_2,$$ (3.12)

with $T_id(z) = cz^{-d}$, and the $\mathcal{H}_\infty$ optimal solution by

$$G(z) = G_\infty(z) = \Pi_c [2T_id(z)Q^{-}(z)] / P(z)$$

$$+ \arg\min \left\{ G_0(z) : \inf_{G_0 \in \mathcal{H}_\infty} \|G_0 - \Pi_a [2T_id Q^{-}]\|_\infty \right\} / P(z),$$

$$\inf_{G \in \mathcal{H}_\infty} \|T_e\|_\infty = \|\Pi_a [T_id Q^{-}]\|_H.$$ (3.13)
Proof: By (3.10), $2\|T_E\|_\alpha = \|\tilde{T}_E\|_\alpha$, and $\tilde{T}_E(z) = G(z)P(z) - 2T_{id}(z)Q^\sim(z) = \tilde{G}(z) - 2T_{id}(z)Q^\sim(z)$, where $T_{id}(z) = cz^{-d}$, $\alpha = 2$ or $\infty$, and $\tilde{G}(z) = G(z)P(z)$. Since both $P(z)$ and $1/P(z)$ are causal and stable, $G(z)$ is causal and stable if and only if $\tilde{G}(z)$ is. Thus minimization of $\|T_E\|_\alpha$ is equivalent to minimization of $\|\tilde{T}_E\|_\alpha = \|\tilde{G} - 2T_{id}Q^\sim\|_\alpha$ subject to the condition that $\tilde{G}(z)$ is causal and stable.

For the case $\alpha = 2$,

$$\tilde{T}_E(z) = \tilde{G}(z) - 2T_{id}(z)Q^\sim(z)$$

$$= \left(\tilde{G}(z) - \Pi_c [2T_{id}(z)Q^\sim(z)]\right) - \left(\Pi_a [2T_{id}(z)Q^\sim(z)]\right).$$

(3.14)

By the orthogonality of $H_2$ and $H_2^\perp$, the Hilbert space perpendicular to $H_2$, there holds $\|\tilde{T}_E\|_2^2 = \|\tilde{G} - \Pi_c [2T_{id}Q^\sim]\|_2^2 + \|\Pi_a [2T_{id}Q^\sim]\|_2^2$. Hence the optimal $H_2$ solution is given by

$$G(z) = G_2(z) = \tilde{G}_2(z)/P(z), \quad \tilde{G}_2(z) = \Pi_c [2T_{id}(z)Q^\sim(z)],$$

which gives the expression in (3.12). For the case $\alpha = \infty$, we set

$$\tilde{G}(z) = G_\infty(z) + \Pi_c [2T_{id}(z)Q^\sim(z)]$$

and thus $\tilde{T}_E(z)$ as in (3.14) can be rewritten as

$$\tilde{T}_E(z) = \tilde{G}(z) - 2T_{id}(z)Q^\sim(z) = G_\infty(z) - \Pi_a [2T_{id}(z)Q^\sim(z)],$$

where $\Pi_a [2T_{id}(z)Q^\sim(z)]$ is anti-causal but stable, and $\tilde{G}(z)$ is both causal and stable.

It follows from Nehari's Theorem [104] that the infimum of $\|\tilde{T}_E\|_\infty$ over all causal
and stable $G_o(z)$ is the optimal Hankel norm approximation of $\Pi_a [2T_{id}(z)Q^\sim(z)]$ which gives the expression in (3.13).

We would like to point out that Theorem 3.3 applies to the indirect approach in [3] as well with minor modifications although the optimal $H_\infty$ optimal solution is not unique. The difference between our main result and that in [3] is that optimal solutions are derived explicitly in Theorem 3.3 and it can be used to compute the optimal synthesis filter bank which will be shown in the next section, while [3] uses the $\mu$-toolbox in MATLAB to compute a suboptimal solution. The direct approach employed in this chapter also simplifies the optimal solutions significantly. The next result indicates that the optimal solutions yield PR asymptotically as $d$ goes to infinity which is parallel to that of [3].

**Theorem 3.4** Suppose that $\det H_{AC}(z)$ avoids zeros on the unit circle. Then with the optimal $H_2$ and $H_\infty$ solutions in Theorem 3.3, the reconstruction error approaches to zero as $d \to \infty$.

Proof: Since $\det H_{AC}(z)$ has no zeros on unit circle, $Q^\sim(z)$ has all $k$ poles strictly outside of unit circle and thus is analytic for all $|z| \leq 1$. It follows that there admits expansion

$$2T_{id}(z)Q^\sim(z) = 2cz^{-d} \sum_{k=0}^{\infty} q(k)z^k, \quad \sum_{k=0}^{\infty} |q(k)|^p < \infty,$$

for any $p \geq 1$. Its anticausal part is given by

$$2\Pi_{a} [T_{id}(z)Q^\sim(z)] = 2c \sum_{k=1}^{\infty} \bar{q}(k + d)z^k \to 0$$

as $d \to \infty$ by the summability of $\bar{q}(t)$. Thus the reconstruction error $e(t)$ approaches to zero asymptotically as $d \to \infty$. ■
The assumption of \( \det H_{AC}(z) \) avoiding zeros on the unit circle is mild as explained in [3]. We will not elaborate further here.

### 3.2.3 Design Algorithms for the Synthesis Filter Bank

The results in the previous two subsections give two design algorithms for synthesis filter banks based on \( \mathcal{H}_2 \) and \( \mathcal{H}_\infty \) optimizations. We again assume that \( T_{id}(z) = cz^{-d} \) where \( c > 0 \) and \( d \) is to be determined in the design process. The first algorithm is based on \( \mathcal{H}_2 \) optimization.

**Design Algorithm 1 (\( \mathcal{H}_2 \) Optimization):**

- **Step 1:** For the given analysis filters \( H_0(z) \) and \( H_1(z) \) and design specification \( \epsilon_2 \), compute \( \det H_{AC}(z) = H_0(z)H_1(-z) - H_1(z)H_0(-z) \).

- **Step 2:** Compute inner-outer factorization \( \det H_{AC}(z) = P(z)Q(z) \) where \( Q(z) \) is allpass function of the form in (3.9) that contains all unstable zeros of \( \det H_{AC}(z) \).

- **Step 3:** Compute the optimal \( \mathcal{H}_2 \) performance index: \( 2\|\Pi_a [T_{id}Q^-]\|_2 \).

- **Step 4:** If \( 2\|\Pi_a [T_{id}Q^-]\|_2 > \epsilon_2 \), then increase \( d \) and go to Step 3; Otherwise go to Step 5.

- **Step 5:** Compute \( G(z) = G_2(z) = \Pi_c [2T_{id}(z)Q^-(z)]/P(z) \) and set synthesis filter bank according to (3.6).

The second design algorithm is based on \( \mathcal{H}_\infty \) optimization.

**Design Algorithm 2 (\( \mathcal{H}_\infty \) Optimization):**

- **Step 1:** For the given analysis filters \( H_0(z) \) and \( H_1(z) \) and design specification \( \epsilon_\infty \), compute \( \det H_{AC}(z) = H_0(z)H_1(-z) - H_1(z)H_0(-z) \).
• Step 2: Compute inner-outer factorization \( \det H_{ac}(z) = P(z)Q(z) \) where \( Q(z) \) is allpass function of the form in (3.9) that contains all unstable zeros of \( \det H_{ac}(z) \).

• Step 3: Compute the optimal \( \mathcal{H}_\infty \) performance index: 
\[
2\|\Pi_a [T_{id}Q^-]\|_H.
\]

• Step 4: If \( 2\|\Pi_a [T_{id}Q^-]\|_H > \epsilon_\infty \), then increase \( d \) and go to Step 3; Otherwise go to Step 5.

• Step 5: Compute \( G(z) = G_\infty(z) \) according to (3.13) and set synthesis filter bank according to (3.6).

Although the two algorithms seem straightforward, their numerical implementation with good numerical property and efficiency is not that simple. In the next section we will study the computational issue involved in each step of the two design algorithms in detail.

3.3 \textbf{STATE-SPACE COMPUTATION}

\( \mathcal{H}_2 \) and \( \mathcal{H}_\infty \) optimizations are developed in the control community using state-space computation tool. Although both of the proposed algorithms can be implemented without state-space computation, state-space method does improve numerical property of the computation if realizations are suitably chosen.

3.3.1 \textbf{STATE-SPACE REALIZATIONS}

We begin with state-space realization for the analysis matrix \( H(z) \). Suppose \( H(z) \) is of the fractional form \( H(z) = D_h + M_h^{-1}(z)N_h(z), \) \( M_h(z) = z^n + \sum_{i=1}^{n} m_i z^{n-i}, \) and \( N_h(z) = \sum_{i=1}^{n} n_i z^{n-i}, \) where \( D_h \) and \( n_i \) vector of size \( 1 \times 2, i = 1, ..., n \). If both \( H_0(z) \) and \( H_1(z) \) are FIR filter, then \( m_i = 0 \) for \( 1 \leq i \leq n \). A simple realization of \( H(z) \)
can be obtained according to [37] in which a so-called observer form is adopted. The corresponding matrices are listed as

\[
A_h = \begin{bmatrix}
-m_1 & 1 & 0 & \cdots & 0 \\
-m_2 & 0 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & 1 \\
-m_n & 0 & \cdots & \cdots & 0
\end{bmatrix}, \quad
B_h = \begin{bmatrix} n_1 \\ n_2 \\ \vdots \\ \vdots \\ n_n \end{bmatrix}, \quad
C_h = \begin{bmatrix}
1 & 0 & \cdots & \cdots & 0
\end{bmatrix}.
\]

(3.15)

Hence \( H(z) = D_h + C_h(zI - A_h)^{-1}B_h \), and the realization \((C_h, A_h)\) is observable. With the above realization of \( H(z) \) we can then obtain a realization for

\[
\tilde{H}(z) = \begin{bmatrix}
H_1(-z) \\
-H_0(-z)
\end{bmatrix} = J \left( D_h^* - B_h^*(zI + A_h^*)^{-1}C_h^* \right), \quad J = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix},
\]

where "*" denotes conjugate and transpose. Thus a realization of \( \det H_{AC}(z) \) is obtained as [104, 3]:

\[
\det H_{AC}(z) = H(z)\tilde{H}(z) = D_{AC} + C_{AC}(zI - A_{AC})^{-1}B_{AC}, \quad D_{AC} = D_hJ D_h^* = 0,
\]

\[
A_{AC} = \begin{bmatrix}
A_h & -B_hJ B_h^* \\
0 & -A_h^*
\end{bmatrix}, \quad
B_{AC} = \begin{bmatrix} B_hJ D_h^* \\ C_h^* \end{bmatrix}, \quad
C_{AC} = \begin{bmatrix} C_h & -D_hJ B_h^* \end{bmatrix}.
\]

If minimal realization is preferred, balanced truncation [104] can be employed to eliminate the uncontrollable and unobservable modes of \( \det H_{AC}(z) \). Actually by doing so, the computational effort will be reduced. The only thing need to be considered is the accuracy of the final results.
3.3.2 INNER-OUTER FACTORIZATION

Since \( \det H_{AC}(z) \) is a scalar function and is strictly proper, there exists an integer \( q > 0 \) such that \( C_{AC}A_{AC}^{q-1}B_{AC} \neq 0 \) while \( C_{AC}A_{AC}^{i}B_{AC} = 0 \) for \( 0 \leq i \leq q - 2 \). Thus there holds

\[
\tilde{T}(z) = z^q \det H_{AC}(z) = \tilde{D} + \tilde{C}(zI - \tilde{A})^{-1}\tilde{B},
\]

\[
\tilde{A} = A_{AC}, \quad \tilde{B} = B_{AC}, \quad \tilde{C} = C_{AC}A_{AC}^{q}, \quad \tilde{D} = C_{AC}A_{AC}^{q-1}B_{AC} \neq 0.
\] (3.16)

For \( \tilde{T}(z) = z^q \det H_{AC}(z) \) in (3.16), its inverse with the corresponding realization are given by

\[
T(z) = \frac{1}{\tilde{T}(z)} = \frac{1}{z^q \det H_{AC}(z)} = D + C(zI - A)^{-1}B,
\]

\[
A = \tilde{A} - \tilde{B}D^{-1}\tilde{C}, \quad B = \tilde{B}D^{-1}, \quad C = -\tilde{D}^{-1}\tilde{C}, \quad D = \tilde{D}^{-1}.
\] (3.17)

Since \( 1/T(z) \) is stable, the unstable modes of \( T(z) \) are both controllable and observable which implies that \( (A, B) \) is stabilizable and \( (C, A) \) is detectable [37]. Hence there exists a unique stabilizing solution \( X \geq 0 \) to the ARE (algebraic Riccati equation)

\[
A^*(I + XBB^*)^{-1}XA - X = 0.
\] (3.18)

An inner-outer factorization of \( T(z) \) is now given by, using the formulas in [104],

\[
T(z) = N(z)M^{-1}(z),
\] (3.19)

\[
\begin{bmatrix}
M(z) \\
N(z)
\end{bmatrix}
= \begin{bmatrix}
R^{-1/2} \\
DR^{-1/2}
\end{bmatrix} + \begin{bmatrix}
K \\
C + DK
\end{bmatrix}(zI - A - BK)^{-1}BR^{-1/2},
\]
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where $M(z)$ is an inner, or allpass factor, and $N(z)$ outer, $R = I + B^*XB$, and $K = -R^{-1}B^*XA = -(I + B^*XB)^{-1}B^*XA$. The inner-outer factorization in (3.9) can then be obtained as

$$\det H_{AC}(z) = P(z)Q(z), \quad P(z) = 1/N(z), \quad Q(z) = z^{-\nu}M(z).$$

The problem with the procedure from [104] is that the inner, or allpass factor $Q(z)$ has the same order as $\det H_{AC}(z)$, instead of $\kappa$. In the rest of the subsection, we will seek a minimal realization of $Q(z)$.

By Schur decomposition, there exists a real unitary matrix $U$ such that $UU^* = U^*U = I$ and

$$\tilde{A} = UAU^* = \begin{bmatrix} A_s & A_{su} \\ 0 & A_u \end{bmatrix}, \quad \tilde{B} = UB = \begin{bmatrix} B_s \\ B_u \end{bmatrix}, \quad \tilde{C} = CU = \begin{bmatrix} C_s & C_u \end{bmatrix}.$$

(3.20)

where $A_u$ of size $\kappa \times \kappa$ is completely unstable. In this case the ARE in (3.18) can be written as

$$\tilde{A}^*(I + \tilde{X}\tilde{B}\tilde{B}^*)^{-1}\tilde{X}\tilde{A} - \tilde{X} = 0.$$

(3.21)

**Proposition 3.5** The stabilizing solution $\tilde{X}$ of the algebraic riccati equation (ARE) in (3.21) is given by

$$\tilde{X} = \begin{bmatrix} 0 & 0 \\ 0 & Z^{-1} \end{bmatrix}, \quad Z = A_uZA_u^* - B_uB_u^*.$$

(3.22)

Proof: The Lyapunov equation in (3.22) is equivalent to $Z = A_u^{-1}ZA_u^{-1} - A_u^{-1}B_u(A_u^{-1}B_u)^*$. Since $A_u$ is completely unstable, $A_u^{-1}$ is stable. The stabilizability
of \((A, B)\) implies that \((A_u, B_u)\) is controllable, and that in turn implies that the solution \(Z > 0\). Hence \(X\) exists and is positive semidefinite. Substituting \(X\) in (3.22) into ARE (3.21) gives

\[
A_u^*(I + Z^{-1}B_u^*B_u)^{-1}Z^{-1}A_u - Z^{-1} = 0,
\]

which is the same as the Lyapunov equation in (3.22). Thus \(X\) in (3.22) is a solution to (3.21). Since the above ARE can be written as

\[
A_c^*Z^{-1}A_c - Z^{-1} + A_c^*Z^{-1}B_uB_u^*Z^{-1}A_c = 0
\]

with \(A_c = (I + B_uB_u^*Z^{-1})^{-1}A_u\), an application of Lyapunov stability theorem concludes the stability of \(A_c\). It follows that

\[
A + BK = U^*(\bar{A} + \bar{B}K)U, \quad \bar{A} + \bar{B}K = (I + BB^*X)^{-1}\bar{A} = \begin{bmatrix} A_s & A_{sc} \\ 0 & A_c \end{bmatrix}
\]

for some \(A_{sc}\). Thus \(X\) in (3.22) is indeed a stabilizing solution to ARE (3.20) which is unique [104].

Proposition 3.5 demonstrates that the ARE (3.18) can be converted into Lyapunov equation of lower order. With \(Z > 0\) solved from (3.22), the stabilizing solution \(X\) to ARE (3.18) is given by

\[
X = U_2^*Z^{-1}U_2, \quad U = \begin{bmatrix} U_1 \\ U_2 \end{bmatrix}, \quad (3.23)
\]

with \(U_2\) of size \(k \times n\), and the feedback gain \(\bar{K}\) is given by

\[
\bar{K} = KU^* = \begin{bmatrix} 0 & K_u \end{bmatrix}, \quad K_u = -(1 + B_u^*Z^{-1}B_u)^{-1}B_u^*Z^{-1}A_u. \quad (3.24)
\]

Simple calculation gives the minimal realization for the inner factor:

\[
M(z) = (I + K_u(zI - A_c)^{-1}B_u)R^{-1/2}, \quad Q(z) = z^{-q}M(z), \quad (3.25)
\]

\[
A_c = (I + B_uB_u^*Z^{-1})^{-1}A_u. \quad (3.26)
\]
We summarize the detailed derivation of the inner-outer factorization as follows:

**Algorithm for Inner-Outer Factorization:**

- **Step 1:** Obtain \((A, B, C, D)\), a realization of \(T(z)\) according to (3.16) and (3.17).
- **Step 2:** Find a unitary matrix \(U\) such that \(\tilde{A} = UAU^\ast\) has the form in (3.20).
- **Step 3:** Compute the solution \(Z\) for the Lyapunov equation in (3.22).
- **Step 4:** Compute \(K_u\) as in (3.24) and obtain \(M(z)\) and \(Q(z)\) as in (3.25).
- **Step 5:** Compute \(X\) as in (3.23) and set 
\[
K = -(I + B^*XB)^{-1}B^*XA.
\]
- **Step 6:** Obtain the outer factor \(P(z) = 1/N(z)\) where \(N(z)\) has the form in (3.19).

### 3.3.3 Computation of \(H_2\) Norm

Since \(M(z)\) and \(Q(z)\) are allpass, \(M^\ast(z) = M(z^{-1}) = 1/M(z)\), and \(Q^\ast(z) = Q(z^{-1}) = 1/Q(z)\). For \(T_{id}(z) = cz^{-d}\) and \(s = d - q > 0\), there holds

\[
2T_{id}(z)Q^\ast(z) = 2cz^{q-d}M(z^{-1}) = 2cz^{-s}
\left(D_m + C_m(z^{-1}I - A_m)^{-1}B_m\right),
\]

\[
A_m = A_c, \quad B_m = B_u R^{-1/2}, \quad C_m = K_u, \quad D_m = R^{-1/2}, \quad (3.27)
\]

where \(A_m^{-1}\) is completely unstable. It follows that

\[
\Pi_a [2T_{id}(z)Q^\ast(z)] = 2c \left(C_m A_m^*(z^{-1}I - A_m)^{-1}B_m\right), \quad (3.28)
\]

\[
\Pi_c [2T_{id}(z)Q^\ast(z)] = 2c \left(D_m z^{-s} + \sum_{i=0}^{s-1} C_m A_m^{-i+s-1}B_m z^{-i}\right), \quad (3.29)
\]

The next result is obtained by a direct application of the result in [104].
Proposition 3.6 Define $Y$ as the solution of the Lyapunov equation

$$A^*_m Y A_m - Y + (C_m A^*_m)^* C_m A^*_m = 0. \quad (3.30)$$

Then $\|\Pi_a [2T_{id}(z)Q^*(z)]\|_2 = 2|c|\sqrt{B^*_m Y B_m}.$

3.3.4 Computation of Hankel Norm

In this subsection we consider computation of the Hankel norm of $\Pi_a [2T_{id}(z)Q^*(z)]$ as well as its optimal Hankel norm approximation. By (3.28), the controllability and the observability gramian of $\Pi_a [2T_{id}(z)Q^*(z)]$ are the solutions of two Lyapunov equations $A_m L_0 A^*_m - L_0 + B_m B^* = 0,$ and $A^*_m L_o A_m - L_o + (C_m A^*_m)^* C_m A^*_m = 0,$ respectively. In light of [104], there holds

$$\frac{1}{2|c|}\|\Pi_a [2T_{id}(z)Q^*(z)]\|_H = \frac{1}{2|c|}\inf_{G_o \in \mathcal{H}_\infty} \|G_o - \Pi_a [2T_{id}(z)Q^*(z)]\|_\infty = \sigma(L_o L_0) =: \sigma_{\text{max}} \quad (3.31)$$

where $\sigma(\cdot)$ denotes the largest singular value. To compute the optimal approximant $G_o(z),$ let $\eta$ and $\xi$ be the Schmidt pair satisfying $L_o L_0 \eta = \sigma^2_{\text{max}} \eta,$ and $\xi = \frac{1}{\sigma_{\text{max}}} L_0 \eta.$ Then the following two vectors of infinite size

$$u = \begin{bmatrix} B^*_m \\ (A_m B_m)^* \\ (A^2_m B_m)^* \\ \vdots \end{bmatrix} \xi, \quad v = \begin{bmatrix} C_m \\ C_mA_m \\ C_mA^2_m \\ \vdots \end{bmatrix} A^*_m \eta \quad (3.32)$$

have bounded two norm, and $U(z) = \sum_{i=1}^\infty B^*(A^*)^{i-1} \xi z^{-i} = B^*_m (z I - A^*_m)^{-1} \xi,$ $V(z) = \sum_{i=0}^\infty C_m A^{s+i}_m \eta z^i = C_m A^s_m \eta + C_m A^{s+1}_m (z^{-1} I - A_m)^{-1} \eta.$ Both of them are absolutely square integrable on unit circle. Note that $U(z)$ and $V(z)$ can also be
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written as \( U(z) = \xi^*(zI - A_m)^{-1}B_m, \) \( V(z) = C_mA_m^*(I + A_m(z^{-1}I - A_m)^{-1})\eta. \)

In this case, the optimal Hankel approximation of \( G_0(z) \) is given by \( G_0(z) = \Pi_z[2T_0(z)Q^\sim] - 2\sigma_{\text{max}}V(z)/U(z). \)

An alternative for computation of optimal Hankel-norm approximant \( G_0(z) \) is using the algorithm in [21] (Theorem 6.3) that was developed for continuous-time systems. Bilinear transform

\[
z = \frac{\lambda - s}{\lambda + s}, \quad s = \lambda \frac{1 - z}{1 + z}, \quad \lambda > 0,
\]

can be used to accomplish this goal. The following outlines the steps for using the algorithm in [21] to compute a realization \((A_0, B_0, C_0, D_0)\) for the optimal approximant \( G_0(z) \).

**Alternate Algorithm for Optimal Hankel Approximation:**

- **Step 1:** Obtain a discrete realization \((A_d, B_d, C_d, D_d)\) for \( \Pi_z[2T_0(z)Q^\sim(z)] \), where \( A_d = A_m, B_d = B_m, C_d = 2|C_mA_m^*|, \) and \( D_d = 0. \)

- **Step 2:** Obtain a continuous realization \((A_c, B_c, C_c, D_c)\) by using bilinear transform which gives

\[
A_c = \lambda(I + A_d)^{-1}(A_d - I), \quad B_c = \sqrt{2\lambda}(I + A_d)^{-1}B_d, \quad (3.33)
\]

\[
C_c = \sqrt{2\lambda}C_d(I + A_d)^{-1}, \quad D_c = D_d - C_d(I + A_d)^{-1}B_d. \quad (3.34)
\]

- **Step 3:** Compute the balanced realization \((A, B, C, D)\) using the algorithm in [21] which yields \( AP + PA^* + BB^* = 0, A^*Q + QA + C^*C = 0, P = Q = \text{diag}(\sigma I_r, \Sigma), \) and \( \sigma I - \Sigma > 0. \)
• Step 4: Partition \((A, B, C)\) conformally with \(P\), as

\[
A = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}, \quad B = \begin{bmatrix} B_1 \\ B_2 \end{bmatrix}, \quad C = \begin{bmatrix} C_1 & C_2 \end{bmatrix},
\]

and define

\[
\hat{A} = \Gamma^{-1}(\sigma^2 A_{22}^* + \Sigma A_{22} \Sigma - \sigma C_2^* U B_2^*),
\]

\[
\hat{B} = \Gamma^{-1}(\Sigma B_2 + \sigma C_2^* U),
\]

\[
\hat{C} = C_2 \Sigma + \sigma U B_2^*,
\]

\[
\hat{D} = D - \sigma U,
\]

where \(U\) is a unitary matrix satisfying \(B_1 = -C_1^* U\) and \(\Gamma = \Sigma^2 - \sigma^2 I\).

• Step 5: Transform the continuous realization \((\hat{A}, \hat{B}, \hat{C}, \hat{D})\) back to a discrete realization using the bilinear transform:

\[
A_o = (\lambda I - \hat{A})(\lambda I + \hat{A})^{-1}, \quad B_o = \sqrt{2\lambda}(\lambda I + \hat{A})^{-1} \hat{B},
\]

\[
C_o = -\sqrt{2\lambda} \hat{C}(\lambda I + \hat{A})^{-1}, \quad D_o = \hat{D} - \hat{C}(\lambda I + \hat{A})^{-1} \hat{B}.
\]

3.4 Design Examples

Two design examples will be used to illustrate the design algorithms proposed in this chapter. To simplify the numerical computation, we assume that \(H_1(z) = H_0(-z)\), although this is not required in using our proposed design method. Actually just as what [90] pointed out, \(H_1(z) = H_0(-z)\) should be avoided in order to achieve perfect reconstruction. However, we want to consider the case when perfect
reconstruction is not a realistic goal to achieve. By assuming minimal realization for $F_0(z)$ and $F_1(z)$, for FIR analysis filter banks, there hold

$$\text{order } F_0 = d + \text{order } H_1 - q, \quad \text{order } F_1 = d + \text{order } H_0 - q,$$

for the $\mathcal{H}_2$ optimal approximation algorithm where normally $q = 1$, and

$$\text{order } F_0 = d + \text{order } H_1 - q + \kappa - 1, \quad \text{order } F_1 = d + \text{order } H_0 - q + \kappa - 1,$$

for the $\mathcal{H}_\infty$ optimal approximation algorithm where $\kappa$ is the number of unstable zeros of $\det H_{AC}$. For IIR analysis filter banks, there hold

$$\text{order } F_0 = \text{order } F_1 = d + 2(\text{order } H_0 + \text{order } H_1 - q),$$

for the $\mathcal{H}_2$ optimal approximation algorithm, and

$$\text{order } F_0 = d + \text{order } H_1 - q + \kappa - 1, \quad \text{order } F_1 = d + \text{order } H_0 - q + \kappa - 1,$$

for the $\mathcal{H}_\infty$ optimal approximation algorithm. It can be seen that for both FIR and IIR analysis filter banks, the order of $F_0$ and $F_1$ satisfy the same corresponding formula by using the $\mathcal{H}_\infty$ optimal approximation algorithm. Because large $d$ is often required in order to achieve small reconstruction error, model reduction is necessary. For the two examples in this section, balanced truncation is employed for model reduction of $G(z)$ (in stead of $F_0(z)$ and $F_1(z)$ directly) to ensure zero aliasing error. It should also be pointed out that the orders of $F_0$ and $F_1$ obtained using our proposed algorithms are smaller than those using the algorithm in [3] because of the


use of polyphase decomposition in [3] that tends to double the realization of \( G_0(z) \). Also we need to point out that the percentage reconstruction error in our examples is defined as

\[
e\% = \frac{1}{2c} G(z) \det H_{ac}(z) - z^{-d} \| \times 100
\]

Example 3.1: FIR analysis filter bank.

In this example, \( H_0(z) \) is a 19th order half band low pass filter designed using the Remez algorithm with transition band \([0.45\pi, 0.55\pi]\) which can be easily computed with MATLAB command \( \text{remez} \). \( H_1(z) \) is taken to be \( H_0(-z) \). These two filters are not power complementary. So the perfect reconstruction does not apply [90]. The magnitude Bode plots of these two filters are shown in Figure 3.2. For the specification of 2% reconstruction error over all frequency range, \( \mathcal{H}_\infty \) optimization is required that yields time delay \( d = 39 \). The corresponding optimal synthesis filters are computed that have a minimal order 75. Because the order is quite high, model reduction is carried out for \( G(z) \) that reduces the order of \( F_0(z) \) and \( F_1(z) \) to 39 without notable distortion for a 1.8% reconstruction error. The Bode magnitude plots of reduced synthesis filters \( \hat{F}_0 \) and \( \hat{F}_1 \) are shown in Figure 3.3. The magnitude frequency response of the associated reconstruction error and zero aliasing error are shown in Figure 3.4 with solid lines.

Example 3.2: IIR analysis filter bank.

This example is the same as Example 3 of [3] where \( H_0(z) \) is the bilinear transformation of a fifth-order analog elliptic filter (without prewarping) with cutoff frequency 1 rad/s. Thus \( H_0(z) \) is a fifth-order lowpass filter with cutoff frequency \( \pi/2 \). Taking \( H_1(z) = H_0(-z) \) implies that \( H_1(z) \) is a fifth-order highpass filter. Figure 3.5 shows the magnitude Bode plots of \( H_0(z) \) and \( H_1(z) \). With the same 2%
specification for the reconstruction error over all frequency range, the time delay $d = 47$ is required when using $H_\infty$ optimization algorithm proposed in this paper. The orders of $F_0(z)$ and $F_1(z)$ are 68, compared to the order of 101 in [3]. Again, model reduction is carried out to $G(z)$ that reduces the orders of the synthesis filters to 55 without notable distortion for the reconstruction error. The magnitude Bode plots of the reduced synthesis filters $\hat{F}_0(z)$ and $\hat{F}_1(z)$ are shown in Figure 3.6. The associated reconstruction error is less than 2% as shown in Figure 3.7 with solid line. With balanced truncation for $G(z)$, the lowest order of $\hat{F}_0(z)$ and $\hat{F}_1(z)$ that can be reduced to is 51 without violating the 2% specification for the reconstruction error. The associated reconstruction error is shown in Figure 3.7 with a dashed line. It is seen that the only distortion in this case occurs in the transition band range.

The model matching method yields good design for the two-channel multirate filter banks. It can also be extended to multi-channel filter bank design which is the topic of the next chapter.
Figure 3.2: Example 3.1: $|H_0|$ and $|H_1|$ in dB vs. $\omega/2\pi$.

Figure 3.3: Example 3.1: $|\tilde{F}_0|$ and $|\tilde{F}_1|$ in dB vs. $\omega/2\pi$.
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Figure 3.4: Example 3.1: Reconstruction and aliasing error vs. $\omega/2\pi$.

Figure 3.5: Example 3.2: $|H_0|$ and $|H_1|$ in dB vs. $\omega/2\pi$. 
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Figure 3.6: Example 3.2: $|\hat{F}_0|$ and $|\hat{F}_1|$ in dB vs. $\omega/2\pi$.

Figure 3.7: Example 3.2: Reconstruction and aliasing error vs. $\omega/2\pi$.  
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CHAPTER 4

MULTI-CHANNEL FILTER BANK DESIGN AND ANALYSIS

4.1 MULTIRATE SYSTEMS TO BE DESIGNED

This chapter will generalize the results in the previous chapter to multi-channel filter banks. We first consider the \( M \)-channel maximally decimated filter bank [90] as shown in Figure 4.1. This kind of uniform filter bank is also known as the critical sampled filter bank because the decimation ratio \( M \) is the same as the number of channels. The analysis and synthesis filter bank consist of, respectively, \( H_i(z) \) and \( F_i(z) \), \( i = 1, 2, \ldots, M - 1 \), which are restricted to be causal and stable transfer functions of linear time-invariant filters. The input signal \( x(n) \) is split into \( M \) frequency subbands by \( M \) analysis filters \( H_i(z) \) according to the energy distribution of the signal \( x(n) \) in frequency domain. Each subband signal \( x_i(n) \), \( i = 1, 2, \ldots, M - 1 \), is down-sampled by a factor of \( M \), then coded and transmitted. We assume that the quantization error of coding and transmission is negligible. In the receiver end, each subband signal is up-sampled by a factor of \( M \). After passing through \( M \) synthesis filters \( F_i(z) \) respectively, the \( M \) subband signals, \( \hat{x}_i(n) \), \( i = 1, 2, \ldots, M - 1 \), are combined to form the reconstructed signal \( \hat{x}(n) \). This kind of system has important application value in subband coding of speech and digital audio; See, for example, [58, 60, 61, 63, 65, 88] and their corresponding references.

In the following sections, by using the model matching method, an error system is set up as shown in Figure 4.2. The design issue will be investigated for multi-channel filter banks that achieve zero aliasing error, and minimize certain measure
of the error signal \( e(n) = \hat{x}(n) - x(n - d) \) for some \( d \geq 0 \). This will lead to the extension of \( \mathcal{H}_2 \) and \( \mathcal{H}_\infty \) optimization techniques to the design of synthesis filter banks. Optimal solutions will be derived and numerical algorithms for computing the optimal synthesis filter banks will be developed. The advantage of our proposed approach is the simplicity and efficiency of the design algorithm, as well as zero aliasing error that is contrast to [74, 3]. It is known that nonuniform multirate filter banks, i.e., all channels in Figure 4.1 do not have the same up and down sampling rate, can be transformed into uniform ones [43] while uniform filter banks can also be used to generate nonuniform ones [59]. Therefore, the results of this chapter regarding uniform filter banks have applications to the design of nonuniform filter banks.

### 4.2 Design of Synthesis Filter Banks with \( \mathcal{H}_2 \) and \( \mathcal{H}_\infty \) Optimizations

#### 4.2.1 Formulation of the Design Approach

Consider the maximally decimated filter bank in Figure 4.1 where all the filters are restricted to be both causal and stable. This multirate filter bank is generalized from the two-channel filter bank introduced in the previous two chapters. Compared with the case of two-channel filter bank, the input/output relation of this \( M \)-channel filter bank is more complicated. In \( Z \)-transform, it is given by

\[
\hat{X}(z) = \sum_{l=0}^{M-1} A_l(z)X(zW^l), \quad A_l(z) = \frac{1}{M} \sum_{k=0}^{M-1} H_k(zW^l)F_k(z)
\]  

(4.1)

where \( 0 \leq l \leq M - 1 \) and \( W = e^{-j2\pi/M} \). Those terms involving \( X(zW^l) \) for \( l \geq 1 \) are called aliasing error. If the synthesis filters \( F_i(z), i = 1, 2, \ldots, M - 1, \) are properly
Figure 4.1: $M$-channel maximally decimated filter bank.

Figure 4.2: Multi-channel error system.
chosen, then the aliasing error will be eliminated completely, that is, $A_i(z) = 0$ for $1 \leq i \leq M - 1$ and

$$
\hat{X}(z) = T_r(z)X(z) = A_0(z)X(z), \quad T_r(z) = A_0(z) = \frac{1}{M} \sum_{k=0}^{M-1} H_k(z)F_k(z). \quad (4.2)
$$

But if $T_r(z) \neq cz^{-d}$ where $c \neq 0$ and $d \geq 0$, then $\hat{X}(z)$ may involve either amplitude distortion or phase distortion or both. We introduce the following definition regarding perfect reconstruction (PR) given by [90].

**Definition 4.1** A maximally decimated filter bank shown in Figure 4.1 is said to have perfect reconstruction (PR) property if it is free from aliasing, amplitude distortion and phase distortion, i.e.,

$$
\hat{X}(z) = T_r(z)X(z), \quad T_r(z) = \frac{1}{M} \sum_{k=0}^{M-1} H_k(z)F_k(z) = cz^{-d}, \quad (4.3)
$$

for some $c \neq 0$ and $d \geq 0$.

The next theorem follows easily from the above definition, and therefore the proof is skipped.

**Theorem 4.1** The maximally decimated filter bank shown in Figure 4.1 has the perfect reconstruction (PR) property if and only if

$$
\frac{1}{M} \begin{bmatrix}
H_0(z) & H_1(z) & \cdots & H_{M-1}(z) \\
H_0(zW) & H_1(zW) & \cdots & H_{M-1}(zW) \\
\vdots & \vdots & \ddots & \vdots \\
H_0(zW^{M-1}) & H_1(zW^{M-1}) & \cdots & H_{M-1}(zW^{M-1})
\end{bmatrix}
\begin{bmatrix}
F_0(z) \\
F_1(z) \\
\vdots \\
F_{M-1}(z)
\end{bmatrix}
= cz^{-d}
$$

for some $c \neq 0$ and $d \geq 0$.  
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Define the $M \times M$ aliasing component matrix $H_{AC}(z)$ and the $M \times 1$ synthesis matrix $F(z)$ as

\[
H_{AC}(z) = \begin{bmatrix}
H_0(z) & H_1(z) & \cdots & H_{M-1}(z) \\
H_0(zW) & H_1(zW) & \cdots & H_{M-1}(zW) \\
\vdots & \vdots & \ddots & \vdots \\
H_0(zW^{M-1}) & H_1(zW^{M-1}) & \cdots & H_{M-1}(zW^{M-1})
\end{bmatrix}
F(z) = \begin{bmatrix}
F_0(z) \\
F_1(z) \\
\vdots \\
F_{M-1}(z)
\end{bmatrix}
\]

(4.4)

Define the $1 \times M$ analysis matrix $H(z)$ as

\[
H(z) = \begin{bmatrix}
H_0(z) & H_1(z) & \cdots & H_{M-1}(z)
\end{bmatrix}
= \begin{bmatrix}
1 & 0 & \cdots & 0
\end{bmatrix} H_{AC}(z)
\]

(4.5)

which is the first row of $H_{AC}(z)$. If $\det H_{AC}(z) \neq 0$ for all $|z| \geq 1$, then with $c = \frac{1}{M}$ and $d = 0$, the ideal synthesis matrix

\[
F_{id}(z) := H_{AC}^{-1}(z) = \begin{bmatrix}
1 \\
0 \\
\vdots \\
0
\end{bmatrix} = \frac{\adj(H_{AC}(z))}{\det H_{AC}(z)} \begin{bmatrix}
1 \\
0 \\
\vdots \\
0
\end{bmatrix}
\]

(4.6)

is causal, stable, and achieves perfect reconstruction. However, if $\det H_{AC}(z)$ has unstable zeros, then the ideal synthesis matrix $F_{id}(z)$ as in (4.6) is either noncausal or unstable or both. Because noncausal and/or unstable filters cannot be used for real time implementation, perfect reconstruction is not possible for the multirate filter bank. In this case we want to seek a synthesis matrix $F(z)$ which will minimize either the covariance or the energy of the error signal $e(n)$ shown in Figure 4.2.
subject to the constraint of zero aliasing error. We will show that it actually leads
to equivalent frequency domain optimization problems of $\mathcal{H}_2$ and $\mathcal{H}_\infty$. The design
algorithms for the optimal synthesis filter banks will be developed subsequently.
According to [90], the polyphase decomposition of the transfer function of the $k$th
analysis filter $H_k(z)$ is given by $H_k(z) = \sum_{i=0}^{M-1} z^{-i} E_{k,i}(z^M)$. So the analysis matrix
has the expression

$$H(z) = \begin{bmatrix} H_0(z) & H_1(z) & \cdots & H_{M-1}(z) \end{bmatrix}$$
$$= \begin{bmatrix} 1 & z^{-1} & \cdots & z^{-(M-1)} \end{bmatrix} E^T(z^M), \quad (4.7)$$

$$E(z) = \begin{bmatrix} E_{0,0}(z) & E_{0,1}(z) & \cdots & E_{0,M-1}(z) \\
E_{1,0}(z) & E_{1,1}(z) & \cdots & E_{1,M-1}(z) \\
\vdots & \vdots & \ddots & \vdots \\
E_{M-1,0}(z) & E_{M-1,1}(z) & \cdots & E_{M-1,M-1}(z) \end{bmatrix}, \quad (4.8)$$

$$H(z \omega^i) = \begin{bmatrix} 1 & W^{-i}z^{-1} & \cdots & W^{-(M-1)i}z^{-(M-1)} \end{bmatrix} E^T(z^M)$$
$$= \begin{bmatrix} 1 & W^{-i} & \cdots & W^{-(M-1)i} \end{bmatrix} \text{diag} \{z^{-k}\}_{k=0}^{M-1} E^T(z^M)$$
$$= \begin{bmatrix} 1 & W^{-i} & \cdots & W^{-(M-1)i} \end{bmatrix} \hat{H}_{AC}(z), \quad (4.9)$$

for $i = 0, 1, \cdots, M - 1$ with $\hat{H}_{AC}(z) = \text{diag} \{z^{-k}\}_{k=0}^{M-1} E^T(z^M)$. Now the alias
component matrix as in (4.4) can be written into a product form $H_{AC}(z) = LH_{AC}(z)$,
where $L$ is a (complex) constant matrix given by

$$L = \begin{bmatrix} 1 & 1 & \cdots & 1 \\
1 & W^{-1} & \cdots & W^{-(M-1)} \\
\vdots & \vdots & \ddots & \vdots \\
1 & W^{-(M-1)} & \cdots & W^{-(M-1)(M-1)} \end{bmatrix}$$
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The next result shows that the desired synthesis matrix $F(z)$ shown in Figure 4.2 can be derived from one compact form with the fact that the determinant of $H_{AC}(z)$ satisfies

$$\det H_{AC}(z) = (\det L) (\det \hat{H}_{AC}(z)) = (\det L) z^{-(M-1)M/2} \det E(z^M). \quad (4.10)$$

**Theorem 4.2** Suppose that the analysis filter bank $H(z)$ is causal and stable for the maximally decimated filter bank shown in Figure 4.1. Then all causal and stable synthesis filter banks $F(z)$ achieving zero aliasing error are parameterized as

$$F(z) = G(z)(\det L)^{-1} \text{adj}(H_{AC}(z)) \begin{bmatrix} 1 & 0 & \cdots & 0 \end{bmatrix}^T \quad (4.11)$$

for some causal and stable $G(z)$ that is real valued for each real $z$.

Proof: Any causal and stable synthesis filter bank $F(z)$ achieving zero aliasing error satisfies $[0 \quad I_{M-1}] H_{AC}(z) F(z) = 0$, where $I_k$ is an identity matrix of size $k$. Since $H(z)$ is causal and stable, $H(z)F(z) = \phi(z)$ is causal and stable as well. Combining these two facts yields

$$F(z) = H_{AC}^{-1}(z) \begin{bmatrix} 1 & 0 & \cdots & 0 \end{bmatrix}^T \phi(z) = F_{id}(z)\phi(z),$$

with $F_{id}(z)$ as in (4.6). By the fact that $H(z)F_{id}(z) = 1$, and $H(z)$ is stable and causal, $F_{id}(z)$ has no unstable block zero. It follows from the causality and stability of $F(z)$ that

$$\phi(z) = G(z)(\det L)^{-1} \det H_{AC}(z)$$

for some $G(z)$ which is also stable and causal. That is, the unstable poles of $F_{id}(z)$ that are also unstable zeros of $\det H_{AC}(z)$ have to be cancelled by unstable zeros of
\( \phi(z) \), in order to ensure that \( F(z) \) be causal and stable. Substituting the expression of \( \phi(z) \) into the expression of \( F(z) \) gives

\[
F(z) = F_{id}(z)G(z)(\det L)^{-1} \det H_{AC}(z)
= G(z)(\det L)^{-1}\text{adj}(H_{AC}(z)) \begin{bmatrix} 1 & 0 & \cdots & 0 \end{bmatrix}^T
\]

which is the same as (4.11). The fact that \( H(z)F_{id}(z) = 1 \) and identity (4.10) imply that

\[
H(z)F(z) = G(z)(\det L)^{-1} \det H_{AC}(z) = G(z)z^{-(M-1)M/2} \det E(z^M)
\]

which is real valued for each real \( z \), if, and only if \( G(z) \) is.

Parameterization of all causal and stable synthesis filter banks achieving zero aliasing error is important. It leads to elegant optimization problems for the minimization of reconstruction error to be shown next in detail. Define \( E(z) = \mathcal{Z}(e(n)) \), the \( \mathcal{Z} \)-transform of the error signal \( e(n) \) as in Figure 4.2. Then \( E(z) = T_e(z)X(z) \), where

\[
T_e(z) = T_r(z) - T_{id}(z) = \frac{1}{M}H(z)F(z) - cz^{-d}
= \frac{1}{M}G(z)z^{-(M-1)M/2} \det E(z^M) - cz^{-d}.
\tag{4.12}
\]

Thus the aliasing error is completely eliminated. The fact that \( T_e(z) \) is a scalar function yields much simpler optimization problem and more efficient design algorithms than those studied in [74, 3]. Note that for \( M = 2 \), (4.12) reduces to what was studied in the previous chapter.
Motivated by the model matching method in [74, 3], we seek a causal and stable transfer function $G(z)$ such that $\|T_E\|_2$ and $\|T_E\|_\infty$ are minimized. The synthesis filter bank can then be obtained according to (4.11). We will derive solutions of $G(z)$, and thus of synthesis matrix $F(z)$ in (4.11), for both $\mathcal{H}_2$ and $\mathcal{H}_\infty$ optimizations.

**Theorem 4.3** Suppose that the analysis filter bank $H(z)$ is causal and stable for the maximally decimated filter bank shown in Figure 4.1. Then for each given $d \geq 0$ and $c \neq 0$, the optimal synthesis filter bank $F(z)$ that minimizes the reconstruction error $\|T_E\|_\alpha$, and achieves zero aliasing error is unique for $\alpha = 2$ and $\alpha = \infty$, where $T_E$ is given in (4.12).

Proof: Since all causal and stable synthesis filter banks are parameterized by (4.11), and the transfer function for the reconstruction error given in (4.12) is scalar, the optimal solution of $G(z)$ that minimizes $\|T_E\|_\alpha$ is unique for $\alpha = 2$ and $\alpha = \infty$ [104] which concludes the uniqueness of the optimal synthesis filter banks. ■

It should be clear that the integer value of $d$ determines the reconstruction error, and the optimal reconstruction error measured in $\mathcal{H}_2$ or $\mathcal{H}_\infty$ norm is a function of $d$. It will be proven later that as $d \to \infty$, the reconstruction error tends to zero as well. Hence PR can be achieved asymptotically with respect to time delay $d$. Let $(M-1)M/2 = \beta M + \gamma_M$, $d = \tilde{d}M + \gamma_d$, and $\gamma_d = \gamma_M = \gamma$, where $\beta$, $\gamma_M$, $\gamma_d$, and $\tilde{d}$ are all integers, and $\gamma_M, \gamma_d \in \{0, 1, \ldots, M-1\}$. By imposing $\gamma_d = \gamma_M = \gamma$, $G(z)$ can be taken as $G(z) = \tilde{G}(z^M)$, and thus substitute it into (4.12) yields

\[
\begin{align*}
T_E(z) &= \left( \frac{1}{M} \tilde{G}(z^M)z^{-\beta M} \det E(z^M) - cz^{-\tilde{d}M} \right) z^{-\gamma} = \tilde{T}_E(z^M)z^{-\gamma} \\
\tilde{T}_E(z) &= \frac{1}{M} \tilde{G}(z)z^{-\beta} \det E(z) - cz^{-\tilde{d}}. \quad (4.13)
\end{align*}
\]
Since the order of $\hat{T}_E$ is smaller than that of $T_E$ by a factor of $1/M$, minimizing $\|T_E\|_\alpha$ can be done through minimizing $\|\hat{T}_E\|_\alpha$ for $\alpha = 2, \infty$. This greatly reduces computation effort in the design process, and enhances the accuracy for large $M$.

4.2.2 **Optimal $\mathcal{H}_2$ and $\mathcal{H}_\infty$ Solutions for the Synthesis Filter Bank**

Consider $\hat{T}_E(z)$ given in (4.13) where $z^{-\beta} \det E(z)$ has exactly $\kappa$ zeros outside of the unit circle, counting multiplicity. Then there exists a factorization

$$z^{-\beta} \det E(z) = P(z)Q(z), \quad Q(z) = z^{-q} \frac{q_0 + q_1 z + \cdots + q_\kappa z^\kappa}{q_0 z^\kappa + q_1 z^{\kappa-1} + \cdots + q_\kappa z}, \quad q \geq 0,$$

which is the same as that in the previous chapter. Because $Q(z)Q(z^{-1}) \equiv 1$,

$$\|T_E\|_\alpha = \frac{1}{M} \|\hat{G}P - M\hat{T}_id\|_\alpha = \frac{1}{M} \|\hat{G}P - M\hat{T}_idQ^{-1}\|_\alpha, \quad \alpha = 2, \infty,$$

where $Q^{-1} = Q(z^{-1})$, and $\hat{T}_id(z) = cz^{-d}$ which is the ideal transfer function.

**Theorem 4.4** Consider the error function $\|T_E\|_\alpha$ as in (4.15) where $\alpha = 2, \infty$. $\tilde{G}(z)$ is causal and stable to be determined. Let $z^{-\beta} \det E(z) = P(z)Q(z)$ be the inner-outer factorization as in (4.14) where $Q(z)$ includes all the unstable zeros of $z^{-\beta} \det E(z)$. Denote $\tilde{G}_2$ and $\tilde{G}_\infty$ as the optimal $\mathcal{H}_2$ and $\mathcal{H}_\infty$ solutions of $\tilde{G}(z)$. Then with $\hat{T}_id(z) = cz^{-d}$ the $\mathcal{H}_2$ and $\mathcal{H}_\infty$ optimal solutions are respectively given by

$$\tilde{G}_2(z) = \Pi_e \left[ M\hat{T}_id(z)Q^{-1}(z) \right] / P(z),$$

$$\tilde{G}_\infty(z) = \Pi_e \left[ M\hat{T}_id(z)Q^{-1}(z) \right] / P(z) + \arg\min \left\{ \tilde{G}_o(z) : \inf_{\tilde{G}_o \in \mathcal{H}_\infty} \|\tilde{G}_o - \Pi_a \left[ M\hat{T}_idQ^{-1} \right] \|_\infty \right\} / P(z),$$

$$\inf_{G \in \mathcal{H}_2} \|T_E\|_2 = \|\Pi_a \left[ \hat{T}_idQ^{-1} \right] \|_2, \quad \inf_{\tilde{G} \in \mathcal{H}_\infty} \|T_E\|_\infty = \|\Pi_a \left[ TidQ^{-1} \right] \|_H.$$
Theorem 4.5 Suppose that $\text{det } E(z)$ avoids zeros on the unit circle. Then with the optimal $\mathcal{H}_2$ and $\mathcal{H}_\infty$ solutions in Theorem 4.4, the reconstruction error approaches to zero as $\bar{d} \to \infty$.

The above two results are parallel to Theorem 3.3 and Theorem 3.4 respectively so that the proof is reasonably skipped.

4.2.3 Design Algorithms for the Synthesis Filter Bank

The results in the previous two subsections yield the following two iterative algorithms for the design of synthesis filter banks based on $\mathcal{H}_2$ and $\mathcal{H}_\infty$ optimizations. We again assume that $\hat{T}_{id}(z) = cz^{-\bar{d}}$ where $c \neq 0$ and $\bar{d} > 0$ which is to be determined in the design process. The first algorithm is based on $\mathcal{H}_2$ optimization and the second based on $\mathcal{H}_\infty$ optimization. Note that for $M = 2$, rather than compute $z^{-\beta} \text{det } E(z)$, $\text{det } H_{AC}(z)$ will be computed directly.

**Design Algorithm 1 ($\mathcal{H}_2$ Optimization):**

- Step 1: For the given analysis filters $H_0(z), H_1(z), \ldots, H_{M-1}(z)$ and the design specification $\epsilon_2$, compute $z^{-\beta} \text{det } E(z)$.

- Step 2: Compute inner-outer factorization $z^{-\beta} \text{det } E(z) = P(z)Q(z)$ where $Q(z)$ is an allpass function of the form in (4.14) that contains all unstable zeros of $\text{det } E(z)$.

- Step 3: Compute the optimal $\mathcal{H}_2$ performance index: $M \left\| \Pi_a \left[ \hat{T}_{id}Q^\sim \right] \right\|_2$.

- Step 4: If $M \left\| \Pi_a \left[ \hat{T}_{id}Q^\sim \right] \right\|_2 > \epsilon_2$, then increase $\bar{d}$ and go to Step 3; Otherwise go to Step 5.

- Step 5: Compute $\hat{G}(z) = G_2(z) = \Pi_c \left[ M\hat{T}_{id}(z)Q^\sim(z) \right] / P(z)$ and set synthesis filter bank according to (4.11).
Design Algorithm 2 ($\mathcal{H}_\infty$ Optimization):

- Step 1: For the given analysis filters $H_0(z), H_1(z), \ldots, H_{M-1}(z)$ and the design specification $\varepsilon_\infty$, compute $z^{-\beta} \det E(z)$.
- Step 2: Compute inner-outer factorization $z^{-\beta} \det E(z) = P(z)Q(z)$ where $Q(z)$ is allpass function of the form in (4.14) that contains all unstable zeros of $\det E(z)$.
- Step 3: Compute the optimal $\mathcal{H}_\infty$ performance index: $M \| \Pi_a \left[ \tilde{T}_d Q^- \right] \|_H$.
- Step 4: If $M \| \Pi_a \left[ \tilde{T}_d Q^- \right] \|_H > \varepsilon_\infty$, then increase $d$ and go to Step 3; Otherwise go to Step 5.
- Step 5: Compute $\tilde{G}(z) = \tilde{G}_\infty(z)$ according to (4.17) and set synthesis filter bank according to (4.11).

Two comments are in order. First in the above two algorithms, the search of the smallest $\tilde{d}$ value for the optimal reconstruction error to satisfy the given specification is rather primitive. If bisection or other more efficient method is employed [80], it will speed up the computation of the right $\tilde{d}$ value. Second, although the two algorithms seem straightforward, their numerical implementation with good numerical property and efficiency is not that simple. In the next section we will study the state-space computational issue which makes the two algorithms work more efficiently.

4.3 State-space Computation

Despite the similarity to the previous chapter for the $\mathcal{H}_2$ and $\mathcal{H}_\infty$ optimization, there are differences in the numerical implementation. Thus we will elaborate in more detail. We begin with state-space realization for matrix $E^T(z^M)$. By assuming
that $H_k(z)$ shares the same denominator for $k = 0, 1, \ldots, M - 1$, a simple realization can be found such that

$$H_k(z) = \sum_{i=0}^{\infty} H_{k,i} z^{-i} = D_k + \sum_{i=1}^{\infty} C A^{i-1} B_k z^{-i}.$$  

This is true for FIR analysis filter banks, and can also be made true for IIR case. The sequence $\{H_{k,i}\}_{i=0}^{\infty}$ is the impulse response of $H_k(z)$ with

$$H_{k,i} = \begin{cases} D_k, & i = 0, \\ C A^{i-1} B_k, & i > 0. \end{cases} \quad (4.18)$$

Since the index $i$ can be written as $i = sM + l$ for $l = 0, 1, \ldots, M - 1$, and $s = 0 \rightarrow \infty$,

$$H_k(z) = \sum_{l=0}^{M-1} \sum_{s=0}^{\infty} H_{k,sM+l} z^{-(sM+l)} = \sum_{l=0}^{M-1} z^{-l} E_{k,l}(z), \quad E_{k,l}(z^M) = \sum_{s=0}^{\infty} H_{k,sM+l}(z^M)^{-s}.$$  

Clearly $E_{k,l}(z^M)$ is the $l$th polyphase component of $H_k(z)$. For $l = 0$,

$$E_{k,0}(z^M) = D_k + \sum_{s=1}^{\infty} C A^{sM-M+M-1} B_k (z^M)^{-s} = D_k + C A^{M-1} (z^M I - A^M)^{-1} B_k,$$

by (4.18). Similarly for $l > 0$,

$$E_{k,l}(z^M) = \sum_{s=0}^{\infty} C A^{sM-M+M+l-1} B_k (z^M)^{-s} = C A^{l-1} B_k + \sum_{s=1}^{\infty} C A^{sM-M+M+l-1} B_k (z^M)^{-s} = C A^{l-1} B_k + C A^{M+l-1} (z^M I - A^M)^{-1} B_k.$$
Therefore, the polyphase components with respect to the analysis matrix has an expression

\[
E_{k,l}(z) = \begin{cases} 
D_k + CA^{M-1}(zI - A^M)^{-1}B_k, & l = 0, \\
CA^l B_k + CA^{M+l-1}(zI - A^M)^{-1}B_k, & l > 0.
\end{cases}
\]

It follows that

\[
H(z) = \begin{bmatrix} 1 & z^{-1} & \ldots & z^{-(M-1)} \end{bmatrix} \begin{bmatrix} E_{0,0}(z^M) & E_{1,0}(z^M) & \ldots & E_{M-1,1} \\
E_{0,1}(z^M) & E_{1,1}(z^M) & \ldots & E_{M-1,1} \\
\vdots & \vdots & \ddots & \vdots \\
E_{0,M-1}(z^M) & E_{1,M-1}(z^M) & \ldots & E_{M-1,M-1} \end{bmatrix},
\]

\[
\begin{bmatrix} E_{k,0} \\
E_{k,1} \\
\vdots \\
E_{k,M-1} \end{bmatrix} = \begin{bmatrix} D_k \\
CB_k \\
\vdots \\
CA^{M-2}B_k \end{bmatrix} + \begin{bmatrix} C \\
CA \\
\vdots \\
CA^{M-1} \end{bmatrix} A^{M-1}(z^M I - A^M)^{-1}B_k.
\]

A state-space realization for \(E^T(z)\) can now be obtained as

\[
E^T(z) = \begin{bmatrix} C \\
CA \\
\vdots \\
CA^{M-1} \end{bmatrix} A^{M-1}(zI - A^M)^{-1}B,
\]

where

\[
B = \begin{bmatrix} B_0 & B_1 & \ldots & B_{M-1} \end{bmatrix}, \quad D = \begin{bmatrix} D_0 & D_1 & \ldots & D_{M-1} \end{bmatrix}.
\]
With the realization for $E^T(z)$, a realization for $z^{-\beta} \det E(z)$ can also be found which can be written as

$$z^{-\beta} \det E(z) = C_E(zI - A_E)^{-1} B_E. \quad (4.19)$$

If minimal realization is preferred, then balance truncation [104] can be employed to eliminate the uncontrollable and unobservable modes.

The numerical computation of inner-outer factorization for (4.19) can be implemented by using the same algorithm as in Chapter 3. The same is also true for numerical computation of $\mathcal{H}_2$ and Hankel norm associated with the design of synthesis filters. The only change is that $2c$ should be replaced by $Mc$. Readers may consult with [31] for more detail.

4.4 An Illustrative Example

As mentioned in (4.13), the order of the overall transfer function is reduced by a factor of $\frac{1}{M}$. Thus optimization problems for the design of synthesis filter bank is greatly simplified. Moreover in computing inner-outer factorization, and optimal Hankel approximation, only the unstable factor $Q(z)$ is involved. It follows that the computation complexity is related to $k$ only where $k$ is the order of $Q(z)$, i.e., the number of unstable zeros of $\det H_{AC}(z)$. Hence the computation complexity is reduced significantly as well. Because most of the computational effort is on solving Lyapunov equations, the proposed design algorithms in this paper has a computational complexity in the order of $O(k^3)$. Furthermore, our design algorithms involve only numerically reliable algorithms such as Schur decomposition and Lyapunov equations with low computation complexity. The accuracies of the resulting synthesis filter banks can also be ensured. In the following a three-channel filter bank
example is given by using the proposed $\mathcal{H}_\infty$ design algorithm. Although the design algorithm applies to more general multirate filter banks, to simplify the computation, we assume that $H_2(z) = H_0(-z)$. Moreover, by doing so, PR does not apply so that we will observe the quality of the proposed algorithm.

**Example 4.1:** A three-channel filter bank.

In this example, the analysis filters are linear phase FIR, designed by using the Remez algorithm which can be easily computed with MATLAB command `remez`. $H_0(z)$ is a 17th order lowpass filter with transition band $[\frac{3\pi}{12}, \frac{5\pi}{12}]$, $H_1(z)$ is an 18th order bandpass filter with left transition band $[\frac{3\pi}{12}, \frac{5\pi}{12}]$ and right transition band $[\frac{7\pi}{12}, \frac{9\pi}{12}]$, and $H_2(z)$ is a 17th order high pass filter with transition band $[\frac{7\pi}{12}, \frac{9\pi}{12}]$. The magnitude Bode plots of these three analysis filters are shown in Figure 4.3. From (4.4), det $H_{ac}(z)$ is computed which has six zeros outside unit circle. Hence PR cannot be achieved. A specification of 0.02 for the reconstruction error over all frequency range is required for the design of synthesis filter bank. $\mathcal{H}_\infty$ optimization is applied which yields time delay $\tilde{d} = 7$. This implies total time delay of $d = 3\tilde{d} = 21$. The corresponding $\tilde{G}(z)$ has an order of 6. Balanced truncation is used to reduce the order of $\tilde{G}(z)$ to 4, for which the specification of 0.02 reconstruction error remains true. It follows that $G(z) = \tilde{G}(z^3)$ has an order of $3 \times 4 = 12$, which leads to the three synthesis filters $\hat{F}_0(z)$, $\hat{F}_1(z)$, and $\hat{F}_2(z)$ having order of 47, 46 and 47, respectively. The Bode magnitude plots of reduced synthesis filters $\hat{F}_0(z)$, $\hat{F}_1(z)$, and $\hat{F}_2(z)$ are shown in Figure 4.4. The magnitude frequency response of the associated reconstruction error, a value of 0.0176, is shown in Figure 4.5. According to (4.1), a three channel system has two possible aliasing error components: $A_1(z)$ and $A_2(z)$. Figure 4.6 shows the magnitude frequency response of $A_1(z)$ and $A_2(z)$ which can be regarded as zero.
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Figure 4.3: Example 4.1: $|H_0|$, $|H_1|$, and $|H_2|$ in dB vs. $\omega/\pi$.

Figure 4.4: Example 4.1: $|\hat{F}_0|$, $|\hat{F}_1|$, and $|\hat{F}_2|$ in dB vs. $\omega/\pi$. 
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Figure 4.5: Example 4.1: Reconstruction error vs. $1000\omega/\pi$.

Figure 4.6: Example 4.1: Aliasing error (solid curve: $|A_1|$; dotted curve: $|A_2|$).
4.5 Extension to Nonuniform Filter Banks

Nonuniform filter banks are the most general and complicated members in the family of multirate systems. They have far more important application value than that of uniform filter banks. This is because in the real world, nonuniform filter banks give better signal processing result than uniform filter banks in many cases. A general $M$-channel nonuniform filter bank is shown in Figure 4.7. The integers $q_i$ and $p_i$ are called the decimation and expansion integers, respectively, with reference to the analysis end. Each channel has a sampling factor $p_i/q_i$. In the analysis bank, the splitted input signals are upsampled, filtered, and downsampled. Through coding and transmitting, the analysis bank makes the combined output a reconstruction of the input signal. One can easily identify Figure 4.7 as a uniform filter bank if $p_i = 1$ and $q_i = M$ for $i = 0, 1, \cdots, M - 1$. The setup in Figure 4.7 allows arbitrary (fractional) nonuniform band splitting to be accomplished. For example, by suitable choice of the analysis filters, the frequency band $[0, \pi]$ can be split into the following $M$ subbands:

$$
\left[ 0, \frac{p_0}{q_0} \pi \right), \left[ \frac{p_0}{q_0} \pi, \frac{p_0}{q_0} \pi + \frac{p_1}{q_1} \pi \right), \cdots, \left[ \pi \sum_{i=0}^{M-2} \frac{p_i}{q_i}, \pi \sum_{i=0}^{M-1} \frac{p_i}{q_i} \right).
$$

These bands are disjoint when

$$
\sum_{i=0}^{M-1} \frac{p_i}{q_i} = 1
$$

which also preserves the sampling density.

One direct method for designing perfect reconstruction filter banks with arbitrary rational sampling rate changes was presented in [43]. Unfortunately, this method cannot be used to design some general nonuniform filter banks in which $q_i$'s are not
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all the same. Specifically if we try to convert this type of nonuniform filter banks into uniform ones, the resulting uniform filter banks will have two or more channels having the same analysis structure. That is, those channels have analysis filters differed from just a scalar factor. This leads to singular aliasing component matrix $H_{ac}(z)$ so that the design of feasible synthesis banks can never be accomplished. If this happens, then the nonuniform filter bank is said to have problem of structural dependency [4, 43]. The problem of structural dependency remains an open research topic for quite a few years, despite great effort from many researchers. On the other hand, one exciting discovery is that a nonuniform filter bank can be transformed into a uniform one directly [4, 43] without structure dependency if $q_i$'s are all the same with $p_i$ and $q_i$ relatively prime (which is also called coprime). A related work in [59] introduced the idea of generating nonuniform filter banks from uniform filter banks. The procedure of transformation involves polyphase decomposition and noble identities [90]. In particular, formulae were proposed in [43] for the transformation which converts a nonuniform analysis channel into several uniform analysis channels. However, formulae for the corresponding nonuniform synthesis channel were not mentioned. Motivated by the existing work, this section seeks
formulae for the transform in the synthesis bank so that the missing part of [43] will be filled in. Note that some basic but important concepts for the multirate systems and filter banks have already been introduced in Chapter 1. These concepts will be used frequently in this section.

4.5.1 A Two-Channel Nonuniform Filter Bank

Shown in Figure 4.8 is a two-channel nonuniform multirate filter bank where $q_0 = q_1 = 3$, $p_0 = 2$ and $p_1 = 1$. This typical example has been well known in the literature. Note that this system does not suffer the problem of structure dependency. The frequency range $[0, \pi)$ is split into the low-frequency band $[0, 2\pi/3)$ for channel 0 and the high-frequency band $[2\pi/3, \pi)$ for channel 1. Employing polyphase decomposition yields the expressions:

\[
H_0(z) = \sum_{n=-\infty}^{\infty} h(n)z^{-n} = \sum_{n=-\infty}^{\infty} h(2n)z^{-2n} + z^{-1} \sum_{n=-\infty}^{\infty} h(2n+1)z^{-2n} = E_0(z^2) + z^{-1}E_1(z^2), \quad (4.20)
\]

\[
F_0(z) = \sum_{n=-\infty}^{\infty} f(n)z^{-n} = \sum_{n=-\infty}^{\infty} f(2n)z^{-2n} + z^{-1} \sum_{n=-\infty}^{\infty} f(2n+1)z^{-2n} = R_0(z^2) + z^{-1}R_1(z^2). \quad (4.21)
\]

Channel 0 in Figure 4.8 is actually equivalent to a two-channel uniform system. In the analysis bank, Figure 4.9 shows five equivalent sub-figures. The second and third sub-figures are directly from (4.20). By using the two noble identities shown in Figure 1.3, the fourth sub-figure is obtained. And finally, since 2 and 3 are coprime, according to Figure 1.2, the decimator and the expander can be interchanged so that the fifth sub-figure is valid. Similarly, in the synthesis bank, the equivalent system is shown in Figure 4.10. Therefore, channel 0 in Figure 4.8 is equivalent to cascading...
the fifth sub-figure of Figure 4.9 with the fifth sub-figure of Figure 4.10. Furthermore, according to Figure 1.5, Figure 4.11 represents a $2 \times 2$ identity matrix which can be easily extended to $M \times M$ case. Combine Figure 4.9, 4-10, and 4-11 together, channel 0 in Figure 4.8 is equivalent to Figure 4.12 so that the whole two-channel nonuniform system in Figure 4.8 becomes a three-channel uniform system shown in Figure 4.13. Note that in the synthesis bank, the procedure of the transformation is the counterpart of that in the analysis bank by using polyphase decomposition. Next we will illustrate the case of multi-channel filters which are not so trivial.

### 4.5.2 Multi-Channel Nonuniform Filter Banks

In a nonuniform filter bank system, if $p$ and $q$ are coprime with $q > p > 1$, then any single channel with decimation ratio $\frac{p}{q}$ can be transformed into a $p$-channel uniform filter bank. Combining those channels with decimation ratio $\frac{1}{q}$, the nonuniform system can then be totally transformed into a uniform system, which is also called maximally decimated filter banks [90]. For $p \geq 3$, although a polyphase decomposition of $H(z)$ lists its components in order with the index such as $E_0(z)$, $E_1(z)$, $E_2(z)$ etc., they may not appear in the same order in the block configuration. This fact was illustrated in [43]. The same will be true for the corresponding synthesis bank. According to [90], a $p$-fold polyphase decomposition of $H(z)$ can be written as

$$H(z) = \sum_{n=-\infty}^{\infty} h(np)z^{-np} + z^{-1} \sum_{n=-\infty}^{\infty} h(np+1)z^{-np}$$

$$+ \cdots + z^{-(p-1)} \sum_{n=-\infty}^{\infty} h(np+(p-1))z^{-np}$$

$$= E_0(z^p) + z^{-1}E_1(z^p) + \cdots + z^{-(p-1)}E_{p-1}(z^p).$$

(4.22)
Figure 4.8: A two-channel nonuniform system.

Figure 4.9: Equivalent system of an analysis filter bank branch.
Figure 4.10: Equivalent system of a synthesis filter bank branch.

Figure 4.11: An equivalent system of a $2 \times 2$ identity matrix.
Figure 4.12: Two equivalent systems.

Figure 4.13: An equivalent uniform system to Figure 4.8.
Assume \( q_0 = q_1 = \cdots = q_{M-1} = q \) with \( p \) and \( q \) coprime, [43] showed an equivalent system called Transform 1 which is shown here in Figure 4.14 (note \( q > p \), and only a single band is shown). For the analysis filters \( H'_i(z) \) in Figure 4.14, with \( i = 0, 1, \cdots, p-1 \), [43] gave the following formula,

\[
H'_i(z) = z^{d_i} H_i(z) = z^{d_i} E_i(z)
\]  

(4.23)

where \( d_i = \lfloor \frac{q_i}{p} \rfloor \), \( t_i = (q \cdot i) \mod p \). And \( \lfloor x \rfloor \) is the largest integer \( \leq x \). Therefore, the nonuniform system can be transformed into a uniform one by using this elegant result. However, since \( p \) and \( q \) are relatively prime, the formulae for the analysis bank can not be directly used when dealing with the synthesis bank. Because it is difficult to find an expression by using the concept of module, [43] did not give the corresponding explicit formulae for the synthesis bank.

To obtain a desirable uniform filter bank, based on Figure 4.14, the synthesis bank should be in the form of Figure 4.15 (\( p, q \) coprime) in which

\[
S'_i(z) = z^{-n_i} S_i(z), \quad i = 0, 1, \cdots, p-1,
\]

(4.24)

\[
n_0 = 0, \quad n_i p > i \cdot q \quad \text{and} \quad (n_i - 1)p < i \cdot q
\]

(4.25)

for \( i = 1, 2, \cdots, p-1 \). The conditions in (4.25) requires a unique positive integer \( n_i \) for each \( i \). Combine Figure 4.14 and 4.15 with the property shown in Figure 4.11, the whole uniform system is shown in Figure 4.16. From (4.24), Figure 4.17 is derived from Figure 4.15 by using the concepts shown in Figure 1.2 and Figure 1.3. Obviously,

\[
F(z) = \sum_{i=0}^{p-1} z^{-n_i \cdot p} S_i(z^p) z^{i \cdot q} = \sum_{i=0}^{p-1} z^{-(n_i \cdot p - i \cdot q)} S_i(z^p)
\]

(4.26)
with \( n_i \) satisfying (4.25). Formula (4.26) shares some similar feature to that in [59] (equation (45)). Given the nonuniform analysis filter bank, the synthesis filter banks can be designed by designing the equivalent uniform system first. A certain delay units may be added to make sure that the final nonuniform synthesis filter bank is causal. However, the difference between our approach and that of [59] is that by imposing (4.25), (4.26) is exactly a \( p \)-fold polyphase decomposition of \( F(z) \) by the definition in [90] which we will show next. Because [43] gives the formulae (4.23) which lead exactly to the polyphase decomposition in the analysis bank. Our approach matches the idea of [43] and the resulting formulae are the counterpart of the formulae given in (4.23). For the synthesis filter \( F(z) \) in Figure 4.17, its polyphase decomposition can be written as

\[
F(z) = \sum_{n=-\infty}^{\infty} f(np)z^{-np} + z^{-1} \sum_{n=-\infty}^{\infty} f(np+1)z^{-np} \\
+ \cdots + z^{-(p-1)} \sum_{n=-\infty}^{\infty} f(np+(p-1))z^{-np} \\
= R_0(z^p) + z^{-1} R_1(z^p) + \cdots + z^{-(p-1)} R_{p-1}(z^p). \tag{4.27}
\]

**Lemma 4.1** Given coprime positive integers \( p \) and \( q \) with \( q > p > 1 \). If positive integers \( n_i \) satisfy \( n_i \cdot p > i \cdot q \) and \( (n_i - 1) \cdot p < i \cdot q \) for \( i = 1, 2, \ldots, p-1 \), then \( 1 \leq n_i \cdot p - i \cdot q \leq p - 1 \).

**Proof:** From the given condition, \( 0 < n_i \cdot p - i \cdot q < p \). Since \( p, q, i, \) and \( n_i \) are integers, \( 1 \leq n_i \cdot p - i \cdot q \leq p - 1 \). \( \blacksquare \)

**Lemma 4.2** Given coprime positive integers \( p \) and \( q \) with \( q > p > 1 \). If positive integers \( n_i \) satisfy \( n_i \cdot p > i \cdot q \) and \( (n_i - 1) \cdot p < i \cdot q \) for \( i = 1, 2, \ldots, p-1 \), then \( n_i \cdot p - i \cdot q \neq n_j \cdot p - j \cdot q \) for all \( i \neq j \) with \( j = 1, 2, \ldots, p-1 \).
Proof: Suppose \( n_i \cdot p - i \cdot q = n_j \cdot p - j \cdot q \). Without loss of generality, assume \( j > i \). This implies \( (n_j - n_i) \cdot p = (j - i)q = kq \) with integers \( k \in [1, p - 2] \). But since \( p \) and \( q \) are coprime, \( k_{\text{min}} = \frac{(n_j - n_i)p}{q} = p \) which is a contradiction. Therefore, \( n_i \cdot p - i \cdot q \neq n_j \cdot p - j \cdot q \) for \( i \neq j \).

Lemma 4.1 and 4.2 serve as the proof of the following result.

**Theorem 4.6** Given coprime positive integers \( p \) and \( q \) with \( q > p > 1 \). If positive integers \( n_i \) satisfy \( n_i \cdot p > i \cdot q \) and \( (n_i - 1) \cdot p < i \cdot q \) for \( i = 1, 2, \cdots, p - 1 \), then with \( n_0 = 0 \), (4.26) is a \( p \)-fold polyphase decomposition of \( F(z) \).

**Remark 4.1** Compare (4.26) with (4.27),

\[
S_0(z) = R_0(z), \quad S_i(z) = R_{n_i,p-i,q}(z), \quad i = 1, 2, \cdots, p - 1. \tag{4.28}
\]

Clearly, in (4.27) the polyphase components are ordered while in (4.26) they are not. Mathematically (4.26) and (4.27) are the same. But (4.26) certainly reflects the real world situation.

**Corollary 4.1** Given coprime positive integers \( p \) and \( q \) with \( q > p > 1 \). If positive integers \( n_i \) satisfy \( n_i \cdot p > i \cdot q \) and \( (n_i - 1) \cdot p < i \cdot q \) for \( i = 1, 2, \cdots, p - 1 \), then

\[
0 < |(n_{i+1} - n_i)p - q| < p \quad \text{for every} \quad (i + 1) \in [1, p - 1].
\]

Proof: By Lemma 4.2, \( (n_{i+1} - n_i)p - q \neq 0 \). Based on the given conditions, 
\( (i + 1)q < n_{i+1} \cdot p < (i + 1)q + p \) while \( -i \cdot q - p < -n_i \cdot p < -i \cdot q \). Add them together,

\[
0 < q - p < (n_{i+1} - n_i)p < q + p. \tag{4.29}
\]

Therefore, \( 0 < |(n_{i+1} - n_i)p - q| < p \).
Corollary 4.1 actually states that the finite sequence of $n_i$ is monotonically increasing with (4.29) as the proof. Finally, by applying the similar idea to the analysis bank, there exists a polyphase decomposition

$$H(z) = \sum_{i=0}^{p-1} A_i(z^p)z^{(m_i-p\cdot i-q)}$$

$$m_0 = 0, \quad m_ip - i\cdot q < 0 \quad \text{and} \quad (m_i + 1)p - i\cdot q > 0. \quad (4.30)$$

Moreover, with $E_i(z)$ defined in (4.22), a virtually same result as (4.23) given by [43] can be written as

$$A'_i(z) = z^{m_i} A_i(z), \quad (4.31)$$

$$A_0(z) = E_0(z), \quad A_i(z) = E_{i-q-m_i p}(z), \quad i = 1, 2, \ldots, p-1 \quad (4.32)$$

Figure 4.14 can be redrawn as shown in Figure 4.18. The following corollary is similar to Lemma 4.1 and 4.2 so the proof is omitted.

**Corollary 4.2** Given coprime positive integers $p$ and $q$ with $q > p > 1$. If positive integers $m_i$ satisfy $m_ip < i\cdot q$ and $(m_i + 1)p > i\cdot q$ for $i = 1, 2, \ldots, p-1$, then

$$1 \leq -(m_i \cdot p - i \cdot q) \leq p - 1.$$  

Moreover, $m_i \cdot p - i \cdot q \neq m_j \cdot p - j \cdot q$ for all $i \neq j$ with $j = 1, 2, \ldots, p - 1$.

**Example 4.2:** Suppose that in Figure 4.14, the decimation ratio $p/q = 4/7$. The nonuniform channel can be converted into a uniform analysis bank with four channels. For $i = 0, 1, 2, 3$, in order to satisfy (4.25) and (4.30) respectively,

$$n_0 = 0, \quad n_1 = 2, \quad n_2 = 4, \quad n_3 = 6; \quad n_ip - i\cdot q = 0, 1, 2, 3,$$

$$m_0 = 0, \quad m_1 = 1, \quad m_2 = 3, \quad m_3 = 5; \quad m_ip - i\cdot q = 0, -3, -2, -1.$$
Figure 4.14: Kovacevic’s Transform 1.

Figure 4.15: Desired synthesis bank relating to Figure 4-14, $S'_i(z) = z^{-ni}S_i(z)$. 
Figure 4.16: Desired uniform system, $S'_i(z) = z^{-n_i}S_i(z)$.

Figure 4.17: Equivalent system to Figure 4.15.
Figure 4.18: Same analysis bank as in Figure 4.14, $A'_i(z) = z^{m_i} A_i(z)$.  
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For the analysis bank in Figure 4.14, applying (4.23), \( H'_1(z) = z^{d_1} E_1(z) \), which is given in [43],

\[
\begin{align*}
H'_0(z) &= E_{t_0}(z) = E_0(z), \\
H'_1(z) &= z E_{t_1}(z) = z E_3(z), \\
H'_2(z) &= z^3 E_{t_2}(z) = z^3 E_2(z), \\
H'_3(z) &= z^5 E_{t_3}(z) = z^5 E_1(z).
\end{align*}
\]

Now apply (4.31) and (4.32) to Figure 4.18, by no surprise, the result is exactly the same. That is,

\[
\begin{align*}
A'_0(z) &= z^{m_0} A_0(z) = E_0(z), \\
A'_1(z) &= z^{m_1} A_1(z) = z E_3(z), \\
A'_2(z) &= z^{m_2} A_2(z) = z^3 E_2(z), \\
A'_3(z) &= z^{m_3} A_3(z) = z^5 E_1(z).
\end{align*}
\]

On the other hand, for the synthesis bank in Figure 4.15, (4.23) does not work. However, applying (4.24) and (4.28),

\[
\begin{align*}
S'_0(z) &= z^{-n_0} S_0(z) = R_0(z), \\
S'_1(z) &= z^{-n_1} S_1(z) = z^{-2} R_1(z), \\
S'_2(z) &= z^{-n_2} S_2(z) = z^{-4} R_2(z), \\
S'_3(z) &= z^{-n_3} S_3(z) = z^{-6} R_3(z).
\end{align*}
\]
CHAPTER 5

DESIGN OF 2-D QMF BANKS

5.1 INTRODUCTION

Multidimensional (M-D) multirate techniques find applications in subband coding of images and video data [99, 98, 92, 90]. The design of 1-D perfect reconstruction filter banks employing linear phase has been well known. The design of 2-D multirate filter banks, which is extended from the 1-D case, has been reported in [76]. While perfect reconstruction was preferred, it may result in trivial filter banks if each individual filter is restricted to be linear phase with small amplitude distortion. However QMF banks can be designed to achieve alias-free and linear phase with small amplitude distortion (AMD) via optimization. In this chapter, we adopt the Johnston's method to design 2-D two-channel diamond-shaped linear phase filter banks extended from the 1-D case [2, 25, 34]. The design criterion is of least-square type with an error index which is a linear combination of the reconstruction error and the stop band error in quadratic norm [36]. In fact, the generalization from 1-D to 2-D is very challenging. First, the analytical expressions for both the stop band error and the reconstruction error are very difficult to obtain. The derivations are very tedious and long. Second, there is no similar relation between the two analysis filters as in the 1-D case. Each filter has to be designed individually. Third, the iterative algorithm proposed in this chapter, though convergent, is different from the 1-D case. The properties for the 1-D iterative algorithm in [25] may not hold for the 2-D iterative algorithm. The main contribution of this chapter is the explicit
expression of the error index, and development of an iterative algorithm for the design of 2-D QMF bank.

5.2 **ERROR INDEX FUNCTION AND 2-D LINEAR PHASE FILTERS**

The 2-D two-channel multirate filter bank system is shown in Figure 5.1. The analysis filters $H_0(z_1, z_2)$ and $H_1(z_1, z_2)$ are the diamond-shaped lowpass and high-pass analysis filters, respectively, and $F_0(z_1, z_2)$ and $F_1(z_1, z_2)$ are the synthesis filters. Similar to the 1-D case, the input/output relation in $\mathcal{Z}$-transform for Figure 5.1 is given by

$$
\hat{X}(z_1, z_2) = \frac{1}{2} [H_0(z_1, z_2)F_0(z_1, z_2) + H_1(z_1, z_2)F_1(z_1, z_2)]X(z_1, z_2)
+ \frac{1}{2} [H_0(-z_1, -z_2)F_0(z_1, z_2) + H_1(-z_1, -z_2)F_1(z_1, z_2)]X(-z_1, -z_2).
$$

(5.1)

The term involving $X(-z_1,-z_2)$ is called aliasing error which can be completely eliminated by choosing $F_0(z_1, z_2) = 2H_1(-z_1, -z_2)$, and $F_1(z_1, z_2) = -2H_0(-z_1, -z_2)$. Thus

$$
\hat{X}(z_1, z_2) = T(z_1, z_2)X(z_1, z_2)
$$

(5.2)

$$
= [H_0(z_1, z_2)H_1(-z_1, -z_2) - H_0(-z_1, -z_2)H_1(z_1, z_2)]X(z_1, z_2).
$$
Perfect reconstruction will be achieved if the pure-delay condition is imposed such that

\[
T(z_1, z_2) := H_0(z_1, z_2)H_1(-z_1, -z_2) - H_0(-z_1, -z_2)H_1(z_1, z_2) = z_1^{-d_1}z_2^{-d_2}.
\] (5.3)

Otherwise, just like in the 1-D case optimization should be applied to minimize the amplitude distortion while keeping zero alias error and linear phase of the system. Note that linear phase is a more important issue in the 2-D case which has been widely discussed in the image processing area.

Throughout this chapter it is assumed that \( H_\ell(z_1, z_2) \) is FIR, linear phase, and admits quadrantal symmetry of frequency response for both \( \ell = 0 \) and \( \ell = 1 \). Hence [12, 76]

\[
H_\ell(e^{j\omega_1}, e^{j\omega_2}) = \sum_{k_1=0}^{N_1-1} \sum_{k_2=0}^{N_2-1} h_\ell(k_1, k_2) e^{-jk_1\omega_1} e^{-jk_2\omega_2} = e^{-j\frac{N_1-1}{2}\omega_1} e^{-j\frac{N_2-1}{2}\omega_2} e^{j\frac{M_\ell\pi}{2}} R_\ell(\omega_1, \omega_2) \] (5.4)

for some integer \( M_\ell \) where \( h_\ell(k_1, k_2) \) is the impulse response, and \( R_\ell(\omega_1, \omega_2) \) is a positive real function of \( \omega_1 \) and \( \omega_2 \). According to [76], the following choices

\[
M_0 = 0, \quad N_{01} = 2n_{01} + 1, \quad N_{02} = 2n_{02} + 1, \] (5.6)

\[
M_1 = 0, \quad N_{11} = 2n_{11} + 1, \quad N_{12} = 2n_{12} + 1, \] (5.7)

are suitable with \( n_{ik} \) some integers such that \( n_{01} + n_{02} \) is odd (even) and \( n_{11} + n_{12} \) even (odd). Let delay constants \( d_1 = n_{11} - n_{01} \) and \( d_2 = n_{12} - n_{02} \). Define

\[
R(\omega_1, \omega_2) := R_0(\omega_1, \omega_2)R_1(\omega_1 + \pi, \omega_2 + \pi) + R_0(\omega_1 + \pi, \omega_2 + \pi)R_1(\omega_1, \omega_2). \] (5.8)
Then in Figure 5.1 the transfer function between the input and the output can be rewritten as

\[ T(e^{j\omega_1}, e^{j\omega_2}) = e^{-j(n_0 + n_1)\omega_1}e^{-j(n_0 + n_2)\omega_2}R(\omega_1, \omega_2). \]

Clearly, perfect reconstruction requires that \( R(\omega_1, \omega_2) = 1 \) for all \( \omega_1 \) and \( \omega_2 \). It can be shown that

\[ |R(z_1, z_2) - 1|^2 = |G^T_1(z_1^{-1}, z_2^{-1})G_0(z_1, z_2) - z_1^{d_1}z_2^{d_2}|^2 \]  \hspace{1cm} (5.9)

where \( G_0(z_1, z_2) \) and \( G_1(z_1, z_2) \) are defined as

\[
G_0(z_1, z_2) = \begin{bmatrix} H_0(-z_1, -z_2) \\ H_0(z_1, z_2) \end{bmatrix}, \quad \text{and} \quad G_1(z_1, z_2) = \begin{bmatrix} H_1(z_1, z_2) \\ -H_1(-z_1, -z_2) \end{bmatrix}. \] \hspace{1cm} (5.10)

In this chapter, filters \( H_0(z_1, z_2) \) and \( H_1(z_1, z_2) \) will be designed to minimize the error index function

\[ E = (1 - \alpha)E_r + \alpha E_s, \quad 0 < \alpha < 1, \] \hspace{1cm} (5.11)

where \( E_r \) is the reconstruction error defined by

\[ E_r = \frac{1}{\pi^2} \int_0^\pi \int_0^\pi |T(e^{j\omega_1}, e^{j\omega_2}) - e^{-j\omega_1}e^{-j\omega_2}|^2 d\omega_1 d\omega_2, \] \hspace{1cm} (5.12)

\( E_s \) is the stop band energy defined by

\[ E_s = \frac{1}{\pi^2} \int_\delta^\pi \int_\pi-\omega_1+\delta^\pi R_0^2(\omega_1, \omega_2) d\omega_2 d\omega_1 + \frac{1}{\pi^2} \int_0^\pi \int_0^{\pi-\omega_1-\delta} R_1^2(\omega_1, \omega_2) d\omega_2 d\omega_1, \] \hspace{1cm} (5.13)
due to the diamond shape of the lowpass filter, with \( \delta \) the frequency of the stop band edge. The minimization of \( E \) is well understood for the 1-D case where explicit formula for the expression of \( E \) in terms of impulse response of \( H_i(z) \) are available. However, its generalization to the 2-D case is much harder due to the evaluation of the stop band error and the reconstruction error.

### 5.3 Computation of the Stop Band Error \( E_s \)

This section focuses on the stop band error \( E_s \). The amplitude response of the analysis filter \( H_0(z_1, z_2) \) is now written as

\[
R_0(\omega_1, \omega_2) = \sum_{k_1=0}^{N_1-1} \sum_{k_2=0}^{N_2-1} a(k_1, k_2) \cos(k_1\omega_1) \cos(k_2\omega_2). \tag{5.14}
\]

The relation between \( a(k_1, k_2) \) and \( h_0(k_1, k_2) \) is given by

\[
a(0, 0) = h_0(\frac{N_{01}-1}{2}, \frac{N_{02}-1}{2}),
a(0, k_2) = 2h_0(\frac{N_{01}-1}{2}, \frac{N_{02}-1}{2} - k_2), \quad k_2 = 1, 2, \ldots, \frac{N_{02}-1}{2},
a(k_1, 0) = 2h_0(\frac{N_{01}-1}{2} - k_1, \frac{N_{02}-1}{2}), \quad k_1 = 1, 2, \ldots, \frac{N_{01}-1}{2},
a(k_1, k_2) = 4h_0(\frac{N_{01}-1}{2} - k_1, \frac{N_{02}-1}{2} - k_2), \quad k_1 = 1, \ldots, \frac{N_{0i}-1}{2}, \quad i = 1, 2.
\]

Let \( A \) be the coefficient matrix of \( R_0(\omega_1, \omega_2) \) defined by

\[
A = \begin{bmatrix}
  a(0, 0) & a(0, 1) & \cdots & a(0, \frac{N_{02}-1}{2}) \\
  a(1, 0) & a(1, 1) & \cdots & a(1, \frac{N_{02}-1}{2}) \\
  \vdots & \vdots & \ddots & \vdots \\
  a(\frac{N_{01}-1}{2}, 0) & a(\frac{N_{01}-1}{2}, 1) & \cdots & a(\frac{N_{01}-1}{2}, \frac{N_{02}-1}{2})
\end{bmatrix} \tag{5.15}
\]
By abuse of notation, denote $H_0$ as the impulse response matrix corresponding to $H_0(z_1,z_2)$ such that

$$H_0 = \begin{bmatrix}
  h_0(0,0) & h_0(0,1) & \cdots & h_0(0,N_{o2} - 1) \\
  h_0(1,0) & h_0(1,1) & \cdots & h_0(1,N_{o2} - 1) \\
  \vdots & \vdots & \ddots & \vdots \\
  h_0(N_{o1} - 1,0) & h_0(N_{o1} - 1,1) & \cdots & h_0(N_{o1} - 1,N_{o2} - 1)
\end{bmatrix}$$

$$= \begin{bmatrix}
    \Omega_1 \\
   \frac{1}{4} \Omega_4
\end{bmatrix} A \begin{bmatrix}
    \Omega_2 & \Omega_3
\end{bmatrix} = \Upsilon_\alpha A \Sigma_\alpha$$

(5.16)

$$\Omega_1 = \begin{bmatrix}
  0_{n_{o1} \times 1} & \frac{1}{4} I_{n_{o1}} \\
   \frac{1}{2} & 0_{1 \times n_{o1}}
\end{bmatrix}, \quad \Omega_2 = \begin{bmatrix}
  0_{1 \times n_{o2}} & 2 \\
   \tilde{I}_{n_{o2}} & 0_{n_{o2} \times 1}
\end{bmatrix},$$

$$\Omega_3 = \begin{bmatrix}
  0_{1 \times n_{o2}} \\
   I_{n_{o2}}
\end{bmatrix}, \quad \Omega_4 = \begin{bmatrix}
  0_{n_{o1} \times 1} & I_{n_{o1}}
\end{bmatrix}.$$

Note that matrix $\tilde{I}_{\alpha}$ is defined in Chapter 2. Rewrite the amplitude response of the analysis filter $H_0(z_1,z_2)$ as

$$R_0(\omega_1,\omega_2) = c^T(\omega_1) A c_2(\omega_2) = a^T c(\omega_1,\omega_2),$$

$$c_k(\omega_1) = \begin{bmatrix}
  1 & \cos \omega_k & \cdots & \cos n_{o_k} \omega_k
\end{bmatrix}, \quad k = 1, 2,$$

$$c(\omega_1,\omega_2) = \begin{bmatrix}
  1 \cdot c_2(\omega_2) \\
   \cos(\omega_1) \cdot c_2(\omega_2) \\
   \vdots \\
   \cos(\frac{N_{o1} - 1}{2} \omega_1) \cdot c_2(\omega_2)
\end{bmatrix},$$

$$a^T = \begin{bmatrix}
  A_{1,*} & A_{2,*} & \cdots & A_{i,*} & \cdots & A_{n_{o1}+1,*}
\end{bmatrix},$$
with \( A_{i,*} \) the \( i \)th row of matrix \( A \). Similarly, \( R_0(\omega_1, \omega_2) \) has exactly the same form as \( R_0(\omega_1, \omega_2) \) has except for a different size. To distinguish with vector \( a \), we use \( b \) to associate with \( R_1(\omega_1, \omega_2) \), and the corresponding \( B \) matrix has a size of \( N_{11+1} \times N_{12+1} \).

Thus regarding the stop band error in (5.13), \( E_s = E_{s1} + E_{s2} \) with

\[
E_{s1} = \frac{1}{\pi} \int_{-\pi}^{\pi} \int_{-\omega_1-\delta}^{\omega_1+\delta} |H_0(e^{i\omega_1}, e^{i\omega_2})|^2 \, d\omega_2 d\omega_1 \\
= \frac{1}{\pi} \int_{-\pi}^{\pi} \int_{-\omega_1-\delta}^{\omega_1+\delta} R_0^2(\omega_1, \omega_2) \, d\omega_2 d\omega_1 \\
= \frac{1}{\pi} \int_{-\pi}^{\pi} \int_{-\omega_1-\delta}^{\omega_1+\delta} (a^T c(\omega_1, \omega_2) a^T c(\omega_1, \omega_2)) d\omega_2 d\omega_1 \\
= a^T (\frac{1}{\pi} \int_{-\pi}^{\pi} \int_{-\omega_1-\delta}^{\omega_1+\delta} c(\omega_1, \omega_2) c^T(\omega_1, \omega_2) d\omega_2 d\omega_1) a = a^T \Phi^{(0)} a, \quad (5.17)
\]

\[
E_{s2} = \frac{1}{\pi} \int_{0}^{\pi} \int_{-\omega_1-\delta}^{\omega_1+\delta} |H_1(e^{i\omega_1}, e^{i\omega_2})|^2 \, d\omega_2 d\omega_1 \\
= \frac{1}{\pi} \int_{0}^{\pi} \int_{-\omega_1-\delta}^{\omega_1+\delta} R_1^2(\omega_1, \omega_2) \, d\omega_2 d\omega_1 \\
= \frac{1}{\pi} \int_{0}^{\pi} \int_{-\omega_1-\delta}^{\omega_1+\delta} (b^T c(\omega_1, \omega_2) b^T c(\omega_1, \omega_2)) d\omega_2 d\omega_1 \\
= b^T (\frac{1}{\pi} \int_{0}^{\pi} \int_{-\omega_1-\delta}^{\omega_1+\delta} c(\omega_1, \omega_2) c^T(\omega_1, \omega_2) d\omega_2 d\omega_1) b = b^T \Phi^{(1)} b. \quad (5.18)
\]

To evaluate matrix \( \Phi^{(0)} \), we partition it into \( \frac{N_{01+1}}{2} \times \frac{N_{02+1}}{2} \) block matrix with each one square of size \( \frac{N_{01+1}}{2} \times \frac{N_{02+1}}{2} \). Similarly, to evaluate \( \Phi^{(1)} \), we partition it into \( \frac{N_{11+1}}{2} \times \frac{N_{12+1}}{2} \) block matrix with each one square of size \( \frac{N_{11+1}}{2} \times \frac{N_{12+1}}{2} \). Therefore, for \( k = 0, 1 \), matrices \( \Phi^{(0)} \) and \( \Phi^{(1)} \) have the form

\[
\Phi^{(k)} = \begin{bmatrix}
\Phi_{1,1} & \Phi_{1,2} & \cdots & \Phi_{1, N_{k1+1}/2} \\
\Phi_{2,1} & \Phi_{2,2} & \cdots & \Phi_{2, N_{k1+1}/2} \\
\vdots & \vdots & \ddots & \vdots \\
\Phi_{N_{k1+1}/2,1} & \Phi_{N_{k1+1}/2,2} & \cdots & \Phi_{N_{k1+1}/2, N_{k1+1}/2}
\end{bmatrix}.
\]
Computation of $\Phi^{(0)}$

It is not difficult to see that

$$\phi_{i,l}^{(0)}(k,m) = \frac{1}{\pi^2} \int_{\omega_1 - \delta}^{\omega_1 + \delta} \cos((i - 1)\omega_1) \cos((k - 1)\omega_1) \cos((l - 1)\omega_1) \cos((m - 1)\omega_1) \, d\omega_1 \, d\omega_1$$

for $i, l = 1, 2, \ldots, \frac{N_0 + 1}{2}$ and $k, m = 1, 2, \ldots, \frac{N_0 + 1}{2}$. Denote

$$a_{01} = i + l - 2, \quad a_{02} = i - l, \quad a_{03} = k + m - 2, \quad a_{04} = k - m,$$

$$\text{CONST}_1 = (\pi - \delta) \sin(a_{03}(\pi + \delta)),$$

$$\text{CONST}_2 = (\pi - \delta) \sin(a_{04}(\pi + \delta)),$$

$$y_1 = \begin{cases} \text{CONST}_1, & a_{01} = a_{03} \\ \frac{\cos(a_{01}\delta + a_{03}\pi) - \cos(a_{01}\pi + a_{03}\delta)}{a_{01} - a_{03}}, & a_{01} \neq a_{03} \end{cases},$$

$$y_2 = \frac{\cos(a_{01}\pi - a_{03}\delta) - \cos(a_{01}\delta - a_{03}\pi)}{a_{01} + a_{03}},$$

$$y_3 = \begin{cases} \text{CONST}_1, & a_{02} = a_{03} \\ \frac{\cos(a_{02}\delta + a_{03}\pi) - \cos(a_{02}\pi + a_{03}\delta)}{a_{02} - a_{03}}, & a_{02} \neq a_{03} \end{cases},$$

$$y_4 = \begin{cases} \text{CONST}_1, & a_{02} = -a_{03} \\ \frac{\cos(a_{02}\pi - a_{03}\delta) - \cos(a_{02}\delta - a_{03}\pi)}{a_{02} + a_{03}}, & a_{02} \neq -a_{03} \end{cases},$$

$$x_1 = \begin{cases} \text{CONST}_2, & a_{01} = a_{04} \\ \frac{\cos(a_{01}\delta + a_{04}\pi) - \cos(a_{01}\pi + a_{04}\delta)}{a_{01} - a_{04}}, & a_{01} \neq a_{04} \end{cases}.$$
\[ x_2 = \begin{cases} 
\text{CONST}_2, & a_{01} = -a_{04} \\
\frac{\cos(a_{01}\pi - a_{04}\delta) - \cos(a_{01}\delta - a_{04}\pi)}{a_{01} + a_{04}}, & a_{01} \neq -a_{04}
\end{cases} \]

\[ x_3 = \begin{cases} 
\text{CONST}_2, & a_{02} = a_{04} \\
\frac{\cos(a_{02}\delta + a_{04}\pi) - \cos(a_{02}\pi + a_{04}\delta)}{a_{02} - a_{04}}, & a_{02} \neq a_{04}
\end{cases} \]

\[ x_4 = \begin{cases} 
\text{CONST}_2, & a_{02} = -a_{04} \\
\frac{\cos(a_{02}\pi - a_{04}\delta) - \cos(a_{02}\delta - a_{04}\pi)}{a_{02} + a_{04}}, & a_{02} \neq -a_{04}
\end{cases} \]

\[ \Delta_{1a} = \frac{\cos a_{01}\pi - \cos a_{01}\delta}{a_{01}^2} + \frac{\cos a_{02}\pi - \cos a_{02}\delta}{a_{02}^2}, \]

\[ \Delta_{1b} = (\pi - \delta)^2, \quad \Delta_{1c} = \frac{\cos a_{01}\pi - \cos a_{01}\delta}{a_{01}^2} + \frac{(\pi - \delta)^2}{2}, \]

\[ \Delta_{11} = \frac{y_1 + y_2 + y_3 + y_4}{2a_{03}}, \quad \Delta_{12} = 2\frac{\cos a_{03}\delta - \cos a_{03}\pi}{a_{03}^2}, \quad \Delta_{13} = \frac{y_1 + y_2 + 2y_3}{2a_{03}}, \]

\[ \Delta_{21} = \frac{x_1 + x_2 + x_3 + x_4}{2a_{04}}, \quad \Delta_{22} = 2\frac{\cos a_{04}\delta - \cos a_{04}\pi}{a_{04}^2}, \quad \Delta_{23} = \frac{x_1 + x_2 + 2x_3}{2a_{04}}. \]

Then for \( i, l = 1, 2, \ldots, (N_{01} + 1)/2 \) and \( i \neq l \), the elements of \( \Phi^{(0)} \) are given by:

\[ \Phi_{i,l}^{(0)}(k, m) = \begin{cases} 
\frac{1}{2\pi^2}\Delta_{1a}, & k = m = 1, \\
\frac{1}{4\pi^2}(\Delta_{1a} - \Delta_{11}), & k = m \geq 2, \\
\frac{-1}{4\pi^2}(\Delta_{11} + \Delta_{21}), & k \neq m,
\end{cases} \quad (5.19) \]

\[ \Phi_{1,l}^{(0)}(k, m) = \begin{cases} 
\frac{1}{2\pi^2}\Delta_{1b}, & k = m = 1, \\
\frac{1}{4\pi^2}(\Delta_{1b} - \Delta_{12}), & k = m \geq 2, \\
\frac{-1}{4\pi^2}(\Delta_{12} + \Delta_{2b}), & k \neq m,
\end{cases} \quad (5.20) \]
\[ \Phi_{i,l}^{(0)}(k, m) = \begin{cases} \frac{1}{2\pi^2} \Delta_{1c}, & k = m = 1, \\ \frac{1}{4\pi^2} (\Delta_{1c} - \Delta_{13}), & k = m \geq 2, \\ \frac{-1}{4\pi^2} (\Delta_{13} + \Delta_{23}), & k \neq m. \end{cases} \]

(5.21)

**Computation of \( \Phi^{(1)} \)**

Similar to \( \Phi^{(0)} \), for \( i, l = 1, 2, \ldots, \frac{N_{11}+1}{2} \) and \( k, m = 1, 2, \ldots, \frac{N_{12}+1}{2} \), we have

\[
\Phi_{i,l}^{(1)}(k, m) = \frac{1}{\pi^2} \int_{0}^{\pi-\delta} \int_{0}^{\pi-\omega_1-\delta} \cos((i-1)\omega_1) \cos((k-1)\omega_2) \\
\cos((l-1)\omega_1) \cos((m-1)\omega_2) \, d\omega_2 d\omega_1
\]

\( \text{CONST}_3 = (\pi - \delta) \sin(a_{03}(\pi - \delta)), \)

\( \text{CONST}_4 = (\pi - \delta) \sin(a_{04}(\pi - \delta)), \)

\[
w_1 = \begin{cases} \text{CONST}_3, & a_{01} = a_{03} \\ \cos(a_{03}(\pi - \delta)) - \cos(a_{01}(\pi - \delta)) & a_{01} \neq a_{03} \end{cases},
\]

\[
w_2 = \frac{\cos(a_{01}(\pi - \delta)) - \cos(a_{03}(\pi - \delta))}{a_{01} + a_{03}}
\]

\[
w_3 = \begin{cases} \text{CONST}_3, & a_{02} = a_{03} \\ \cos(a_{03}(\pi - \delta)) - \cos(a_{02}(\pi - \delta)) & a_{02} \neq a_{03} \end{cases},
\]

\[
w_4 = \begin{cases} \text{CONST}_3, & a_{02} = -a_{03} \\ \cos(a_{02}(\pi - \delta)) - \cos(a_{03}(\pi - \delta)) & a_{02} \neq -a_{03} \end{cases},
\]

\[
r_1 = \begin{cases} \text{CONST}_4, & a_{01} = a_{04} \\ \cos(a_{04}(\pi - \delta)) - \cos(a_{01}(\pi - \delta)) & a_{01} \neq a_{04} \end{cases}.
\]
\( r_2 = \begin{cases} \text{CONST}_4, & a_{01} = -a_{04} \\ \frac{\cos(a_{01}(\pi-\delta)) - \cos(a_{04}(\pi-\delta))}{a_{01} + a_{04}}, & a_{01} \neq -a_{04} \end{cases} \)

\( r_3 = \begin{cases} \text{CONST}_4, & a_{02} = a_{04} \\ \frac{\cos(a_{04}(\pi-\delta)) - \cos(a_{02}(\pi-\delta))}{a_{02} - a_{04}}, & a_{02} \neq a_{04} \end{cases} \)

\( r_4 = \begin{cases} \text{CONST}_4, & a_{02} = -a_{04} \\ \frac{\cos(a_{02}(\pi-\delta)) - \cos(a_{04}(\pi-\delta))}{a_{02} + a_{04}}, & a_{02} \neq -a_{04} \end{cases} \)

\( \Gamma_{1a} = \frac{1 - \cos a_{01}(\pi - \delta)}{a_{01}^2} + \frac{1 - \cos a_{02}(\pi - \delta)}{a_{02}^2}, \)

\( \Gamma_{1b} = (\pi - \delta)^2, \quad \Gamma_{1c} = \frac{1 - \cos a_{01}(\pi - \delta)}{a_{01}^2} + \frac{(\pi - \delta)^2}{2}, \)

\( \Gamma_{11} = \frac{w_1 + w_2 + w_3 + w_4}{2a_{03}}, \quad \Gamma_{12} = \frac{1 - \cos a_{03}(\pi - \delta)}{a_{03}^2}, \quad \Gamma_{13} = \frac{w_1 + w_2 + 2w_3}{2a_{03}}, \)

\( \Gamma_{21} = \frac{r_1 + r_2 + r_3 + r_4}{2a_{04}}, \quad \Gamma_{22} = \frac{1 - \cos a_{04}(\pi - \delta)}{a_{04}^2}, \quad \Gamma_{23} = \frac{r_1 + r_2 + 2r_3}{2a_{04}}. \)

Then for \( i, l = 1, 2, \cdots, (N_{11} + 1)/2 \) and \( i \neq l \), the elements of \( \Phi^{(1)} \) are given by:

\[
\Phi^{(1)}_{i,l}(k, m) = \begin{cases} 
\frac{1}{2\pi^2} \Gamma_{1a}, & k = m = 1, \\
\frac{1}{4\pi^2} (\Gamma_{1a} + \Gamma_{11}), & k = m \geq 2, \\
\frac{1}{4\pi^2} (\Gamma_{11} + \Gamma_{21}), & k \neq m,
\end{cases} \quad (5.22)
\]

\[
\Phi^{(1)}_{i,1}(k, m) = \begin{cases} 
\frac{1}{2\pi^2} \Gamma_{1b}, & k = m = 1, \\
\frac{1}{4\pi^2} (\Gamma_{1b} + \Gamma_{12}), & k = m \geq 2, \\
\frac{1}{4\pi^2} (\Gamma_{12} + \Gamma_{22}), & k \neq m,
\end{cases} \quad (5.23)
\]
\[ \Phi^{(n)}_{i, i'}(k, m) = \begin{cases} 
\frac{1}{\tau^2} \Gamma_{1c}, & k = m = 1, \\
\frac{1}{\tau^2} (\Gamma_{1c} + \Gamma_{13}), & k = m \geq 2, \\
\frac{1}{\tau^2} (\Gamma_{13} + \Gamma_{23}), & k \neq m. 
\end{cases} \quad (5.24) \]

5.4 Computation of the Reconstruction Error \( E_r \)

The computation of the reconstruction error \( E_r \) is much more involved, we adopt an approach based on the realization method as well as the Lyapunov equation in linear system theory. Let

\[ L_{01} = N_{01} - 1 = 2n_{01}, \quad L_{02} = N_{02} - 1 = 2n_{02}, \]

\[ L_{11} = N_{11} - 1 = 2n_{11}, \quad L_{12} = N_{12} - 1 = 2n_{12}. \]

Let \(|z_2| = 1\) be a parameter. Denote the transfer functions of both the lowpass filter and the highpass filter as

\[ H_0(z_1, z_2) = H_0[z_2](z_1) = \sum_{i=0}^{L_{01}} h_{0,i}[z_2]z_1^{-i}, \quad h_{0,i}[z_2] = \sum_{k=0}^{L_{02}} h_{0}(i, k)z_2^{-k}, \quad (5.25) \]

\[ H_1(z_1, z_2) = H_1[z_2](z_1) = \sum_{i=0}^{L_{11}} h_{1,i}[z_2]z_1^{-i}, \quad h_{1,i}[z_2] = \sum_{k=0}^{L_{12}} h_{1}(i, k)z_2^{-k}. \quad (5.26) \]

Then simple realizations can be defined for

\[ G_0(z_1, z_2) = G_0[z_2](z_1), \]

\[ G_1(z_1, z_2) = G_1[z_2](z_1), \]

where \( G_0 \) and \( G_1 \) are as in (5.10). Indeed, define
\[
A_t = \begin{bmatrix}
0 & 0 & \cdots & 0 \\
1 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 1 & 0
\end{bmatrix}_{Lt 	imes Lt}, \quad B_t = \begin{bmatrix}
1 \\
0 \\
\vdots \\
0
\end{bmatrix}_{L_t 	imes 1}, \quad t = 0, 1, \quad (5.27)
\]

\[
C_0[z_2] = \begin{bmatrix}
-h_{0,1}(-z_2) & h_{0,2}(-z_2) & \cdots & (-1)^k h_{0,k}(-z_2) & \cdots & h_{0,L_0}(-z_2) \\
h_{0,1}(z_2) & h_{0,2}(z_2) & \cdots & h_{0,k}(z_2) & \cdots & h_{0,L_0}(z_2)
\end{bmatrix},
\]

\[
C_1[z_2] = \begin{bmatrix}
h_{1,1}(z_2) & h_{1,2}(z_2) & \cdots & h_{1,k}(z_2) & \cdots & h_{1,L_1}(z_2) \\
h_{1,1}(-z_2) & -h_{1,2}(-z_2) & \cdots & (-1)^{k+1} h_{1,k}(-z_2) & \cdots & -h_{1,L_1}(-z_2)
\end{bmatrix},
\]

\[
D_0(z_2) = \begin{bmatrix}
h_{0,0}(-z_2) & h_{0,0}(z_2)
\end{bmatrix}^T, \quad D_1[z_2] = \begin{bmatrix}
h_{1,0}(z_2) & -h_{1,0}(-z_2)
\end{bmatrix}^T.
\]

As \(L_{01} = 2n_{01}\) and \(L_{11} = 2n_{11}\), we have

\[
G_0[z_2](z_1) = D_0[z_2] + C_0[z_2](z_1 I - A_0)^{-1} B_0,
\]

\[
G_1[z_2](z_1) = D_1[z_2] + C_1[z_2](z_1 I - A_1)^{-1} B_1.
\]

Obviously,

\[
G_1^T[z_2^{-1}](z_1^{-1}) = D_1^T[z_2^{-1}] + B_1^T(z_1^{-1} I - A_1^T)^{-1} C_1^T[z_2^{-1}].
\]

The perfect reconstruction condition is equivalent to that

\[
G_1^T[z_2^{-1}](z_1^{-1}) G_0[z_2](z_1) = I[z_2](z_1)
\]

with \(I(z_1, z_2) = z_1^{d_1} z_2^{d_2}\). Define

\[
E_r^1[z_2] = \frac{1}{2\pi i} \oint_{|z_1|=1} \left| G_1^T[z_2^{-1}](z_1^{-1}) G_0[z_2](z_1) - I[z_2](z_1) \right|^2 dz_1.
\]
It follows that the reconstruction error can be computed by solving two integrals one by one such as

\[
E_r = \frac{1}{(2\pi j)^2} \oint_{|z_2|=1} d|z_1| \int_{|z_1|=1} \left| G_1(z_1, z_2) - I(z_1, z_2) \right|^2 dz_1 dz_2 \\
= \frac{1}{2\pi j} \oint_{|z_2|=1} \left( \frac{1}{2\pi j} \oint_{|z_1|=1} \left| G_1(z_1, z_2) - I(z_2)(z_1) \right|^2 dz_1 \right) dz_2 \\
= \frac{1}{2\pi j} \oint_{|z_2|=1} E_r^1(z_2) dz_2.
\]

(5.28)

Hence our first task is the computation of \( E_r^1(z_2) \) with \( z_2 \) as a parameter on the unit circle. Computation of the reconstruction error \( E_r \) can then be carried out subsequently. For ease of notation, note that \( h_{0,i}(z_2) \) and \( h_{1,i}(z_2) \) as in (5.25) and (5.26) can be written as

\[
h_{0,i}(z_2) = \sum_{k=0}^{L_0} \alpha_{i,k} z_2^{-k}, \quad h_{0,i}(-z_2) = \sum_{k=0}^{L_0} (-1)^k \alpha_{i,k} z_2^{-k}, \quad (5.29)
\]

\[
h_{1,i}(z_2) = \sum_{k=0}^{L_1} \beta_{i,k} z_2^{-k}, \quad h_{1,i}(-z_2) = \sum_{k=0}^{L_1} (-1)^k \beta_{i,k} z_2^{-k} \quad (5.30)
\]

where

\[
\alpha_{i,k} = h_0(i, k), \quad \beta_{i,k} = h_1(i, k). \quad (5.31)
\]

Applying Parseval's Theorem to \( E_r^1(z_2) \) with \( z_2 \) as a parameter on the unit circle yields

\[
E_r^1(z_2) = |u_d(z_2) - z_2^2| + \sum_{i=-L_1, i \neq d_1}^{L_0} |u_i(z_2)|^2 \quad (5.32)
\]

where \( u_i(z_2) \) for both positive and negative \( i \) are given in the following as

\[
u_i(z_2) = \min\{L_0 - i, L_1\} \sum_{l=0}^{L_0 - i} (-1)^{l+i} \left\{ u_{ia}(z_2) - u_{ib}(z_2) \right\}, \quad (5.33)
\]
\[
\begin{align*}
    u_{ia}(z_2) &= \left( \sum_{k=0}^{L_{02}} (-1)^k \alpha_{l+i,k} z_2^{-k} \right) \left( \sum_{k=0}^{L_{12}} \beta_{l,k} z_2^{-k} \right), \\
    u_{ib}(z_2) &= (-1)^i \left( \sum_{k=0}^{L_{12}} (-1)^k \beta_{l+i,k} z_2^{-k} \right) \left( \sum_{k=0}^{L_{02}} \alpha_{l+i,k} z_2^{-k} \right), \\
    i &= 0, 1, \ldots, L_{11}, \\
    u_{-i}(z_2) &= \sum_{l=0}^{\min(L_{01}, L_{11}-i)} (-1)^{i+l-1} \{ u_{-ia}(z_2) - u_{-ib}(z_2) \}, \\
    u_{-ia}(z_2) &= \left( \sum_{k=0}^{L_{12}} (-1)^k \beta_{l+i,k} z_2^{-k} \right) \left( \sum_{k=0}^{L_{02}} \alpha_{l,k} z_2^{-k} \right), \\
    u_{-ib}(z_2) &= (-1)^i \left( \sum_{k=0}^{L_{02}} (-1)^k \alpha_{l,k} z_2^{-k} \right) \left( \sum_{k=0}^{L_{12}} \beta_{l+i,k} z_2^{-k} \right), \\
    i &= 0, 1, \ldots, L_{11}.
\end{align*}
\]

The derivation of the above expressions is shown later. Note that for \( i > 0 \), \( u_i(z_2) \) and \( -u_{-i}(z_2^{-1}) \) have close resemblance in that the positions of \( \alpha \) and \( \beta \) are exchanged with necessary modification of the upper limit in summation. Hence, in order to obtain closed expression of the reconstruction error, we need to evaluate only

\[
\frac{1}{2\pi j} \int_0^{2\pi} |u_i(z_2)|^2 \, dz_2, \quad \text{and} \quad \frac{1}{2\pi j} \int_0^{2\pi} |u_d_i(z_2) - z_2^{d^2}|^2 \, dz_2, \quad i \geq 0.
\]

Denote the following matrices as

\[
\begin{align*}
P_i^{(i)}(z_2) &= (-1)^i \left( \sum_{k=0}^{L_{12}} \begin{bmatrix} \beta_{l,k} \\ (-1)^k \beta_{l,k} \end{bmatrix} z_2^{-k} \right), \quad P_i(z_2) = \left[ \begin{array}{c} P_0^{(i)}(z_2) \\ \vdots \\ P_{L_{01}-i}^{(i)}(z_2) \end{array} \right], \\
Q_i^{(i)}(z_2) &= \sum_{k=0}^{L_{02}} \begin{bmatrix} (-1)^{k+i} \alpha_{l+i,k} \\ -\alpha_{l+i,k} \end{bmatrix} z_2^{-k}, \quad Q_i(z_2) = \left[ \begin{array}{c} Q_0^{(i)}(z_2) \\ \vdots \\ Q_{L_{01}-i}^{(i)}(z_2) \end{array} \right].
\end{align*}
\]
We now focus on how to compute the contour integral of $|v_i(z_2)|^2$ for $i \geq 0$ as efficiently as possible. Without loss of generality, it is assumed that $L_{01} \leq L_{11}$, and thus $\min\{L_{01} - i, L_{11}\} = L_{01} - i$ whenever $i \geq 0$. With the above notations, there holds

$$u_i(z_2) = \sum_{i=0}^{L_{01}-i} [P_i^{(i)}(z_2^{-1})]T Q_i^{(i)}(z_2) = P_i^T(z_2^{-1})Q_i(z_2).$$

The realization method and the Lyapunov equations are again used to compute the square-integral of $|u_i(z_2)|$. For this purpose we write $P_i(z_2)$ and $Q_i(z_2)$ using state space realization as

$$P_i(z_2) = D_{pi} + C_{pi}(z_2I - A_p)^{-1}B_p, \quad Q_i(z_2) = D_{qi} + C_{qi}(z_2I - A_q)^{-1}B_q,$$

where $A_p, A_q$, and $B_p, B_q$ have the same form as in (5.27) except for the different size, and

$$C_{pi}^{(i)} = (-1)^i \begin{bmatrix} \beta_{i,1} & \beta_{i,2} & \cdots & \beta_{i,k} & \cdots & \beta_{i,L_{12}} \\ -\beta_{i,1} & \beta_{i,2} & \cdots & (1)^k \beta_{i,k} & \cdots & \beta_{i,L_{12}} \end{bmatrix}, \quad (5.37)$$

$$C_{qi}^{(i)} = \begin{bmatrix} (1)^{i+1} \alpha_{i+i,1} & \cdots & (1)^{i+k} \alpha_{i+i,k} & \cdots & (1)^i \alpha_{i+i,L_{02}} \\ -\alpha_{i+i,1} & \cdots & -\alpha_{i+i,k} & \cdots & -\alpha_{i+i,L_{02}} \end{bmatrix}, \quad (5.38)$$

$$D_{pi}^{(i)} = (-1)^i \begin{bmatrix} \beta_{i,0} & \cdots & \beta_{i,0} \end{bmatrix}^T, \quad D_{qi}^{(i)} = \begin{bmatrix} (1)^i \alpha_{i+i,0} & -\alpha_{i+i,0} \end{bmatrix}^T, \quad (5.39)$$

$$C_{pi} = \begin{bmatrix} C_{pi}^{(0)} \\ C_{pi}^{(1)} \\ \vdots \\ C_{pi}^{(L_{01}-i)} \end{bmatrix}, \quad D_{pi} = \begin{bmatrix} D_{pi}^{(0)} \\ D_{pi}^{(1)} \\ \vdots \\ D_{pi}^{(L_{01}-i)} \end{bmatrix}, \quad C_{qi} = \begin{bmatrix} C_{qi}^{(0)} \\ C_{qi}^{(1)} \\ \vdots \\ C_{qi}^{(L_{01}-i)} \end{bmatrix}, \quad D_{qi} = \begin{bmatrix} D_{qi}^{(0)} \\ D_{qi}^{(1)} \\ \vdots \\ D_{qi}^{(L_{01}-i)} \end{bmatrix}. $$
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Let \( Y_i \) be the solution to the following Lyapunov equation with its notation defined in the previous equations.

\[
Y_i - A_p^T Y_i A_q = C_{p_i}^T C_{q_i} = \sum_{i=0}^{L_{q_1}-i} [C_{p_i}]^T C_{q_i}^{(i)}.
\] (5.40)

Then applying Parseval’s Theorem yields (see Section 5.6 for the proof)

\[
\frac{1}{2\pi j} \oint_{|z_2|=1} |u_i(z_2)|^2 \, dz_2 = (D_{p_i}^T C_{q_i} + B_p^T Y_i A_q)(D_{p_i}^T C_{q_i} + B_p^T Y_i A_q)^T
\]

\[
+ (C_{p_i}^T D_{q_i} + A_p^T Y_i B_q)^T(C_{p_i}^T D_{q_i} + A_p^T Y_i B_q) + (D_{p_i}^T D_{q_i} + B_p^T Y_i B_q)^2
\]

\[
= \|D_{p_i}^T C_{q_i} + B_p^T Y_i A_q\|^2 + \|C_{p_i}^T D_{q_i} + A_p^T Y_i B_q\|^2 + |D_{p_i}^T D_{q_i} + B_p^T Y_i B_q|^2.
\] (5.41)

Through the detailed lengthy and tedious calculation which is shown in Section 5.6, for \( i \geq 0 \), we obtain

\[
|D_{p_i}^T D_{q_i} + B_p^T Y_i B_q|^2 = \left[ (-1)^i - 1 \right]^2 \left\{ \text{tr} \left[ \chi_{L_+}^{(i)} B \chi_R^{(0)} A^T \right] \right\}^2,
\] (5.42)

\[
\|D_{p_i}^T C_{q_i} + B_p^T Y_i A_q\|^2 = \sum_{i=1}^{L_{q_2}} \left[ (-1)^i + 1 \right]^2 \left\{ \text{tr} \left[ \chi_{L_+}^{(i)} B \chi_R^{(0)} A^T \right] \right\}^2,
\] (5.43)

\[
\|C_{p_i}^T D_{q_i} + A_p^T Y_i B_q\|^2 = \sum_{i=1}^{L_{q_2}} \left[ (-1)^i - (-1)^q \right]^2 \left\{ \text{tr} \left[ \chi_{L_+}^{(i)} B \chi_R^{(0)} A^T \right] \right\}^2,
\] (5.44)

where first,

\[
\chi_{L_+}^{(i)} = (S_{N_0}^i \Upsilon_a)^T \chi_1 \Gamma_b, \quad \chi_R^{(0)} = \Sigma_b \chi_2 \Sigma_a^T, \quad \chi_R^{(k)} = \Sigma_b \chi_2 S_{N_0}^k \Sigma_a^T.
\]

Second, the index \( k \) either equals to \( s \) or equals to \( t \). And \( \chi_1 \) and \( \chi_2 \) are defined later in (5.59) and (5.60) respectively. Third, \( A \) is the coefficient matrix of \( H_0(z_1, z_2) \) defined in Section 5.3, while \( B \) is the corresponding coefficient matrix of \( H_1(z_1, z_2) \).
On the other hand, the expressions for the case of negative $i$ are accordingly obtained as

$$|D_p^T D_q + B_p^T Y_i B_q|^2 = \left[1 - (-1)^i\right]^2 \left\{\text{tr} \left[\chi_L^{(i)} B \chi_R^{(0)} A^T\right]\right\}^2,$$  \hspace{1cm} (5.45)

$$\|D_p^T C_q + B_p^T Y_i A_q\| = \sum_{t=1}^{L_o} \left[(-1)^t - (-1)^i\right]^2 \left\{\text{tr} \left[\chi_L^{(i)} B \chi_R^{(0)} A^T\right]\right\}^2,$$  \hspace{1cm} (5.46)

$$\|C_p^T D_q + A_p^T Y_i B_q\|^2 = \sum_{s=1}^{L_o} \left[1 - (-1)^{i+s}\right]^2 \left\{\text{tr} \left[\chi_L^{(i)} B \chi_R^{(0)} A^T\right]\right\}^2,$$  \hspace{1cm} (5.47)

where $\chi_L^{(i)} = T_a^T \chi_1 S_{N_1} \gamma_b$. The reconstruction error can now be computed by summation of (5.42)–(5.44), and (5.45)–(5.47) for different index $i$.

5.5 AN ITERATIVE ALGORITHM AND ITS CONVERGENCE ANALYSIS

Summarizing the expressions obtained in the previous two sections, we conclude that

$$E = (1 - \alpha)E_r + \alpha E_s = E_q(A, A, B, B) + E_i(A, B) + E_c,$$  \hspace{1cm} (5.48)

where $E_q$ is a quadratic function of both $A$ and $B$, $E_i$ a linear function of $A$ and $B$, and $E_c$ a constant. Explicit forms of $E_q$, $E_i$, and $E_c$ can be easily obtained by using the expressions derived in the previous two sections. Moreover, the error function $E$ is also a function of $a^T$ and $b^T$, the stacked row vectors of $A$ and $B$ respectively. Therefore, (5.48) can be written as

$$E(a, b) = a^T \Phi_b a - 2a^T \Psi_b + r_b = b^T \Phi_a b - 2b^T \Psi_a + r_a,$$  \hspace{1cm} (5.49)

where matrices $\Phi_b$, $\Phi_a$ are quadratic functions of vectors $b$, $a$, and matrices $\Psi_b$, $\Psi_a$ are linear functions of $b$ and $a$, respectively. The constant scalar term $r_b$ involves only
b, and $r_a$ only $a$. Hence given $a$ (equivalently $A$), the optimal solution $b$ (equivalently $B$) can be easily computed, and vice versa. This observation motivates the following iterative algorithm:

**Iterative Design Algorithm:**

- Step 1: Given initial data $b$, do the following:
- Step 2: Compute the optimal solution of $E(a, b)$ with $b$ fixed which is given by $a = \Phi_b^{-1} \Psi_b$.
- Step 3: For the solution $a$ obtained in Step 2, compute optimal solution of $E(a, b)$ with $a$ fixed which is given by $b = \Phi_a^{-1} \Psi_a$.
- Step 4: If $\|E(a, b)\| \leq \epsilon$, then STOP. Otherwise, go to Step 2.

**End.**

**Theorem 5.1** Consider the design problem for 2-D QMF banks in Section 5.2. The proposed iterative design algorithm for minimization of the error criterion in (5.11) is convergent, and it converges to the local optimal solution of the 2-D analysis and synthesis filters as shown in Figure 5.1.

Proof: Let $b_0$ be the initial data of $b$. The iterative algorithm generates a sequence of $a_k$ and $b_k$ for $k = 1, 2, \cdots$, which are ordered according to the computation steps. By the property of the minimization in Step 2 and Step 3, there holds

$$E(a_{k+1}, b_{k+1}) \leq E(a_{k+1}, b_k) \leq E(a_k, b_k) \leq \cdots \leq E(a_1, b_1).$$  \hspace{1cm} (5.50)

Thus the error sequence $E(a_k, b_k)$ decreases monotonically. Since $E(a, b) > 0$ by the positivity of the squared-integral error, the error sequence $E(a_k, b_k)$ admits a

---

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
unique limit $E_*$. Now the question is whether $a_k$ and $b_k$ converge. Suppose that $E(a_{k+1}, b_{k+1}) = E(a_k, b_k)$ for some $k$. If $E(a_{k+1}, b_k)$ admits an optimal solution, then according to (5.50), $E(a_{k+1}, b_k) = E(a_k, b_k)$ implies that $a_{k+1} = a_k$ as $b_k$ is fixed. Similarly, $E(a_{k+1}, b_{k+1}) = E(a_{k+1}, b_k)$ implies that $b_{k+1} = b_k$ as $a_{k+1} = a_k$ being fixed. Therefore, as $E(a_k, b_k)$ converges to the limit $E_*$, $a_k$ and $b_k$ converge to $a_*$ and $b_*$, respectively. On the other hand, suppose that $E(a_{k+1}, b_{k+1}) < E(a_k, b_k)$ for all $k$. Since $E_*$ exists, there exist some $a_{*1}$ and $b_{*1}$ such that $E_* = E(a_{*1}, b_{*1})$. Through iteration, there is $a_{*2}$ which minimizes $E(a, b_{*1})$ with $b_{*1}$ fixed. Then we have $E_* = E(a_{*1}, b_{*1}) = E(a_{*2}, b_{*1})$ which means $a_{*1} = a_{*2}$. By similar arguments, there exists $b_{*2}$ such that $b_{*1} = b_{*2}$. This concludes the convergence of the iterative algorithm. Since $E(a, b)$ may admit more than one minimum solution, the limit is a local minimum. But each iteration process admits only one limit. ■

5.6 COMPUTATION OF INTEGRAL ERROR

This section gives more detailed derivation to compute the integral error using Lyapunov method. Specifically the quantity to be computed has the form

$$J_k = \frac{1}{2\pi i} \oint_{|z|=1} |G_1^T(z^{-1})G_0(z)|^\ell \, dz, \quad \ell = 1, 2,$$

with both $G_0(z)$ and $G_1(z)$ causal and stable. Let $(A_0, B_0, C_0, D_0)$ and $(A_1, B_1, C_1, D_1)$ be the realizations of $G_0(z)$ and $G_1(z)$ respectively. Then the Lyapunov equation $X - A_1^HXA_0 = C_1^HC_0$ has a unique solution $X$ which is positive definite where superscript $H$ denotes conjugate transpose. This leads to the expansion [25]:

$$G_1^T(z_1^{-1})G_0(z_1) = (D_1^H + B_1^H(z^{-1}I - A_1^H)^{-1}C_1^H)(D_0 + C_0(zI - A_0)^{-1}B_0)$$

$$= D_1^HD_0 + B_1^HXB_0 + (D_1^HC_0 + B_1^HXA_0)(zI - A_0)^{-1}B_0$$

$$+ B_1^T(z^{-1}I - A_1^H)^{-1}(C_1^T(z^{-1})D_0 + A_1^HXB_0).$$
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For $\ell = 1$, the integral error has an expression of $J_1 = D_1^H D_0 + B_1^H X B_0$. For $\ell = 2$, the expression of integral error $J_2$ is more complicated. However, if both $G_0(z)$ and $G_1(z)$ are FIR, then Parseval's Theorem can be applied to compute $J_2$.

**Proof of (5.32) – (5.34):**

The realization of $G_0$ and $G_1$ are now functions of $z_2$ on the unit circle. The Lyapunov equation

$$X - A_1^H X A_0 = C_1^H C_0$$

again has a unique solution $X_2(z_2)$ that is positive definite for all $z_2$ on the unit circle. The simple realizations of $G_0[z_2](z_1)$ and $G_1[z_2](z_1)$ imply that [37]

$$(z_1 I - A_i)^{-1}B_i = \frac{[z_1^{L_{11} - 1} \cdots z_1 1]^T}{z_1^{L_{11}}}.$$  

Denote $u_0(z_2) = D_1^T(z_2^{-1})D_0(z_2) + B_1^T X(z_2)B_0$, and

$$\begin{bmatrix} u_1(z_2) & u_2(z_2) & \cdots & u_{L_{11}}(z_2) \\ u_{-1}(z_2) & u_{-2}(z_2) & \cdots & u_{-L_{11}}(z_2) \end{bmatrix}^T = D_1^T(z_2^{-1})C_0(z_2) + B_1^T X(z_2)A_0,$$

Then there holds

$$G_1^T(z_2^{-1})(z_1^{-1})G_0[z_2](z_1) - I[z_2](z_1) = u_0(z_2) + \sum_{i=1}^{L_{01}} u_i(z_2) z_1^{-i} + \sum_{i=1}^{L_{11}} u_{-i}(z_2^{-1}) z_1^{-i} - I(z_2) z_1^{d_1}.$$  

Applying Parseval's Theorem to $E_1^1(z_2)$ with $z_2$ as a parameter on the unit circle yields

$$E_1^1(z_2) = |u_{d_1}(z_2) - z_2^{d_2}|^2 + \sum_{i=-L_{11}, i \neq d_1}^{L_{01}} |u_i(z_2)|^2$$  

(5.51)
which is shown in (5.32). Denote \( h_0j(-z_2) = g_0j(z_2) \) for \( j = 0, 1, \cdots, L_{01} \), and denote \( h_{1i}(-z_2) = g_{1i}(z_2) \) for \( i = 0, 1, \cdots, L_{11} \). Since \( L_{11} \) are even (as \( N_i \) are odd) for \( i = 0, 1, \ldots, Z \), and denote \( h_0(-z_2) = g_0(z_2) \) for \( 0, 1, \cdots, Z \),

\[
C_0(z_2) = \begin{bmatrix}
-g_{0,1}(z_2) & \cdots & (-1)^jg_{0,j}(z_2) & \cdots & g_{0,L_{01}}(z_2) \\
0,1(z_2) & \cdots & h_{0,j}(z_2) & \cdots & h_{0,L_{01}}(z_2)
\end{bmatrix},
\]

\[
C_1(z_2) = \begin{bmatrix}
h_{1,1}(z_2) & \cdots & h_{1,i}(z_2) & \cdots & h_{1,L_{11}}(z_2) \\
g_{1,1}(z_2) & \cdots & (-1)^{i-1}g_{1,i}(z_2) & \cdots & -g_{1,L_{11}}(z_2)
\end{bmatrix},
\]

\[
D_0(z_2) = \begin{bmatrix}
g_{0,0}(z_2) \\
h_{0,0}(z_2)
\end{bmatrix}, \quad D_1(z_2) = \begin{bmatrix}
h_{1,0}(z_2) \\
-g_{1,0}(z_2)
\end{bmatrix}.
\]

Denote \( x_{i,j}(z_2) \) as the \( i,j \)-the element of \( X(z_2) \). It can be clearly verified through direct computation \[22\] that

\[
x_{i,L_{01}} = g_{0,L_{01}}(z_2)h_{1,i}(z_2) + (-1)^{i-1}g_{1,i}(z_2)h_{0,L_{01}}(z_2), \quad \text{for } 1 \leq i \leq L_{11}, (5.52)
\]

\[
x_{L_{11},j} = (-1)^jg_{0,j}(z_2)h_{1,L_{11}}(z_2) - g_{1,L_{11}}(z_2)h_{0,j}(z_2), \quad \text{for } 1 \leq j \leq L_{01}, (5.53)
\]

where \( h(z_2) = h(z_2^{-1}) \) and \( g(z_2) = g(z_2^{-1}) \) by \( |z_2| = 1 \). Moreover,

\[
x_{i,j} = \sum_{k=0}^{\min(L_{01}-j,L_{11}-i)} \{( -1)^jg_{0,j+k}(z_2)h_{1,i+k}(z_2) + (-1)^{i-1}g_{1,i+k}(z_2)h_{0,j+k}(z_2)\}.
\]

Without loss of generality, assume that \( L_{11} > L_{01} \), then in particular,

\[
x_{1,j} = \sum_{k=0}^{L_{01}-j} \{( -1)^jg_{0,j+k}(z_2)h_{1,1+k}(z_2) + (-1)^kg_{1,1+k}(z_2)h_{0,j+k}(z_2)\}.
\]
\[ x_{i,1} = \sum_{k=0}^{\min(L_0, -1, L_{11} - i)} \{ (-1)^{1+k} g_{0,1+k}(z_2) \tilde{h}_{1,i+k}(z_2) + (-1)^{i-1+k} \tilde{g}_{1,i+k}(z_2) h_{0,1+k}(z_2) \}. \]

Therefore, we obtain the following expressions:

\[ D_1^T(z_2^{-1})D_0(z_2) = g_{0,0}(z_2) \tilde{h}_{1,0}(z_2) - \tilde{g}_{1,0}(z_2) h_{0,0}(z_2), \]

\[ B_1^T X(z_2) B_0 = x_{1,1}(z_2) = \sum_{l=1}^{L_0} \{ (-1)^l g_{0,l}(z_2) \tilde{h}_{1,l}(z_2) + (-1)^{l-1} \tilde{g}_{1,l}(z_2) h_{0,l}(z_2) \}, \]

\[ D_1^T(z_2^{-1})D_0(z_2) + B_1^T X(z_2) B_0 = \sum_{l=0}^{L_0} \{ (-1)^l g_{0,l}(z_2) \tilde{h}_{1,l}(z_2) + (-1)^{l-1} \tilde{g}_{1,l}(z_2) h_{0,l}(z_2) \}. \]

\[ D_1^T(z_2^{-1})C_0(z_2) = \begin{bmatrix} \cdots & (-1)^j g_{0,j}(z_2) \tilde{h}_{1,0}(z_2) - \tilde{g}_{1,0}(z_2) h_{0,j}(z_2) \cdots \end{bmatrix}_{L_0}, \]

\[ B_1^T X(z_2) A_0 = \begin{bmatrix} x_{1,2}(z_2) & x_{1,3}(z_2) & \cdots & x_{1,L_0}(z_2) & 0 \end{bmatrix}, \]

\[ x_{1,j+1}(z_2) = \sum_{i=1}^{L_0-j} \{ (-1)^{j+i} g_{0,j+i}(z_2) \tilde{h}_{1,i}(z_2) + (-1)^{j+i-1} \tilde{g}_{1,i}(z_2) h_{0,j+i}(z_2) \}. \]

\[ D_1^T(z_2^{-1})C_0(z_2) + B_1^T X(z_2) A_0 \]

\[ = \begin{bmatrix} \cdots & \sum_{i=0}^{L_0-j} \{ (-1)^{j+i} g_{0,j+i}(z_2) \tilde{h}_{1,i}(z_2) + (-1)^{j+i-1} \tilde{g}_{1,i}(z_2) h_{0,j+i}(z_2) \} \cdots \end{bmatrix}_{L_0}. \]

\[ [C_1^T(z_2^{-1})D_0(z_2)]^T = \begin{bmatrix} \cdots & g_{0,0}(z_2) \tilde{h}_{1,0}(z_2) + (-1)^{i-1} \tilde{g}_{1,i}(z_2) h_{0,0}(z_2) \cdots \end{bmatrix}_{L_{11}}, \]

\[ (A_1^T X(z_2) B_0)^T = \begin{bmatrix} x_{2,1}(z_2) & x_{3,1}(z_2) & \cdots & x_{L_{11},1}(z_2) & 0 \end{bmatrix}^T, \]

\[ x_{i+1,1} = \sum_{i=1}^{\min(L_0, L_{11} - i)} (-1)^j g_{0,j}(z_2) \tilde{h}_{1,i+j}(z_2) + (-1)^{j+i-1} \tilde{g}_{1,i+j}(z_2) h_{0,j+i}(z_2). \]

\[ [C_1^T(z_2^{-1})D_0(z_2) + A_1^T X(z_2) B_0]^T \]

\[ = \begin{bmatrix} \cdots & \sum_{i=0}^{\min(L_0, L_{11} - i)} (-1)^j g_{0,j}(z_2) \tilde{h}_{1,i+j}(z_2) + (-1)^{j+i-1} \tilde{g}_{1,i+j}(z_2) h_{0,j+i}(z_2) \cdots \end{bmatrix}_{L_{11}}. \]
Substitute (5.29)–(5.31) into the above equations, the expressions in equations (5.33) and (5.34) are obtained.

Proof of (5.42) – (5.47):

Denote $y_{s,t}$ as the $s$-th elements of $Y_i$ that solves (5.40). Then again by [22],

$$y_{L,1} = \sum_{l=0}^{L_1-i} (-1)^l \left[ (-1)^{t+l} - 1 \right] \beta_{l_1,1} \alpha_{l+1,t}, \quad 1 \leq t \leq L_2, \quad (5.55)$$

and generally, for $1 \leq s \leq L_2 - 1, 1 \leq t \leq L_2 - 1$,

$$y_{s,t} = y_{s+1,t+1} + \sum_{l=0}^{L_1-i} (-1)^l \left[ (-1)^{t+l} - (-1)^s \right] \beta_{l,s} \alpha_{l+1,t}$$

and generally, for $1 \leq s \leq L_2 - 1, 1 \leq t \leq L_2 - 1$,

$$y_{s,t} = y_{s+1,t+1} + \sum_{l=0}^{L_1-i} (-1)^l \left[ (-1)^{t+l} - (-1)^s \right] \beta_{l,s} \alpha_{l+1,t}$$

According to (5.39),

$$D_{p_1}^T D_{q_1} = \sum_{l=0}^{L_1-i} (-1)^l \left[ (-1)^{t+l} - 1 \right] \beta_{l,0} \alpha_{l+1,0},$$

$$B_{p_1}^T Y_i B_{q_1} = y_{1,1} = \sum_{m=1}^{L_2} \sum_{l=0}^{L_1-i} (-1)^{l+m} \left[ (-1)^{t+l} - 1 \right] \beta_{l,m} \alpha_{l+1,m},$$

Adding together yields

$$D_{p_1}^T D_{q_1} + B_{p}^T Y_i B_{q} = \sum_{m=1}^{L_2} \sum_{l=0}^{L_1-i} (-1)^{l+m} \left[ (-1)^{t+l} - 1 \right] \beta_{l,m} \alpha_{l+1,m}$$

$$= \left[ (-1)^{t+l} - 1 \right] \text{tr} \left[ \chi_1 H \chi_2 (S_{\kappa_0}^T H_0)^T \right] \quad (5.58)$$

where $\chi_1$ and $\chi_2$ are defined respectively as.
\[ \chi_1 = \text{diag} \left[ (-1)^0, (-1)^1, \ldots, (-1)^{N_{01}} \right] \begin{bmatrix} I_{N_{01}} & 0_{N_{01}, N_{11}-N_{01}} \end{bmatrix}, \quad (5.59) \]
\[ \chi_2^T = \text{diag} \left[ (-1)^0, (-1)^1, \ldots, (-1)^{N_{02}} \right] \begin{bmatrix} I_{N_{02}} & 0_{N_{02}, (N_{12}-N_{02})} \end{bmatrix}. \quad (5.60) \]

Similarly

\[ D_{p_i}^T C_{q_i} = \sum_{l=0}^{L_{01}-i} [D_{p_i}^{(l)}]^T C_{q_i}^{(l)} = \left[ \ldots \sum_{l=0}^{L_{01}-i} (-1)^l [(-1)^{i+t} - 1] \beta_{l,0} \alpha_{l+i,t} \ldots \right]_{L_{02}}, \]
\[ B_p^T Y_i A_q = \begin{bmatrix} y_{1,2} & y_{1,3} & \cdots & y_{1,L_{02}} & 0 \end{bmatrix}, \]
\[ y_{1,t+1} = \sum_{m=1}^{L_{02}-t} \sum_{l=0}^{L_{01}-i} (-1)^{l+m} [(-1)^{i+t} - 1] \beta_{l,m} \alpha_{l+i,t+m}, \quad t = 1, 2, \ldots, L_{02} - 1. \]

Adding together for \( t = 1, 2, \ldots, L_{02} \) gives,

\[ D_{p_i}^T C_{q_i} + B_p^T Y_i A_q = \left[ \ldots \sum_{m=0}^{L_{02}-t} \sum_{l=0}^{L_{01}-i} (-1)^{l+m} [(-1)^{i+t} - 1] \beta_{l,m} \alpha_{l+i,t+m} \ldots \right]_{L_{12}}, \]
\[ = \left[ \ldots [(-1)^{i+t} - 1] \text{tr} \left[ \chi_1 \chi_2 S_{N_{02}} H_0^T (S_{N_{01}})^T \right] \ldots \right]. \quad (5.61) \]

Direct calculation also gives

\[ (C_{p_i}^T D_{q_i})^T = \left( \sum_{l=0}^{L_{01}-i} [C_{p_i}^{(l)}]^T D_{q_i}^{(l)} \right)^T \]
\[ = \left[ \ldots \sum_{l=0}^{L_{01}-i} (-1)^l [(-1)^i - (-1)^s] \beta_{l,s} \alpha_{l+i,0} \ldots \right]_{L_{12}}, \]
\[ (A_p^T Y_i B_q)^T = \begin{bmatrix} y_{2,1} & y_{3,1} & \cdots & y_{L_{12},1} & 0 \end{bmatrix}, \]
\[ y_{s+1,1} = \sum_{m=1}^{\min(L_{02}, L_{12}-s)} \sum_{l=0}^{L_{01}-i} (-1)^{l+m} [(-1)^i - (-1)^s] \beta_{l,s+m} \alpha_{l+i,m}, \quad s = 1, 2, \ldots, L_{12} - 1. \]

Adding together yields
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\[
(C^T_{p_i}D_{q_i} + A^T_{p_i}Y_iB_q)^T
= \left[ \ldots \sum_{m=0}^{\min(L_0, L_{12} - s)} \sum_{l=0}^{L_0 - 1} (-1)^{l+m} \left[ (-1)^i - (-1)^s \right] \beta_{l+s+m} \alpha_{l+i,m} \ldots \right]
= \left[ \ldots \left[ (-1)^i - (-1)^s \right] \text{tr} \left[ \chi_1 H_1 (S^i_{N_{12}})^T X_2 (S^i_{N_{01}} H_0)^T \right] \ldots \right].
\]

(5.62)

Therefore, we obtain

\[
|D^T_{p_i}D_{q_i} + B^T_{p_i}Y_iB_q|^2 = \left[ (-1)^i - 1 \right]^2 \left\{ \text{tr} \left[ \chi_1 H_1 \chi_2 (S^i_{N_{01}} H_0)^T \right] \right\}^2,
\]
\[
\|D^T_{p_i}C_{q_i} + B^T_{p_i}Y_iA_q\| = \sum_{t=1}^{L_{12}} \left[ (-1)^{i+t} \right. - 1] \left\{ \text{tr} \left[ \chi_1 H_1 \chi_2 S^i_{N_{02}} (S^i_{N_{01}} H_0)^T \right] \right\}^2,
\]
\[
\|C^T_{p_i}D_{q_i} + A^T_{p_i}Y_iB_q\|^2 = \sum_{s=1}^{L_{12}} \left[ 1 - (-1)^{i+s} \right] \left\{ \text{tr} \left[ \chi_1 H_1 (S^i_{N_{12}})^T X_2 (S^i_{N_{01}} H_0)^T \right] \right\}^2,
\]

which can be written equivalently into (5.42)-(5.44). If the index \(i\) is negative, then we have

\[
|D^T_{p_i}D_{q_i} + B^T_{p_i}Y_iB_q|^2 = \left[ 1 - (-1)^i \right]^2 \left\{ \text{tr} \left[ \chi_1 S^i_{N_{11}} H_1 H_2 H_0^T \right] \right\}^2,
\]
\[
\|D^T_{p_i}C_{q_i} + B^T_{p_i}Y_iA_q\| = \sum_{t=1}^{L_{12}} \left[ (-1)^i - (-1)^i \right] \left\{ \text{tr} \left[ \chi_1 S^i_{N_{11}} H_1 \chi_2 S^i_{N_{02}} H_0^T \right] \right\}^2,
\]
\[
\|C^T_{p_i}D_{q_i} + A^T_{p_i}Y_iB_q\|^2 = \sum_{s=1}^{L_{12}} \left[ 1 - (-1)^{i+s} \right] \left\{ \text{tr} \left[ \chi_1 S^i_{N_{11}} H_1 (S^i_{N_{12}})^T X_2 H_0^T \right] \right\}^2,
\]

which can be written equivalently into (5.45)-(5.47). 

\[\blacksquare\]
CHAPTER 6

CONCLUSIONS

The design issue of multirate filter banks has been discussed by adopting a system approach. Two iterative algorithms proposed in [2, 34] for the design of QMF banks were examined in Chapter 2. An explicit expression for the error function was derived by using the Lyapunov stability theory. Two new iterative algorithms were developed and their complete convergence results were obtained. Compared with those algorithms in [2, 34], the new algorithms are applicable to a more general nonlinear optimization problem.

The design methods of maximally decimated (or critically sampled) filter banks were developed in both Chapter 3 and Chapter 4. Nonuniform filter banks were considered to be converted into uniform ones. Formulas missing in the literature are given. Frequency domain techniques such as $\mathcal{H}_2$ and $\mathcal{H}_\infty$ optimization were used to the corresponding design issue. Efficient algorithms were derived using state-space tools that can be implemented with MATLAB. The advantage of those design methods lies in two aspects. First, one can design the analysis filters with regard to the coding requirement of the input signal, and then design the synthesis filters to minimize the reconstruction error for which aliasing error is completely eliminated. That is, one does not have to design all analysis and synthesis filters simultaneously. Second, the proposed design technique uses many well known results, such as optimal Hankel approximation, discrete Lyapunov equation and Riccati equation, minimal realization, and model reduction, from control field that greatly reduces the design difficulty. Furthermore, in Chapter 4, the conversion from nonuniform systems
into uniform ones were studied so that the proposed design method also applies to nonuniform filter banks provided that structural dependency does not exist.

The design of two-channel 2-D QMF banks was presented in Chapter 5. This is an extension of the work in Chapter 2. That is, the design criterion is again of least-square type with an error index which is a linear combination of the reconstruction error and the stop band error in quadratic norm. The results included derivations for an explicit expression of the error index to be minimized, and a convergent iterative algorithm to obtain the minimal solution. A distinguished feature in derivation of the reconstruction error is the use of realization and Lyapunov methods from the linear system theory.

The research work reported in this dissertation is fairly complete. But on the other hand, some issues remain which will be summarized next for future research.

1. The global convergence issue for the two iterative algorithms in Chapter 2.

   It should be clear that the minimum solutions for the nonlinear optimization as in Chapter 2 are local in general, although all the design examples in our simulation give very decent results. Whether or not local minimums are close to the global minimum is worth further investigation. A much harder problem is clearly the search for global minimum solution.

2. The perfect reconstruction issue for $M$-channel filter banks.

   The design technique developed in Chapters 3 and 4 yields efficient computation procedures, and low time delay in transmission of the signal. However, it does not achieve perfect reconstruction. Further research is needed to extend the design technique in this dissertation to achieve perfect reconstruction.

3. The structural dependency issue for the design of nonuniform filter banks.
This problem has remained open for almost ten years. This dissertation has developed the new design technique in Chapters 3 and 4, but fails to solve the problem of structural dependency. Future research should be devoted to the design of nonuniform filter banks that resolves the problem of structural dependency.

4. Design issue for 2-D filter banks.

Chapter 5 has generalized the design methods in Chapter 2 to 2-D systems. But extension of the design technique in Chapters 3 and 4 to 2-D filter banks was not investigated in this dissertation which is left for future research.

It is believed that problems in Items 2 and 4 are solvable, even though they are not easy. But the problem in Item 1 is more difficult which may not lead to any solid result due to the lack of corresponding tools for general nonlinear optimization. The most important and difficult problem is Item 3. It is believed that future major development for multirate digital signal processing is hinged to solutions for structural dependency.
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