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Abstract

We study distributed output feedback control of a heterogeneous multi-agent system (MAS), consisting of $N$ different continuous-time linear dynamical systems. For achieving output consensus, a virtual reference model is assumed to generate the desired trajectory for which the MAS is required to track and synchronize. A full information (FI) protocol is assumed for consensus control. This protocol includes information exchange with the feed-forward signals. In this dissertation we study two different kinds of consensus problems. First, we study the consensus control over the topology involving time delays and prove that consensus is independent of delay lengths. Second, we study the consensus under communication constraints. In contrast to the existing work, the reference trajectory is transmitted to only one or a few agents and no local reference models are employed in the feedback controllers thereby eliminating synchronization of the local reference models. Both significantly lower the communication overhead. In addition, our study is focused on the case when the available output measurements contain only relative information from the neighboring agents and reference signal. Conditions are derived for the existence of distributed output feedback control protocols, and solutions are proposed to synthesize the stabilizing and consensus control protocol over a given connected digraph. It is shown that the $\mathcal{H}_\infty$ loop shaping and LQG/LTR techniques from robust control can be directly applied to design the consensus output feedback control protocol. The results in this dissertation complement the existing ones, and are illustrated by a numerical example.

The MAS approach developed in this dissertation is then applied to the development of autonomous aircraft traffic control system. The development of such systems have already started to replace the current clearance-based operations to trajectory based operations. Such systems will help to reduce human errors, increase efficiency, provide safe flight path, and improve the performance of the future flight.
Chapter 1
Introduction

1.1 Motivation

The consensus control is a research topic which has attracted great attention from many research communities, ever since the theoretical framework of the consensus problem for multi-agent systems (MASs) was proposed and analyzed by Olfati-Saber and Murray in [62]. It leads to the research field of consensus control.

The main objective of the consensus control is to develop algorithms for MASs such that the group of dynamic agents reaches an agreement regarding a certain quantity of interest by communicating information with neighboring agents and itself. The MASs differs from traditional control systems because it requires the convergence of control theory and communications. The challenges to MASs lie in the design of control systems that achieve robust cooperation, despite disconnections of some agents, inherent to most distributed environments. Had no notion of cooperative control evolved, each agent would be running separately, utilizing more resources and increasing the cost. It would not be able to utilize the availability of several agents in a distributed environment. It is the need for the cooperation which reveals many problems which otherwise would have been undiscovered.

Most of the existing consensus study is for homogeneous MASs. But in real world, most systems are heterogeneous in nature. In fact for practical systems, the agents coupled with each other have different dynamics because of various restrictions or depending on the common goal which they are trying to achieve together. For truly heterogeneous MASs, the state consensus may not be meaningful due to possible difference in their dynamics and state dimensions. Hence it makes more sense to consider output consensus. It should be pointed out that even if all the agent systems are made by the same manufacturer, the system dynamics may change due to aging and working environments. Therefore there is a need to study the more complex consensus problem of heterogeneous MASs for example;
heterogeneous MASs with delays, heterogeneous MASs under directed graphs/switching topologies/random networks, discrete heterogeneous MASs etc. Parameters like friction, changing masses, damping coefficients, material properties, and the like can not be ignored in real-life.

1.2 Applications of Consensus Control

Consensus control has received a lot of attention in the literature due to its numerous applications in various areas, e.g. unmanned aerial vehicles [12, 13, 82], mobile robots [84, 85], satellites [14, 16, 71], formation control [25, 43], distributed sensor networks [59, 60], flocking [57], automated highway systems [7, 69] and synchronization of complex networks [45, 68, 73], to name only a few.

1.3 Early Work in Consensus Control

The consensus problem is a fundamental research topic in the field of distributed computing [42]. The problem of cooperative control of networked MASs [25] is important because in real-life networked systems have limitations such as restricted network bandwidth, limited sensing capabilities of agents or packet loss during communication. This makes the area of cooperative control interesting, where the agents may have limited information about their environment and the state of the other agents while they should also adjust themselves to the changing environment according to their system dynamics.

Formation control is one of the important applications of cooperative MASs. Existing approaches to solve this type of problem are classified as leader-follower method and virtual-leader method. The leader-follower approach has a leader which defines a reference trajectory for others to follow. Although the method is simple to implement, it requires each follower to have information about its leader. This dependence on a leader during formation may be undesirable and can lead to a bottleneck situation. Additionally, this approach is known to have poor disturbance rejection properties. Such situations can be tackled by having decentralized control where each agent may look for information from its neighbors, thereby reducing the complexity of information exchange between agents.
Another approach is based on creation of a virtual-leader. A fictitious leader is created to replace the real leader and all other agents are considered as followers. This approach simplifies analysis and requires fewer sensors for control law implementation. Such an approach is also capable of overcoming the problems associated with disturbance rejection. Although the advantage is achieved at the expense of high communication and computation capabilities which are essential to identify the virtual leader and then to communicate its position in real-time to the other followers.

Early work in the field of cooperative MASs includes [35] where the agents’ dynamics are modeled as a switched linear system, and [52, 62] where agents consist of a scalar integrator. In [41] the agents are modeled as double integrators. Also in [74] the authors investigate the motion of vehicles modeled as double integrators. The objective for them is to achieve a common velocity while avoiding collision between vehicles. The results for integrator chains more than two has been discussed in [79].

Some of the recent work concerned with homogeneous MASs [45, 48, 87] have state-space representation. They are more general and include integrator dynamics as a special case. The results in aforementioned papers and others solve the problems of designing distributed and local control protocols for state feedback and state estimation. As the problem can be decomposed into two parts, the solutions to cooperative control based on output feedback are also available.

The survey paper [61] by Olfati-Saber and Murray, and references therein, provide a good overview of system-theoretic framework for expression and analysis of consensus algorithms in both continuous-time and discrete-time of MASs along with results, applications and challenges in this area. The common feature between these approaches is the assumption about the communication topology which allows us to use a particular cooperative formation control methodology. Communication topologies in networked systems can be fixed. They can also be dynamic or be a switching network [62, 64] either due to node and link failures/creations, formation reconfigurations [58] or due to flocking [57, 63]. The
network with switching topology is interesting as the graph is changing i.e, a node is being
removed or added which could affect the consensus between the agents. The information
flow between graphs could be directed or undirected, with or without time-delays. The
strategy to form a communication topology should satisfy stability and meet performance
requirements, and should be robust to any changes in the communication topology. A
directed graph (digraph) can be strongly connected or connected. It is called strongly con-
ected if there is a path from each node in the graph to every other node [Figure 1.1(a)],
whereas it is called connected if between any two nodes there is a path from one to another
[Figure 1.1(b) - Node 6 is a connected node].

![Diagram](attachment:diagram.png)

Figure 1.1: a) Left: Strongly Connected Graph. b) Right: Connected Graph.

### 1.4 An Overview on Consensus Control in Homogeneous MASs

In systems theory to achieve a desired behavior from a complicated system it is usually
preferred to design an interconnection of simpler subsystems whose dynamics are similar
to the complex system. Luc Moreau puts forward the stability properties for a class of
linear time-varying systems in [52, 53, 54]. Moreau considers each individual system in the
network to be a scalar integrator. He provided a condition for convergence to a consensus
value for minimal connectivity of the graph which allowed the communication from one
system to another to be indirect, assuming that a system need not communicate directly with all other systems in the network at any given time. A linear time-varying system is described as

$$\dot{x}(t) = A(t)x(t).$$

(1.1)

We assume that $A(t)$ is piecewise continuous and bounded. In addition, $A(t)$ satisfies

$$A(t) = \begin{cases} \sum_{k=1}^{N} a_{ik}(t), & j = i \\ -a_{ij}(t), & j \neq i. \end{cases}$$

(1.2)

If there exists a $T > 0$ such that for all $t$

$$\int_{t}^{t+T} A(\tau)d\tau,$$

(1.3)

represents a connected graph, then the system equilibrium sets of the consensus states is uniformly exponentially stable. Each component of $x(t)$ in the MAS described by (1.1) represents an agent.

The communication between the set of interconnected systems is encoded through a time-varying weighted directed graph (digraph) specified by $G(t) = (V, E(t))$, where $V = \{v_i\}_{i=1}^{N}$ is the set of nodes and $E(t) \subset V \times V$ is the set of edges or arcs, where an edge starting at node $i$ and ending at node $j$ is denoted by $(v_i, v_j) \in E(t)$. The node index set is denoted by $\mathcal{N} = \{1, \cdots, N\}$. The neighborhood of node $i$ at time $t$ is denoted by the set $\mathcal{N}_i(t) = \{j \mid (v_j, v_i) \in E(t)\}$. A path on the digraph is an ordered set of distinct nodes $\{v_{i_1}, \cdots, v_{i_K}\}$ such that $(v_{i_{j-1}}, v_{i_j}) \in E(t)$. Let $A(t) = [a_{ij}(t)] \in \mathbb{R}^{N \times N}$ be weighted adjacency matrix. The value of $a_{ij}(t) \geq 0$ represents the coupling strength of edge $(v_j, v_i)$ at time $t$. Self edges are not allowed, i.e., $a_{ii}(t) = 0 \forall i \in \mathcal{N}$ for all $t$. Denote the degree matrix for $A(t)$ by $\mathcal{D}(t) = \text{diag}\{\text{deg}_1(t), \cdots, \text{deg}_N(t)\}$ with $\text{deg}_i(t) = \sum_{j \in \mathcal{N}_i} a_{ij}(t)$ and the Laplacian matrix as $L(t) = \mathcal{D}(t) - A(t)$ which is equivalent to
\[ l_{ij}(t) = \begin{cases} 
\sum_{k=1}^{N} a_{ik}(t), & j = i \\
-a_{ij}(t), & j \neq i.
\end{cases} \quad (1.4) \]

If \( v_i \rightarrow v_j \forall j \in \mathcal{N} \), then \( v_i \) is called a connected node of \( \mathcal{G}(t) \). The digraph is called connected if there exists a connected node. The graph \( \mathcal{G}(t) \) is uniformly connected if there exists a time horizon \( T > 0 \) and a node \( v_i \) such that \( v_i \rightarrow v_j \forall j \in \mathcal{N} \) across \([t, t + T]\).

Notice that \( A(t) \) as defined by Moreau may be interpreted as \( -\mathcal{L}(t) \) due to the properties of the Laplacian matrix. As a result,

\[ \dot{x}(t) = -\mathcal{L}(t)x(t). \quad (1.5) \]

Scardovi and Sepulchre [68] provide an extension to the work done by Moreau. Consider \( N \) agents exchanging information about their state vectors \( x_i \), for \( i = 1, \ldots, N \), according to a communication graph \( \mathcal{G}(t) \). They describe the consensus protocol as

\[ \dot{x}_i = \sum_{j=1}^{N} a_{ij}(t)(x_j - x_i), \quad i = 1, \ldots, N. \quad (1.6) \]

Using the definition of Laplacian matrix we can rewrite the above equation as

\[ \dot{x}(t) = -\hat{\mathcal{L}}_n(t)x(t), \quad (1.7) \]

where \( \hat{\mathcal{L}}_n(t) = \mathcal{L}(t) \otimes I_n \).

A more general MAS is the one in which each agent is a dynamic system. An instance is the \( N \) identical linear state-space models described by

\[ \dot{x}_i(t) = Ax_i(t) + Bu_i(t), \quad y_i(t) = Cx_i(t), \quad (1.8) \]

where \( x_i(t) \in \mathbb{R}^n \) is the state vector, \( u_i(t) \in \mathbb{R}^m \) is the control input, and \( y_i(t) \in \mathbb{R}^p \) is
the output vector for \( k = 1, \ldots, N \). The authors in [68] consider a special case where \( B \) and \( C \) are \( n \times n \) nonsingular matrices and all the eigenvalues of \( A \) are on the imaginary axis. Under the assumption that the communication graph \( G(t) \) is uniformly connected and the corresponding Laplacian matrix \( \mathcal{L}(t) \) be piecewise continuous and bounded. Then the control law is given by

\[
    u_i = B^{-1}C^{-1} \sum_{j=1}^{N} a_{ij}(t)(y_j - y_i), \quad i = 1, \ldots, N, \tag{1.9}
\]

uniformly exponentially synchronizes all the solutions of linear systems to a solution of the system \( \dot{x} = Ax \). This discussion may not be true as \( B \) and \( C \) are not invertible in general. Hence, we are unlikely to obtain an equation similar to (1.7).

The above assumption of square nonsingular matrices \( B \) and \( C \) is removed by considering the condition which only requires stabilizability of the pair \( (A, B) \), detectability of the pair \( (C, A) \) and by employing dynamic couplings. Then the control law is given by

\[
\begin{align*}
\dot{\eta}_i &= (A + BK)\eta_i + \sum_{j=1}^{N} a_{ij}(t)(\eta_j - \eta_i + \hat{x}_i - \hat{x}_j), \\
\dot{x}_i &= A\hat{x}_i + Bu_i + H(\hat{y}_i - y_i), \\
u_i &= K\eta_i, \quad i = 1, \ldots, N, \tag{1.10}
\end{align*}
\]

where \( K \) is the an arbitrary stabilizing feedback matrix, \( H \) is the observer matrix and \( \hat{y}_k = C\hat{x}_k \), solves the synchronization problem. The result can be stated under the condition that the communication graph \( G(t) \) is uniformly connected and the Laplacian matrix \( \mathcal{L}(t) \) is piecewise continuous and bounded. The eigenvalues of \( A \) are on the closed left half complex plane. If pairs \( (A, B) \) is stabilizable and \( (A, C) \) is detectable then we can choose \( K \) and \( H \) such that \( A + BK \) and \( A + HC \) are Hurwitz, then the solution of the linear system with dynamic couplings will uniformly exponentially synchronize to a solution of the system \( \dot{x} = Ax \).
It would be of interest to identify other classes of systems beyond the simple integrators considered by Moreau. Consensus control for such systems would require us to design distributed state and output feedback controllers. Next we discuss the work done by Li, Duan, Chen and Huang in [45] in the field of consensus control. The authors present a unified way to achieve consensus in MAS and synchronization of complex networks. They propose distributed observer-type consensus protocol based on relative output measurements for the agents whose dynamics are extended to be in a general linear form (1.8). The static consensus protocol is given by the relative measurements of other agents with respect to agent $i$

$$\zeta_i = c \sum_{j=1}^{N} a_{ij}(t)(y_j - y_i), \quad i = 1, \ldots, N. \quad (1.11)$$

A distributed observer type consensus protocol is proposed

$$\dot{v}_i = (A + BK)v_i + F[c \sum_{j=1}^{N} a_{ij}C(v_i - v_j) - \zeta_i], \quad u_i = Kv_i, \quad (1.12)$$

where $F$ and $K$ are feedback gain matrices. This observer based protocol solves the consensus problem for a directed network of agents having a spanning tree if and only if $(A + BK)$ and $(A + c\lambda_i FC)$, for $i = 2, \ldots, N$, are Hurwitz. This allows the use of separation principle for a multi-agent setting and converts the consensus problem into stability problem for a set of matrices with the same dimension as a single agent.

Based on leader-follower approach another paper which discusses agent dynamics for the identical general linear form is by Zhang, Lewis and Das [87]. A leader node is used to generate the desired tracking trajectory. An optimal design for synchronization of cooperative systems is proposed including full state feedback control, observer design, and output feedback control.
1.5 An Overview on Consensus Control in Heterogeneous MASs

The recent development in the area of consensus problem has motivated the researchers to now think about the more difficult situation and extend it to the case of heterogeneous MASs. There are some results which are reported in the literature [27, 39, 47, 75, 78], dealing with the complex problem of heterogeneous MASs. It is important for us to know the requirement for consensusability for such agents. The problem could be to design a controller such that the output of the closed loop system asymptotically tracks a reference signal [26] or as a special case of output regulation [10], regardless of external disturbance and the initial state.

The well know internal model principle for the classical regulator problem for linear, time-invariant, finite dimensional systems is introduced by Francis and Wonham [26]. They embed an internal model of the disturbance and reference signals in the open loop system. The purpose of introducing this internal model is to supply closed loop transmission zeros which will cancel the unstable poles for the disturbance or reference signals.

Wieland and Allgöwer introduced the internal model principle to the area of consensus control [77]. They show that each agent with its controller requires an internal model of the consensus dynamics for it to have a solution to the consensus problem. They provide a necessary condition for existence of a solution to the consensus problem which applies to both output and state consensus over a constant communication graph. Later the authors extended their work in [78] to put forward a more generalized version and provide necessary and sufficient requirements for output synchronization in case of time-varying connected graphs based on the results provided by Moreau [52, 53, 54] and Scardovi and Sepulchre [68] by employing dynamic couplings to the system model. They solve the heterogeneous synchronization problem for $N$ linear systems by finding a distributed control law, dependent on the relative information only over the uniformly connected communication graph $\mathcal{G}(t)$,
of which the outputs of the closed loop system asymptotically synchronize to a common trajectory.

Consider \( N \) heterogeneous agents with the dynamics of the \( i \)th agent described by

\[
\dot{x}_i(t) = A_i x_i(t) + B_i u_i(t), \quad y_i(t) = C_i x_i(t),
\]

(1.13)

where \( x_i(t) \in \mathbb{R}^{n_i} \) is the state, \( u_i(t) \in \mathbb{R}^{m} \) is the input, and \( y_i(t) \in \mathbb{R}^{p} \) is the measurement output of the \( i \)th dynamic agent. It follows that \( A_i \in \mathbb{R}^{n_i \times n_i}, B_i \in \mathbb{R}^{n_i \times m}, \) and \( C_i \in \mathbb{R}^{p \times n_i} \). Thus the \( i \)th agent admits transfer matrix \( P_i(s) = C_i(sI_{n_i} - A_i)^{-1}B_i \) with \( I_n \) the \( n \times n \) identity matrix. Note that the state dimension \( n_i \) can be different from each other. However, all agents have the same number of inputs and outputs. The global system of (1.13) is described by

\[
\dot{x}(t) = Ax(t) + Bu(t), \quad y(t) = Cx(t),
\]

(1.14)

where \( A = \text{diag}(A_1, \ldots, A_N), B = \text{diag}(B_1, \ldots, B_N), C = \text{diag}(C_1, \ldots, C_N), \) and

\[
x(t) = \text{vec}\{x_1(t), \ldots, x_N(t)\} := \begin{bmatrix} x_1(t) \\ \vdots \\ x_N(t) \end{bmatrix},
\]

\[
u(t) = \text{vec}\{u_1(t), \ldots, u_N(t)\}, \quad y(t) = \text{vec}\{y_1(t), \ldots, y_N(t)\}. \]

For heterogeneous MASs, the consensus problem is concerned with the agents’ outputs and requires that

\[
\lim_{t \to \infty} [y_i(t) - y_j(t)] = 0, \quad \forall \ i, j \in \mathcal{N}.
\]

(1.15)

The necessary condition extended from the results of [77] to solve the heterogeneous synchronization problem is stated as follows. Consider \( N \) linear state space models coupled through dynamic controllers. Assume that the closed loop system has no asymptotically
stable equilibrium set on which outputs vanish. Then there exists a number \( m \in \mathbb{N} \),
matrices \( S \in \mathbb{R}^{n \times n} \) and \( R \in \mathbb{R}^{q \times m} \), where the eigenvalues of \( S \) are on the closed right-half complex plane and \((S, R)\) is observable, and matrices \( \Pi_i \in \mathbb{R}^{n_i \times m} \) and \( \Gamma_i \in \mathbb{R}^{p_i \times m} \) for
\( i = 1, \ldots, N \) satisfying
\[
A_i \Pi_i + B_i \Gamma_i = \Pi_i S,
\]
\[
C_i \Pi_i = R,
\]
for \( i = 1, \ldots, N \), which is necessary for synchronizability of heterogeneous network.

The authors propose the following dynamic couplings to achieve synchronization of heterogeneous networks
\[
\dot{\zeta}_i = S \zeta_i + \sum_{j=1}^{N} a_{ij}(t)(\zeta_j - \zeta_i),
\]
\[
\dot{x}_i = A_i \dot{x}_i + B_i u_i + H_i(\dot{y}_i - y_i),
\]
\[
u_i = K_i(\dot{x}_i - \Pi_i \zeta_i) + \Gamma_i \zeta_i,
\]
with controller states \( \zeta_i \in \mathbb{R}^m \) and \( \dot{x}_i \in \mathbb{R}^{n_i} \) for \( i = 1, \ldots, N \). Comparing the controller equation, \( u_i \) of (1.17) with (1.10) we see that two new terms \( \Pi_i \zeta_i \) and \( \Gamma_i \zeta_i \) are added, these are needed for synchronization of heterogeneous networks.

The sufficient condition to achieve synchronization of heterogeneous networks is the main result of [78] and is stated as follows. Consider \( N \) heterogeneous linear state-space models with \((A_i, B_i)\) stabilizable and \((A_i, C_i)\) detectable for \( i = 1, \ldots, N \). Let Laplacian matrix \( \mathcal{L}(t) \) be piecewise continuous and bounded for a uniformly connected communication graph \( G(t) \). Gain matrices \( K_i \) and \( H_i \) can be chosen such that \( A_i + B_i K_i \) and \( A_i + H_i C_i \) are Hurwitz for \( i = 1, \ldots N \), then a solution to heterogeneous problem exists which uniformly exponentially synchronizes if and only if there exists a number \( m \in \mathbb{N} \), matrices \( S \in \mathbb{R}^{n \times n} \), \( R \in \mathbb{R}^{q \times m} \), \( \Pi_i \in \mathbb{R}^{n_i \times m} \) and \( \Gamma_i \in \mathbb{R}^{p_i \times m} \) for \( i = 1, \ldots, N \) satisfies the necessary conditions and has eigenvalues of \( S \) on the imaginary axis.
Under the assumption that \((A_i, B_i)\) stabilizable and \((A_i, C_i)\) detectable for \(i = 1, \ldots, N\) the proposed dynamic couplings achieve synchronization by assigning each individual system a reference generator in the form

\[
\dot{\zeta}_i = S\zeta_i + \sum_{j=1}^{N} a_{ij}(t)(\zeta_j - \zeta_i).
\]  

(1.18)

All the individual systems then asymptotically track their reference generators to achieve synchronization.

Output synchronization for heterogeneous networks of non-introspective agents was proposed by Grip, Yang, Saberi and Stoorvogel in [27]. Most of the design methods for output synchronization of heterogeneous agents rely on self-knowledge, or in other words they may be required to know their state, their output or their own state/output relative to that of reference trajectory, which is different from the information transmitted via the network. As pointed out by the authors there may be situations when this self-knowledge is unavailable. The authors refer to agents which possess self-knowledge as introspective agents, while non-introspective agents are those which possess no self-knowledge except for what is received via the network. A multi-input/multi-output (MIMO) network of \(N\) non-introspective agents is described by linear state-space model. The only knowledge the agent receives is from a constant communication network (in this case a weighted digraph \(G\)) is in the form of linear combination of its own output relative to that of the other agents

\[
\dot{\zeta}_i = \sum_{j=1}^{N} a_{ij}(y_i - y_j),
\]

(1.19)

where \(a_{ij} = 0\) and \(a_{ii} = 0\). Using the definition of Laplacian matrix the above equation is equivalent to

\[
\dot{\zeta}_i = \sum_{j=1}^{N} l_{ij}y_j.
\]

(1.20)

Apart from the information which agents receives from output relative to other agents,
they are also assumed to exchange relative information about the internal estimates via the network and that is given by

\[
\hat{\zeta}_i = \sum_{j=1}^{N} a_{ij} (\eta_i - \eta_j) = \sum_{j=1}^{N} l_{ij} \eta_j, \quad (1.21)
\]

where \( \eta_j \in \mathbb{R}^p \) is produced internally by the controller for agent \( j \).

Certain assumptions about the network topology and the agents are made. A directed spanning tree which is considered here is a directed tree that contains all the nodes of \( G \). The digraph \( G \) has a directed spanning tree with root agent \( W \in \{1, \ldots, N\} \), such that for each \( i \in \{1, \ldots, N\} \setminus W \), has the following properties

1) \( (A_i, B_i) \) is stabilizable
2) \( (A_i, C_i) \) is observable
3) \( (A_i, B_i, C_i, D_i) \) is right-invertible
4) \( (A_i, B_i, C_i, D_i) \) has no invariant zeros in the closed right-half complex plane that coincide with the eigenvalues of \( A_W \).

Let \( \bar{\mathcal{L}}_W = [l_{ij}]_{i,j \neq W} \) be defined from \( \mathcal{L} \) by removing the row and column corresponding to the root agent \( W \).

A 3-step design procedure of the decentralized controllers which can achieve output synchronization is provided in [27], we discuss it briefly here. The control output and the internal estimate of the root agent is set to 0. The goal is to set the dynamics of the synchronization error variable, \( e_i := y_i - y_W \) to 0. The dynamics of \( e_i \) is governed by

\[
\begin{bmatrix}
\dot{x}_i \\
\dot{x}_W
\end{bmatrix} =
\begin{bmatrix}
A_i & 0 \\
0 & A_W
\end{bmatrix}
\begin{bmatrix}
x_i \\
x_W
\end{bmatrix} +
\begin{bmatrix}
B_i \\
0
\end{bmatrix} u_i,
\]

\[
e_i =
\begin{bmatrix}
C_i \\
-C_W
\end{bmatrix}
\begin{bmatrix}
x_i \\
x_W
\end{bmatrix} + D_i u_i.
\]

(1.22)
The system defined above in general is not stabilizable. To achieve the goal of making \( e_i = 0 \) a standard output regulation method is used with the only available information to agent \( i \) being \( \zeta_i \) and \( \hat{\zeta}_i \). First step reduces the dimension of the model to \( \bar{x}_i \) by performing state transformation. This removes the redundant modes which have no effect on \( e_i \) so even though the original model may be unobservable, the reduced model is always observable.

\[
\dot{x}_i = A_i \bar{x}_i + B_i u_i := \begin{bmatrix} A_i & \bar{A}_{i12} \\ 0 & \bar{A}_{i22} \end{bmatrix} \bar{x}_i + \begin{bmatrix} B_i \\ 0 \end{bmatrix} u_i,
\]

\[
e_i = \begin{bmatrix} C_i \\ -\bar{C}_{i2} \end{bmatrix} \bar{x}_i + D_i u_i. \tag{1.23}
\]

Second step designs a state feedback controller as a function of \( \bar{x}_i \) to regulate \( e_i \) to 0. Consider the following regulator equations with unknowns \( \Pi_i \in \mathbb{R}^{n_i \times r_i} \) and \( \Gamma_i \in \mathbb{R}^{m_i \times r_i} \), where \( r_i = \eta_W - q_i \). The null space dimension of the observability matrix corresponding to the system is defined as \( q_i \). Based on \( \Pi_i \) and \( \Gamma_i \), find matrix \( \bar{F}_i = \begin{bmatrix} F_i \\ \Gamma_i - F_i \Pi_i \end{bmatrix} \), where \( F_i \) is chosen such that \( A_i + B_i \bar{F}_i \) is Hurwitz. This controller cannot be directly implemented as \( \bar{x}_i \) is not available to agent \( i \). Third step, construct an observer that makes an estimate of \( \bar{x}_i \) available to agent \( i \). This observer is based on the information \( \zeta_i \) and \( \hat{\zeta}_i \) received via the network. A second state transformation is performed as the network in heterogeneous in nature, in order to obtain a dynamical model which is similar to other agents. In conclusion we can state that by implementing the observer estimates for each agent along with the state feedback controller output synchronization is achieved.

Kim, Shim and Sio studied output synchronization for uncertain linear MASs with single-input/single-output (SISO), minimum phase systems in [39]. The block diagram in Figure 1.2 shows how they achieve synchronization by embedding an identical generator in each agent, the output of which is tracked by the actual agent output.
Consider a group of heterogeneous uncertain $N$ agents given by

$$\dot{x}_i = A_i(\mu_i)x_i + B_i(\mu_i)u_i, \quad y_i = C_i(\mu_i)x_i, \quad i = 1, \ldots, N,$$

(1.24)

where $x_i \in \mathbb{R}^{n_i}$ is the state, $u_i \in \mathbb{R}^i$ the control input, $y_i \in \mathbb{R}^i$ the output of the $i$th agent, and the uncertain vector $\mu_i$ ranges over a compact subset $\mathcal{M}_i$ of $\mathbb{R}^{n_i}$ for all $i = 1, \ldots, N$. A weighted, directed and fixed network topology is considered here.

The output feedback controller is written as

$$\dot{\zeta}_i = F_i\zeta_i + G_1 \sum_{j \in \mathcal{N}} l_{ij}y_j,$$

$$u_i = H_i\zeta_i + J_1 \sum_{j \in \mathcal{N}} l_{ij}y_j, \quad i = 1, \ldots, N,$$

(1.25)

where $\zeta_i \in \mathbb{R}^{p_i}$. Recall the consensus problem which implies that a certain signal $\phi(t)$ exists such that for all $i$

$$\lim_{t \to \infty} \{y_i(t) - \phi(t)\} = 0$$

(1.26)

Consider a group of auxiliary linear systems which are termed as generators and are of the form

$$\dot{w} = Sw, \quad \phi = Rw,$$

(1.27)

where $w \in \mathbb{R}^q$, $\text{Re}\{\lambda_j(S)\} = 0$ for $j = 1, \ldots, q$ and $(S, R)$ is observable. The generator
produces signals which is an outcome of online consensus among the agents. The fact which motivates to embed the dynamics $\dot{w} = Sw$ into the controller is the presence of all eigenvalues of $S$ for all $\mu_i \in \mathcal{M}_i$ and $i = 1, \ldots, N$ in the closed loop system matrix given by

$$\bar{A}_i(\mu_i) := \begin{bmatrix} A_i(\mu_i) + B_i(\mu_i)J_1C_i(\mu_i) & B_i(\mu_i)H_i \\ G_iC_i(\mu_i) & F_i \end{bmatrix},$$

so that the solution of the closed loop system satisfies the consensus condition given by

$$\lim_{t \to \infty} \{y_i(t) - \text{Re}^{St}w_o\} = 0. \quad (1.29)$$

Synchronization of heterogeneous agents with arbitrary linear dynamics given by (1.14) based on internal reference model requires the agents to have a common intersection so that they become synchronizable is proposed by Lunze in [47]. The agents are said to be synchronized if the following statements are satisfied

1) Agents have a common intersection, i.e. for specific initial states all outputs $y_i(t)$ follow a common trajectory $y_s(t)$.

2) For all initial states, the agents asymptotically approach the same trajectory $y_s(t)$. It is assumed that the communication between the agents is restricted to transfer of its outputs. If the agents are synchronized then agents generate a synchronous trajectory $y_s(t)$ without interactions such that the error vanishes. This synchronous trajectory is generated by an exosystem. The overall system has a plant model and an exosystem with a communication graph which is fixed, directed spanning tree.

1.6 Organization of the Dissertation

We introduce consensus control for the heterogeneous MAS in Chapter 1, consisting of $N$ different continuous-time dynamical systems. The motivation for studying heterogeneous MASs is discussed in this chapter along with the numerous application areas. Before we go into the detail of our work we provide an overview of how this area has evolved both
in terms of homogeneous MASs and heterogeneous MASs. In Chapter 2 and Appendix A we provide the preliminaries required to proceed with our work which includes topics like internal model principle, graph theory etc. Our main results for heterogeneous MASs are provided in Chapters 3 to 5. Two different kinds of consensus problems are presented in this dissertation. In Chapter 3 we consider consensus control when time delays exist in the communication topology. In Chapter 4 we consider consensus under communication constraints where the reference trajectory is transmitted to only one or few agents. We also consider the problem of designing the feedback control law in order to achieve tracking for typical test signals in MAS environment. In Chapter 5 we consider the consensus control of aircrafts in an attempt to build autonomous aircraft traffic control systems. The dissertation is concluded in Chapter 6, which also lists some ideas about possible future research topics.
Chapter 2
Preliminaries

2.1 Internal Model Principle

As mentioned in the earlier section, Francis and Wonham [26] put forward the internal model principle for the classical regulator problem. Disturbance or reference signals have a known structure and is being generated by an exosystem or reference model. The aim of the controller is to provide disturbance rejection and reference tracking by embodying the model of disturbance or reference signal within itself. In this section, we give a brief overview of internal model principle method from [30].

Consider the state space model described by

\[ \dot{x}(t) = Ax(t) + Bu(t), \quad y(t) = Cx(t), \]  

(2.1)

where \( x(t) \in \mathbb{R}^n \) is the state, \( u(t) \in \mathbb{R}^m \) is the input, and \( y(t) \in \mathbb{R}^p \) is the measured output with \( p = m \). The exosystem or reference model is described by

\[ \dot{r}(t) = Ar(t), \quad y_r(t) = C_0r(t), \]  

(2.2)

where \( r(t) \in \mathbb{R}^{n_r} \). The condition for tracking requires

\[
\lim_{t \to \infty} e(t) = \lim_{t \to \infty} [y(t) - y_r(t)] \\
= \lim_{t \to \infty} [y(t) - C_0r(t)].
\]  

(2.3)

The static state feedback controller can be modeled as

\[ u(t) = K_x x(t) + K_r r(t) \]  

(2.4)
where \( K_x \in \mathbb{R}^{m \times n} \) and \( K_r \in \mathbb{R}^{m \times n_r} \) are constant matrices. The closed loop system can then be written as

\[
\dot{x}_c(t) = A_c x_c(t) + B_c r(t), \quad y_c(t) = C_c x_c(t) + D_c r(t),
\]

(2.5)

where \( A_c = (A + BK_x) \), \( B_c = BK_r \), \( C_c = (C + DK_x) \) and \( D_c = DK_r \).

Lemma 1 The linear output regulation problem can be solved by using the control law of the form (2.4) under the following assumptions

1) \( A_r \) has no eigenvalues with negative real parts.

2) \((A, B)\) is stabilizable.

3) Closed loop system in (2.5) is Hurwitz.

The closed loop system is said to have output regulation property if it follows

\[
\lim_{t \to \infty} e(t) = \lim_{t \to \infty} [C_c x_c(t) + D_c r(t)] = 0.
\]

Then there exists a unique matrix \( X_c \) that satisfies the following matrix equations

\[
X_c A_c = A_c X_c + B_c, \quad 0 = C_c X_c + D_c.
\]

(2.6)

The following steps can be followed to synthesize a desired static state feedback controller.

Step 1: Find a feedback gain \( K_x \) such that \((A + BK_x)\) is stable.

Step 2: Solve for both \( X_c \) and \( K_r \) from the set of linear equations given by

\[
X_c A_r = (A + BK_x) X_c + BK_r, \quad 0 = (C + DK_x) X_c + DK_r.
\]

(2.7)

This approach has a drawback wherein \( X_c \) and \( K_r \) depend on \( K_x \). This dependency requires a recomputation of \( X_c \) and \( K_r \) each time \( K_x \) is redesigned. To overcome this issue a better
approach is obtained by making the following linear transformation

\[
\begin{bmatrix}
X \\
U
\end{bmatrix} =
\begin{bmatrix}
I_n & 0_{n \times m} \\
K_x & I_m
\end{bmatrix}
\begin{bmatrix}
X_c \\
K_r
\end{bmatrix}
\]

in Equation (2.7). After the transformation we get the following set of linear matrix equations in unknown matrices \( X \) and \( U \) given by

\[
XA_r = AX + BU, \quad 0 = CX + DU. \tag{2.8}
\]

**Theorem 1** Under the assumptions in Lemma 1, let the feedback gain \( K_x \) be computed such that \((A + BK_x)\) is exponentially stable. Then the linear output regulation problem is solvable by a static state feedback control of the form

\[
u = K_x x + K_r r
\]

if and only if there exists two matrices \( X \) and \( U \) that satisfy (2.8), with the feedforward gain \( K_r \) given by

\[
K_r = U - K_x x.
\]

**Theorem 2** Equations in (2.8) admit a solution pair \((X, U)\), if and only if

\[
\text{rank}\left\{\begin{bmatrix}
A - sI & B \\
C & D
\end{bmatrix}\right\} = \# \text{ rows } \forall s = \lambda_i(A_r).
\]

The regulator equations in (2.8) can be written as

\[
\begin{bmatrix}
I_n & 0 \\
0 & 0
\end{bmatrix} XA_r -
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix} X = \begin{bmatrix} 0_{n \times n_r} \\
-C_0
\end{bmatrix}, \quad X = \begin{bmatrix} X \\
U
\end{bmatrix}.
\]
Denote $\underline{x} = \text{vec}(X)$ that packs columns of $X$ into a single vector column in order. Then the above equation is equivalent to $M\underline{x} = \underline{b}$ with

$$M = A' \otimes \begin{bmatrix} I_n & 0 \\ 0 & 0 \end{bmatrix} - I_{nr} \otimes \begin{bmatrix} A & B \\ C & D \end{bmatrix}, \quad \underline{b} = \text{vec} \begin{bmatrix} 0_{n \times n_r} \\ -C_0 \end{bmatrix}.$$  

Hence using the above synthesis procedure we can track a reference input by using a static state feedback controller of the form (2.4).

### 2.2 Positive Real Property

Positive real (PR) transfer function matrices have been studied extensively in network theory [4] and for stability analysis in control theory [22]. Consider a continuous linear time-invariant system described by (2.1). Let $T(s) = C(sI - A)^{-1}B$ be a square transfer function matrix of a complex variable $s = j\omega$. Then $T(s)$ is termed PR [4, 5] if the following conditions are satisfied

1) All the elements of $T(s)$ are analytic in $\Re[s] > 0$.

2) $T(s)$ is real for real positive $s$.

3) $T^*(s) + T(s) \geq 0$ for $\Re[s] > 0$ where superscript * denotes complex conjugate transpose.

### 2.3 Greshgorin Circle Theorem

There are many areas in engineering and physics, where eigenvalues and eigenvectors play important roles. In linear algebra eigenvalues are defined for a square matrix $A$. An eigenvalue for the matrix $A$ is a scalar $\lambda$ such that there is a non-zero vector $x$ which satisfies the equation $Ax = \lambda x$. In linear algebra the eigenvalues are also roots of the characteristic polynomial $\det(A - \lambda I)$. Unfortunately, it is often difficult to find the eigenvalues of $A$ as it requires solving a degree $n$ polynomial equation. Another way of estimating the eigenvalues is to find the trace of the matrix, $\text{tr}(A) = \sum_{i=1}^{n} |a_{ii}|$. The trace of a matrix is the sum of the eigenvalues but it does not give us any range for the eigenvalues.
In order to bound the eigenvalues in the complex plane the Greshgorin circle theorem is used. The theorem can be stated as follows [32]. Let $A = [a_{ij}]$ be a $n \times n$ matrix, let $d_i = \sum_{i \neq j} |a_{ij}|$. Then the set $D_i = \{z \in \mathbb{C} : |z - A_{ii}| \leq d_i\}$ is called the $i$th Greshgorin disc of a matrix $A$. The eigenvalues of $A$ are the union of Greshgorin discs

$$G(A) = \bigcup_{i=1}^{n} \{z \in \mathbb{C} : |z - A_{ii}| \leq d_i\}. \quad (2.9)$$

Furthermore, if the union of $k$ of the $n$ discs that comprise $G(A)$ forms a set $G_k(A)$ that is disjoint from the remaining $n - k$ discs, then $G_k(A)$ contains exactly $k$ eigenvalues of $A$, counted according to their algebraic multiplicities.

### 2.4 Dominant and $M$-matrices

Denote $\mathbb{R}^N$ as the $N$-dimensional real space. Let $A = [a_{ij}]$ be a matrix with $a_{ij}$ the $(i,j)$th entry. The real square matrix $A$ is called row dominant if $|a_{ii}| \geq \sum_{j \neq i} |a_{ij}|$, column dominant if $|a_{jj}| \geq \sum_{i \neq j} |a_{ij}|$, and doubly dominant if it is both row and column dominant. If the inequalities are strict then one calls such matrices strictly row or column or doubly dominant.

A certain class of matrices which is extensively studied for stability analysis in control theory is $M$-matrices [1, 18, 65, 66]. A square matrix $M$ is called an $M$-matrix (resp. semi $M$-matrix), if all its off-diagonal elements are either negative or zero, and all its principal minors are positive (resp. nonnegative).

The following properties of $M$-matrices are useful [81]. Suppose that all the off-diagonal elements of the square matrix $M$ are either negative or zero. Then the following are equivalent

1) $M$ is an $M$-matrix; 2) $-M$ is Hurwitz;

3) The leading principal minors of $M$ are all positive;

4) There exists a diagonal matrix $D = \text{diag}\{d_1, \ldots, d_N\} > 0$ such that $MD$ (resp. $DM$) is strictly row (resp. column) dominant.
Chapter 3
Output Consensus Control with Time Delays

The design of distributed and local control protocols to achieve not only feedback stability but also output consensus in tracking reference trajectories remains a major challenge. In this chapter we develop a more accessible method for consensus control and derive a consensusability condition for heterogeneous MASs and also consider the issue of time delays over communication topology. It will be shown that similar results to the ones found in [45, 48, 87] for homogeneous MASs are available for heterogeneous MASs. The existing design methods, such as linear quadratic Gaussian (LQG) and loop transfer recovery (LTR) [4], and $H_\infty$ loop shaping [51], developed for MIMO feedback control systems can be employed to synthesize consensus controllers for heterogeneous MASs. Since the controller gains are computed based on either $H_\infty$ loop shaping or LQG/LTR methods, each controlled agent is robust to perturbations in the form of coprime factor uncertainties or gain/phase uncertainties, respectively.

3.1 Problem Formulation

We consider $N$ heterogeneous agents with the dynamics of $i$th agent described by (1.13). In studying output consensus, tracking performance is often taken into account [87]. In particular, the $N$ outputs of the MAS are required to track the output of some exosystem or reference model described by

$$
\dot{x}_0(t) = A_0 x_0(t), \quad y_0(t) = C_0 x_0(t),
$$

with zero steady-state error. This is a virtual reference generator, and all eigenvalues of $A_0$ are restricted to lie on the imaginary axis. A real-time reference trajectory may not be actually from this exosystem, but consists of piece-wise step, ramp, sinusoidal signals, etc.
whose poles coincide with eigenvalues of $A_0$. Following [87], we call these agents controlled agents. The consensus control requires that

$$
\lim_{t \to \infty} [y_i(t) - y_0(t)] = 0 \forall i \in \mathcal{N}.
$$

(3.2)

Such a consensus problem has more control flavor, and deserves attention from the control community.

Assume that the realizations of $N$ agents are all stabilizable and detectable. We will study under what condition for the feedback graph, there exist distributed stabilizing controllers and consensus control protocols such that the outputs of $N$ agents satisfy (3.2). Moreover we will study how to synthesize the required distributed and local controllers in order to achieve output consensus, taking performance into account.

For consensus control of the MAS involving time delays under our study, two useful facts are stated next. The first is purely algebraic.

**Fact 1** If two square matrices $M_1 \in \mathbb{C}^{N \times N}$ and $M_2 \in \mathbb{C}^{N \times N}$ satisfy

$$
M_1 + M_1^* \geq 0, \quad M_2 + M_2^* > 0,
$$

then $\det(I + M_1M_2) \neq 0$.

The next fact is concerned with positive realness (PR) of the dynamic system under state feedback control [4].

**Fact 2** Suppose $(A, B)$ is stabilizable for system

$$
\dot{x} = Ax + Bu,
$$

and $F = B'X$ is the stabilizing feedback control gain, where $X > 0$ is the stabilizing solution
to the algebraic Riccati equation (ARE)

\[ A'X + XA - XBB'X + Q = 0 \]

with \( Q \geq 0 \), then the closed-loop transfer matrix

\[ T_F(s) = F(sI - A + BF)^{-1}B \]

is PR, i.e., \( T_F(s) + T_F(s)^* \geq 0 \ \forall \ \text{Re}[s] > 0 \).

An interesting algebraic property for the digraph is derived and referred to as fundamental lemma in [2] in studying the consensus control for heterogeneous MASs. Here we provide a more complete version with a simpler proof for this lemma.

- A Fundamental Lemma

Let \( e_{iR} \in \mathbb{R}^N \) be a vector with 1 in the \( i\)th entry and zeros elsewhere. We state the following lemma that is instrumental to the main results.

**Lemma 2** Suppose that \( L \) is the Laplacian matrix associated with the digraph \( G \). The following statements are equivalent:

(i) There exists an index \( iR \in N \) such that

\[ \text{rank} \{ L + e_{iR}e_{iR}' \} = N; \quad (3.3) \]

(ii) There exist diagonal matrices \( D > 0 \) and \( G \geq 0 \) (with rank 1) such that

\[ M + M' > 0, \quad M = DL + G; \quad (3.4) \]

(iii) The digraph \( G \) is connected.

Proof: Let \( \Rightarrow \) stand for “implies”. We will show that (iii) \( \Rightarrow \) (i) \( \Rightarrow \) (ii) \( \Rightarrow \) (iii) in order to establish the equivalence of the three statements. For (iii) \( \Rightarrow \) (i), assume that \( G \) is
connected. Then there exists a reachable node $v_{i_R} \in V$ for some index $i_R \in N$. We can construct an augmented graph $\overline{\mathcal{G}}$ by adding a node $v_0$, and adding an edge from $v_{i_R}$ to $v_0$ with weight 1. The augmented graph is again connected with $v_0$ as the only reachable node. It follows that the Laplacian matrix associated with the augmented graph $\overline{\mathcal{G}}$ is given by

$$\overline{L} = \begin{bmatrix} 0 & \cdots & 0 \\ -e_{i_R} & \mathcal{L} + e_{i_R}e'_{i_R} \end{bmatrix}.$$ 

Since the augmented graph is connected, the Laplacian matrix $\overline{L}$ has only one zero eigenvalue, implying the rank condition (3.3), and thus (i) is true.

For (i) $\Rightarrow$ (ii), assume that the rank condition (3.3) is true. Then $\mathcal{L} + e_{i_R}e'_{i_R}$ is an $M$-matrix, because it is not only a semi $M$-matrix but also has all its eigenvalues on strict right half plane, in light of the Gershgorin circle theorem. Properties of $M$-matrices from Section 2.4 can then be applied to conclude the existence of a diagonal matrix $D$ such that

$$\mathcal{M} = D(\mathcal{L} + e_{i_R}e'_{i_R}) = D\mathcal{L} + G,$$

(3.5)

is strictly column dominant where $G = De_{i_R}e'_{i_R}$ is diagonal and has rank 1. Since $\mathcal{M}$ is row dominant, although not strictly, $\mathcal{M} + \mathcal{M}'$ is both strictly row and column dominant, thereby concluding (ii).

For (ii) $\Rightarrow$ (iii), assume that (3.4) is true. Then $\mathcal{M}$ is an $M$-matrix, by the fact that all its eigenvalues lie on strict right half plane. Hence there holds

$$N = \text{rank}\{D^{-1}\mathcal{M}\} = \text{rank}\{\mathcal{L} + ge_{i_R}e'_{i_R}\}$$

$$\leq \text{rank}\{\mathcal{L}\} + 1,$$
by the rank inequality and \( \text{rank}\{ge_{i_R}e_{i_R}'\} = 1 \), where \( D^{-1}G = ge_{i_R}e_{i_R}' \) for some scalar \( g > 0 \) and some index \( i_R \in \mathcal{N} \). The above implies that \( \text{rank}\{\mathcal{L}\} \geq N - 1 \). It follows that the Laplacian matrix \( \mathcal{L} \) has only one zero eigenvalue, concluding that the graph \( \mathcal{G} \) is connected, and thus (iii) is true. The proof is now complete. \( \square \)

Although Lemma 2 considers only the directed graph, the result holds for the undirected graph with a similar and much simpler proof. The requirement that a digraph is strongly connected has been reported in several papers to ensure consensusability [15, 35], whereas the condition (3.3) with the addition of the connected condition is new and crucial to our main results. In practice \( N \) is large, and hence condition (3.3) holds generically for some \( i \in \mathcal{N} \).

**Remark 1** (a) Lemma 2 is an improved version of the fundamental lemma in [2] with a much simpler proof. More important the rank condition (3.3) in Lemma 2 is true for an arbitrary node \( v_{i_R} \), provided that it is a reachable node. In addition the Gershgorin circle theorem can be used to conclude that all eigenvalues of \( \mathcal{L} + e_{i_R}e_{i_R}' \) lie on strict right half plane, and thus it is an \( M \)-matrix. As pointed out in [2], (ii) implies

\[
\mathcal{M} + \mathcal{M}' = (D\mathcal{L} + G) + (D\mathcal{L} + G)' > 2\kappa I, \tag{3.6}
\]

for some \( \kappa > 0 \); In fact \( \kappa = 1 \) can be taken with no loss of generality. Efficient algorithms for linear matrix inequality (LMI) can be used to search for \( D \) and \( G \). In fact \( G = ge_{i_R}e_{i_R}' \) with \( g > 0 \) for those \( i_R \) satisfying (3.3) can be taken. Hence computation of the required \( D \) and \( G \) in Lemma 2 is not an issue.

(b) For MIMO agents with \( m \)-input/\( p \)-output, a commonly adopted graph has the weighted adjacency matrix in form of \( \mathcal{A} = \{a_{ij}I_q\} \) with \( q = m \) or \( q = p \). Thus

\[
D = \text{diag}(d_1I_q, \cdots, d_NI_q), \quad G = \text{diag}(g_1I_q, \cdots, g_NI_q), \tag{3.7}
\]
with only one nonzero \( g > 0 \). In this case Lemma 2 holds true, and (3.3) is extended to

\[
\text{rank} \left\{ \mathcal{L} + (e_{i_R} \otimes I_q)(e'_{i_R} \otimes I_q) \right\} = Nq. \tag{3.8}
\]

Basically the state-space system consists of \( q \) decoupled identical scalar systems to which the result of Lemma 2 is applicable.

### 3.2 Full Information Distributed Protocol

We consider a full information (FI) protocol, assuming that all \( \{x_i(t)\}_{i=0}^N \) are available for consensus control. Let \( F_i \) be a stabilizing state feedback gain in the sense that \( (A_i - B_i F_i) \) is a Hurwitz matrix and \( r_i(t) = F_0 x_0(t) \) with \( F_0 \) the feed-forward gain. The distributed control protocol over the topology is given by

\[
u_i(t) = g_i [r_i(t) - F_i x_i(t)] + d_i \sum_{j=1}^N a_{ij} [(r_i(t) - F_i x_i(t)) - (r_j(t) - F_j x_j(t))], \tag{3.9}
\]

for \( i, j \in \mathcal{N} \) and \( 1 \leq i \leq N \). Recall that \( d_i > 0 \) for all \( i \) and \( g_i > 0 \) for only one \( i \) with the rest zero. This protocol includes information exchange with the feed-forward signals \( \{r_i(t)\} \). The collective control protocol (3.9) can now be written as

\[
u(t) = (DL + G) [r(t) - Fx(t)]. \tag{3.10}
\]

Applying the Laplace transform to the above control input yields

\[
U(s) = (DL + G) [R(s) - FX(s)] \tag{3.11}
\]

where \( U(s) \), \( R(s) \), and \( X(s) \) are Laplace transform of \( u(t) \), \( r(t) \), and \( x(t) \), respectively. Substituting the control protocol in (3.10) into the state equation (1.14) yields

\[
x(t) = (A - BMF)x(t) + BMr(t). \tag{3.12}
\]
Now consider the collective output

\[ y(t) = Cx(t), \quad C = \text{diag}(C_1, \cdots, C_N). \quad (3.13) \]

Let \( Y(s) = \mathcal{L}\{y(t)\} \) and \( R(s) = \mathcal{L}\{r(t)\} \) be the Laplace transforms of \( y(t) \) and \( r(t) \) respectively. The Laplace transform of (3.12) with the output equation (3.13) is given by

\[ Y(s) = C(sI - A + BMF)^{-1}BMR(s). \quad (3.14) \]

### 3.3 FI Distributed Protocol with Time Delays

While consensus of heterogeneous MASs has been studied in [27, 78], the issue of time delays is not considered, which is the focus of this chapter. Recall the diagonal matrices \( D = \text{diag}(d_1, \cdots, d_N) \) and \( G = \text{diag}(g_1, \cdots, g_N) \) in (ii) of Lemma 2. We begin with the FI protocol, assuming that all \( \{x_i(t)\}_{i=0}^N \) are available for consensus control over the topology involving time delays. Let \( F_i \) be a stabilizing state feedback gain in the sense that \( (A_i - B_i F_i) \) is a Hurwitz matrix and \( r_i(t) = F_0i x_0(t - \tau_i) \) with \( F_0i \) the feed-forward gain and \( \tau_i \geq 0 \) for \( 1 \leq i \leq N \). Denote

\[ \varepsilon_i(t) = r_i(t) - F_i x_i(t), \quad \varepsilon_{ji}(t; \tau) = r_j(t) - F_j x_j(t - \tau_{ij}), \quad (3.15) \]

for \( i, j \in \mathcal{N} \). The distributed control protocol over the topology involving time delays is proposed as

\[ u_i(t) = g_i \varepsilon_i(t) - d_i \sum_{j=1}^N a_{ij} [\varepsilon_i(t) - \varepsilon_{ji}(t; \tau)], \quad (3.16) \]

for \( 1 \leq i \leq N \). Recall that \( d_i > 0 \) for all \( i \) and \( g_i > 0 \) for only one \( i \) with the rest zero. The above protocol is modified by adding delay parameters \( \tau_i \geq 0 \) and \( \tau_{ij} \geq 0 \), and by adding the information exchange for the feed-forward signals \( \{r_i(t)\} \). In this initial study, \( \tau_{ii} = 0 \)
for all \( i \in \mathcal{N} \) is assumed. That is, there is no time delay for each agent’s controller to receive its own agent’s output measurement. We will prove an interesting result that the consensus goal as required in (3.2) can be achieved by using the delayed control protocol in (3.16) independent of the delay lengths.

Define delay operator \( q^{-1}_r \) via \( q^{-1}_r s(t) = s(t - \tau) \). The graph topology involving time delays introduces the Laplacian matrix \( \mathcal{L}_q \) involving delay operators. Specifically the \((i, j)\)th entry of \( \mathcal{L}_q \), denoted as \( \ell_{ij}^{(q)} \), is specified by

\[
\ell_{ij}^{(q)} = \begin{cases} 
\sum_{k=1}^{N} a_{ik}, & \text{if } j = i, \\
-a_{ij} q^{-1}_{r_{ij}}, & \text{if } j \neq i.
\end{cases}
\]  

(3.17)

Let \( F = \text{diag}(F_1, \ldots, F_N) \) and \( r(t) = \text{vec}\{r_1(t), \ldots, r_N(t)\} \). The collective control protocol (3.16) can now be rewritten as

\[
u(t) = (DL_q + G) [r(t) - Fx(t)].
\]  

(3.18)

Applying Laplace transform to the above control input yields

\[
U(s) = (DL(s) + G) [R(s) - FX(s)],
\]  

(3.19)

where \( U(s) \), \( R(s) \), and \( X(s) \) are Laplace transform of \( u(t) \), \( r(t) \), and \( x(t) \), respectively, and \( \mathcal{L}(s) \) is the Laplacian in s-domain with \( \ell_{ij}(s) \) as its \((i, j)\)th element given by

\[
\ell_{ij}(s) = \begin{cases} 
\sum_{k=1}^{N} a_{ik}, & \text{if } j = i, \\
-a_{ij} e^{-s\tau_{ij}}, & \text{if } j \neq i.
\end{cases}
\]  

(3.20)

For convenience define

\[
\mathcal{M}_q := DL_q + G, \quad \mathcal{M}(s) := DL(s) + G.
\]  

(3.21)
Upon substituting the control protocol in (3.18) into the state equation in (1.14) yields

\[ \dot{x}(t) = (A - B\mathcal{M}_q F)x(t) + B\mathcal{M}_q r(t). \]  

(3.22)

Distributed stabilization is aimed at synthesizing the collective state feedback gain \( F = \text{diag}(F_1, \ldots, F_N) \) such that the characteristic polynomial

\[ \lambda(s) := \det[sI - A + B\mathcal{M}(s)F] \neq 0 \quad \forall \text{Re}[s] \geq 0. \]  

(3.23)

The following result is instrumental to the synthesis of the stabilizing state feedback gains \( \{F_i\} \) later.

**Lemma 3** Let \( \mathcal{L}(s) \) be the Laplacian matrix associated with the delayed feedback graph with its \((i, j)\)th element defined in (3.20), and \( \mathcal{M}(s) = D\mathcal{L}(s) + G \). The following statements are equivalent:

(a) There exists diagonal matrices \( D > 0 \) and \( G \geq 0 \) (with rank 1) such that

\[ \mathcal{M}(0) + \mathcal{M}'(0) > 0; \]

(b) There exist diagonal matrices \( D > 0 \) and \( G \geq 0 \) with rank 1 such that

\[ \mathcal{M}(s) + \mathcal{M}^*(s) > 0 \quad \forall \text{Re}[s] \geq 0; \]

(c) The corresponding graph is connected.

Proof: Since \( \mathcal{M} := \mathcal{M}(0) \) and \( \mathcal{L} := \mathcal{L}(0) \) correspond to the delay-free case, the equivalence of (a) and (c) is true in light of Lemma 2. We need only to prove the equivalence of (a) and (b) in order to establish the equivalence of the three statements. Now suppose (a) is true. Then \( \mathcal{M} = \mathcal{M}(0) \) is an \( M \)-matrix, and it is strictly column dominant in addition to be row dominant. Let \( \mu_{ij} \) be the \((i, j)\)th element of \( \mathcal{M} \). The fact that \( \mathcal{M} + \mathcal{M}' \) being
both strictly row and column dominant implies that

\[ 2\mu_{ii} > \sum_{j=1,j\neq i}^{N} (|\mu_{ij}| + |\mu_{ji}|) \quad \forall \ i \in \mathcal{N}. \]

By an abuse of notation, denote \( \mu_{ij}(s) \) as the \((i,j)\)th element of \( \mathcal{M}(s) \). Then there holds \(|\mu_{ij}(s)| \leq |\mu_{ij}| \) \( \forall \ \text{Re}[s] \geq 0 \) and for all \( j \neq i \) in light of the off-diagonal elements of \( \mathcal{L} \) and \( \mathcal{M} \). It follows that

\[ 2\mu_{ii} > \sum_{j=1,j\neq i}^{N} (|\mu_{ij}(s)| + |\mu_{ji}(s)|) \quad \forall \ i \in \mathcal{N} \]

and for all \( \text{Re}[s] \geq 0 \), thereby proving that (b) holds true. If (b) is true, then (a) holds as well by simply taking \( s = 0 \) that concludes the proof.

Lemma 3 shows that \( \mathcal{M}(s) \) is strictly PR regardless of the delay lengths. In addition there exists \( \kappa > 0 \) such that

\[ \mathcal{M}(s) = D\mathcal{L}(s) + G(s) = \kappa[Z(s) + I], \quad (3.24) \]

where \( Z(s) + Z(s)^* > 0 \) for all \( \text{Re}[s] \geq 0 \), i.e., \( Z(s) \) is strictly PR as well. Furthermore \( \kappa = 1 \) can be taken without loss of generality. Hence we can obtain the following main result in this section.

**Theorem 3** Suppose that \((A_i, B_i)\) is stabilizable \( \forall i \in \mathcal{N} \) for the MAS described in (1.13), and the feedback digraph \( \mathcal{G} \) is connected. Then there exist distributed stabilizing state feedback control protocols in the form of (3.16) for the underlying MAS over the delayed feedback topology.

Proof: The closed-loop stability of the heterogeneous MAS is hinged on the inequality (3.23). By (3.24),

\[ Z(s) = \kappa^{-1}\mathcal{M}(s) - I, \]

is strictly PR as well for some \( \kappa > 0 \). We set \( \kappa = 1 \) that has no loss of generality. As a
result the characteristic equation $\lambda(s)$ in (3.23) can be written as

$$
\lambda(s) = \det[sI - A + BF + BZ(s)F].
$$

(3.25)

Hence the inequality (3.23) is equivalent to

$$
det[I + (sI - A + BF)^{-1}BZ(s)F] \neq 0 \forall \text{Re}[s] \geq 0
$$

that is in turn equivalent to

$$
det[I + F(sI - A + BF)^{-1}BZ(s)] \neq 0 \forall \text{Re}[s] \geq 0.
$$

(3.26)

The stabilizability of $(A_i, B_i)$ for all $i \in \mathcal{N}$ implies the existence of $F_i$ such that

$$
T_{F_i}(s) = F_i(sI - A_i + B_iF_i)^{-1}B_i,
$$

is PR in light of Fact 2. It follows that

$$
T_F(s) = F(sI - A + BF)^{-1}B = \text{diag}[T_{F_1}(s), \ldots, T_{F_N}(s)],
$$

(3.27)

is PR as well. Consequently the inequality (3.26) can be made true by those state feedback gains rendering $T_F(s)$ PR, in light of Fact 1 by setting $M_1 = T_F(s)$ and $M_2 = Z(s)$ at each $s$ with Re$[s] \geq 0$. Therefore there indeed exist state feedback gains $\{F_i\}$ that stabilize the heterogeneous MAS asymptotically.

If the states of the MAS are not available for feedback, then a distributed observer can be designed to estimate the states of the agent, and used in the control protocol (3.18). We consider neighborhood observers [87], assuming that only relative outputs are available from and to the neighboring agents. Let $\hat{x}_i(t)$ and $\hat{y}_i(t) = C_i\hat{x}_i(t)$ be the estimated state
and output of the $i$th agent, respectively, and denote
\[
e_{x_i}(t) = x_i(t) - \hat{x}_i(t), \quad e_{y_i}(t) = y_i(t) - \hat{y}_i(t),
\]
(3.28)
for $0 \leq i \leq N$. The state of the reference model $x_0(t)$ may require estimation as well at
the $i$th agent based on the received noisy feed-forward signal $F_{0i}x_0(t)$. The observer for the
heterogeneous MAS over the feedback topology involving time delays is given by
\[
\dot{\hat{x}}_i(t) = A_i\hat{x}_i(t) + B_iu_i(t) + g_iL_i\left[e_{y_i}(t) - e_{y_0}(t - \tau_i)\right] \\
+ d_iL_i \sum_{j=1}^{N} a_{ij} \left[e_{y_i}(t) - e_{y_j}(t - \tau_{ij})\right] \quad \forall \ i \in \mathcal{N}
\]
(3.29)
where $L_i$ is a stabilizing state estimation gain, i.e., $(A_i - L_iC_i)$ is a Hurwitz matrix for each
$i$. Taking difference between the state equation of (1.13) and (3.29) for $1 \leq i \leq N$ leads to
\[
\dot{e}_{x_i}(t) = A_i e_{x_i}(t) - g_iL_i \left[C_i e_{x_i}(t) - C_0 e_{x_0}(t - \tau_i)\right] - d_iL_i \sum_{j=1}^{N} a_{ij} \left[C_i e_{x_i}(t) - C_j e_{x_j}(t - \tau_{ij})\right].
\]
Denote $e_{y_0}(t) = \text{vec}\{e_{y_0}(t - \tau_1), \ldots, e_{y_0}(t - \tau_N)\}$. The collective error dynamics can be
written as
\[
\dot{e}_x(t) = [A - LM_qC] e_x(t) + GL_{y_0}(t), \quad L = \text{diag}(L_1, \ldots, L_N).
\]
(3.30)
It follows that the above and (3.18) with $x(t)$ replacing by $\dot{x}(t)$ lead to the following overall
MAS system
\[
\begin{bmatrix}
\dot{x}(t) \\
\dot{e}_x(t)
\end{bmatrix}
= \begin{bmatrix}
A - BM_qF & BM_qF \\
0 & A - LM_qC
\end{bmatrix}
\begin{bmatrix}
x(t) \\
e_x(t)
\end{bmatrix}
+ \begin{bmatrix}
BM_qr(t) \\
GL_{y_0}(t)
\end{bmatrix}.
\]
(3.30)
The separation principle holds true for neighborhood observers as shown in the above
collective dynamics. We have the following result for output feedback for which the proof is omitted.

**Theorem 4** Suppose that \((A_i, B_i, C_i)\) is both stabilizable and detectable for all \(i \in \mathcal{N}\), and the feedback graph is connected. Then there exist distributed output feedback stabilizing controllers for the underlying heterogeneous MAS over the delayed feedback topology.

### 3.4 Consensus Tracking of Reference Inputs

We consider the problem of designing a FI control protocol in which both states of the plant model and reference model are available without time delays in the communication topology. We focus on the SISO agents, but our consensus results are applicable to MIMO systems. The next lemma is useful.

**Lemma 4** For each distinct eigenvalue of \(A_0\), denoted as \(s_\kappa\) with \(\text{Re}[s_\kappa] \geq 0\) and multiplicity \(\mu_\kappa \geq 1\), assume that \(s_\kappa\) is also a pole of \(P_i(s) = C_i(sI - A_i)^{-1}B_i\) with the same multiplicity \(\mu_\kappa\) for \(1 \leq i \leq N\). Let both \(\det[sI - A + BMF]\) and \(\det[sI - A + LMC]\) be Hurwitz. Denote

\[
T_{MF}(s) = C[sI - A + BMF]^{-1}BM,
\]

and \(\Delta(s) = T_{MF}(s) - T_F(s)\) with

\[
T_F(s) = F(sI - A + BF)^{-1}B. \tag{3.31}
\]

Then there holds

\[
\lim_{s \to s_\kappa} \frac{\Delta(s)}{(s - s_\kappa)^{\mu_\kappa - 1}} = 0. \tag{3.32}
\]
Proof: Denote $P(s) = C(sI - A)^{-1}B$ and $P_F(s) = F(sI - A)^{-1}B$. The hypotheses imply

$$\Delta(s) = C[sI - A + BMF]^{-1}BM - C(sI - A + BF)^{-1}B$$

$$= P(s)[I + MP_F(s)]^{-1}M - P(s)[I + P_F(s)]^{-1}$$

$$= P(s)P_F(s)^{-1}[I + M^{-1}P_F(s)^{-1}]^{-1} - P(s)P_F(s)^{-1}[I + P_F(s)^{-1}]^{-1}$$

$$= P(s)P_F(s)^{-1}\{[I + M^{-1}P_F(s)^{-1}]^{-1} - [I + P_F(s)^{-1}]^{-1}\}.$$  

Since $P(s)$ and $P_F(s)$ are diagonal transfer matrices and each of their diagonal entry has $s_\kappa$ as pole with multiplicity $\mu_\kappa$, $P_F(s)^{-1} \to 0$, $[(s - s_\kappa)^{\mu_\kappa-1}P_F(s)]^{-1} \to 0$, and $P(s)P_F(s)^{-1}$ approaches a finite diagonal matrix as $s \to s_\kappa$. Moreover

$$[I + P_F(s)^{-1}]^{-1} = I - P_F(s)^{-1} + o\{P_F(s)^{-1}\}^2,$$

$$[I + M^{-1}P_F(s)^{-1}]^{-1} = I - M^{-1}P_F(s)^{-1} + o\{P_F(s)^{-1}\}^2,$$

with $o\{[P_F(s)^{-1}]^2\}$ indicating that each of its terms approaches zero in the order of $[P_F(s)^{-1}]^2$ as $s \to s_\kappa$. Consequently there holds

$$\Delta(s) \to P(s)P_F(s)^{-1}\{I - M^{-1}\}P_F(s)^{-1} + o([P_F(s)^{-1}]^2),$$

as $s \to s_\kappa$. Substituting the above into the left hand side of (3.32) yields

$$\lim_{s \to s_\kappa} \frac{\Delta(s)}{(s - s_\kappa)^{\mu_\kappa-1}} = \frac{P(s)P_F(s)^{-1}\{I - M^{-1}\}P_F(s)^{-1} + o([P_F(s)^{-1}]^2)}{(s - s_\kappa)^{\mu_\kappa-1}} = 0,$$

that concludes the proof. \qed

Lemma 4 indicates that $T_{MF}(s)R(s) - T_F(s)R(s) = \Delta(s)R(s)$ has no pole at $s_\kappa$. Otherwise its partial fraction in computing the term with pole at $s_\kappa$ would contradict the limit in (3.32). Since $s_\kappa$ is an arbitrary eigenvalue of $A_0$, no eigenvalue of $A_0$ is a pole of $\Delta(s)R(s)$. This is ensured by taking all eigenvalues of $A_0$ to be poles of $P_i(s)$ for all
That is, each eigenvalue of $A_0$ needs to be eigenvalue of $\{A_i\}_{i=1}^N$. This has no loss of generality, as weighting functions $W_i(s)$ can be used to augment the agent dynamics so that $P_{ai}(s) = P_i(s)W_i(s)$ satisfies the hypothesis of Lemma 4 for all $i \in \mathcal{N}$. Such a technique is used often in engineering practice. Hence $s_\kappa$ cannot be transmission zero of $P(s)$ and $T_F(s)$, and $\{F_0\}$ can thus be designed by solving

\begin{align}
(A_i - B_i F_i) \Pi + B_i F_{0i} &= \Pi_i A_0, \\
(C_i - D_i F_i) \Pi + C_{0i} &= 0,
\end{align}

(3.33)

for each $i$ where $D_i = 0$ is assumed. In light of the internal model principle [30, 40], each output of $T_F(s)$ tracks $y_0(t)$ with zero steady state error. More importantly the following result is true.

**Theorem 5** Under the same hypotheses as those of Lemma 4, there exist solutions $\{F_{0i}\}$ to (3.33), and the tracking performance (3.2) is satisfied with feed-forward signals $r_i(t) = F_{0i} x_0(t) \forall i \in \mathcal{N}$.

Proof: It is straightforward to see that the tracking error in the $s$-domain is given by

$$E(s) = T_M F(s) R(s) - Y_0(s) = \Delta(s) R(s) + [T_F(s) R(s) - Y_0(s)],$$

where $Y_0(s)$ and $R(s)$ are the Laplace transform of $y_0(t) = \text{vec}\{C_0 x_0(t), \cdots, C_N x_0(t)\}$, and $r(t) = \text{vec}\{r_1(t), \cdots, r_N(t)\}$, respectively. The existence of $F_0 = \text{diag}(F_{01}, \cdots, F_{0N})$ to achieve the zero tracking error for $E(s) := T_F(s) R(s) - Y_0(s)$ is well known by the form of $T_F(s)$ in (3.31). On the other hand $\Delta(s)$ is stable and $\Delta(s) R(s)$ has no pole at each distinct eigenvalue of $A_0$ by Lemma 4, implying that the tracking error indeed approaches zero based on the final value theorem. \qed
3.5 Output Consensus with Time Delays

For heterogeneous MASs, the consensus problem is concerned with the agents’ outputs and requires that (3.2) be satisfied. We consider the problem of designing a FI control protocol in order to achieve the tracking performance in (3.2) that is modified to

\[
\lim_{t \to \infty} \|y_i(t) - y_0(t - \tau_i)\| \quad \forall \ i \in \mathcal{N},
\]

(3.34)

due to the existence of time delays \(\{\tau_i\}\). Indeed if the overall closed-loop MAS is internally stable, and \(A_0 - L_0C_0\) is a Hurwitz matrix, then \(e_x(t) \to 0\) and \(e_y(t) \to 0\) as \(t \to \infty\). As a result the estimated output \(\hat{y}(t)\) under output feedback control approaches \(y(t)\) under FI control. For this reason it is adequate to consider FI control protocol. We focus on the SISO agents, but our consensus results are applicable to MIMO systems. The next lemma is useful.

**Lemma 5** For each distinct eigenvalue of \(A_0\), denoted as \(s_\kappa\) with \(\text{Re}[s_\kappa] \geq 0\) and multiplicity \(\mu_\kappa \geq 1\), assume that \(s_\kappa\) is also a pole of \(P_i(s) = C_i(sI - A_i)^{-1}B_i\) with the same multiplicity \(\mu_\kappa\) for \(1 \leq i \leq N\). Let both \(\det[sI - A + BM(s)F]\) and \(\det[sI - A + LM(s)C]\) be Hurwitz. Denote

\[
T_{MF}(s) = C[sI - A + BM(s)F]^{-1}BM(s),
\]

and \(\Delta(s) = T_{MF}(s) - T_F(s)\) with \(T_F(s)\) the same as in (3.27). Then there holds

\[
\lim_{s \to s_\kappa} \frac{\Delta(s)}{(s - s_\kappa)^{\mu_\kappa - 1}} = 0.
\]

(3.35)

Proof: The proof is similar to Lemma 4 and is omitted here. \(\square\)
Theorem 6  Under the same hypotheses as those of Lemma 5, there exist solutions \( \{F_{0i}\} \) to (3.33), and the tracking performance (3.34) is satisfied with feed-forward signals \( r_i(t) = F_{0i}x_0(t - \tau_i) \) \( \forall i \in \mathcal{N} \).

Proof: The proof is similar to Theorem 5 and is omitted here. \( \square \)

It is worth pointing out that the tracking performance as required in (3.34) does not imply that in (3.2) unless the reference signals are step functions, or all delays \( \{\tau_i\} \) (from the reference model to the \( N \) agents) are the same. Hence there is an incentive to estimate \( \tau_i \) at each local agent \( i \) in order to adjust the transmission delay from the reference model locally, if the track performance in (3.2) is required.

3.6 Simulation Setup and Results

Following [44], consider a system of \( N \) point masses moving in one spatial dimension. Dynamics are governed by

\[
\dot{x}_i = \frac{1}{m_i} u_i, \quad y_i = x_i,
\]

for \( i = 1, 2, \ldots, \ell \) and

\[
\dot{x}_i = A_i x_i + B_i u_i, \quad y_i = C_i x_i,
\]

for \( i = \ell + 1, \ldots, N \), where

\[
A_i = \begin{bmatrix} 0 & 1 \\ 0 & -f_{d_i} \end{bmatrix}, \quad B_i = \begin{bmatrix} 0 \\ \frac{1}{m_i} \end{bmatrix},
\]

and \( C_i = \begin{bmatrix} 1 & 0 \end{bmatrix} \). The first set of dynamics represents agents whose velocity is directly controlled, while the second set represents agents that experience drag forces and whose acceleration is directly controlled. The output signal corresponds to the position of the point mass. Figure 3.1 shows the interconnection graph for a network of 4 agents. Agents
1 and 2 consist of scalar dynamics, while 3 and 4 of second order dynamics. We assume that the communication graph has $\tau_{ij} = 1s$ if $a_{ij} = 1$ and $\tau_{ij} = 0$ if $a_{ij} = 0$. On the other hand $\tau_{ii} = 0$ for all $i \in \mathcal{N}$ as we have mentioned earlier that there is no time delay for each agent’s controller to receive its own agent’s output measurement.

![Graph for $N = 4$ point masses.](image)

The parameters of the agent dynamic models are specified by $\{m_i\}_{i=1}^4 = \{0.5, 2, 2.5, 3\}$, and $\{f_{di}\}_{i=1}^4 = \{0, 0, 0.5, 0.9\}$. Our goal is output consensus with the position as the controlled output. Figure 3.2 shows each agent’s position for the closed loop MAS. It needs to be pointed out that the feedback graph is strongly connected, and that $g_1 = 0.5$ with the rest $g_i = 0$. In addition the rank condition (3.3) is satisfied by taking $D = \text{diag}(0.1608, 0.4348, 0.5683, 0.7168)$, and $\kappa = 0.1$. For simplicity, the control protocol in (3.16) is used with the state feedback gain designed using the LQR control for each agent. If the output feedback is required, then the tracking error will involve estimation errors.

The tracking of the ramp reference input is shown in Figure 3.3 over the same feedback graph in Figure 3.1. In order to satisfy the assumption that each eigenvalue of $A_0$ is also an eigenvalue of $\{A_i\}_{i=1}^N$, a weighting functions $W_i(s) = \frac{1}{s}$ is used to augment the agent dynamics so that $P_{ai}(s) = P_i(s)W_i(s)$ for all $i \in \mathcal{N}$. It can be seen that the tracking is achieved for the ramp input in the presence of time delays.
Figure 3.2: Position of each agent under step reference input

Figure 3.3: Position of each agent under ramp reference input.
Chapter 4
Output Consensus Control with Communication Constraints

In this chapter we study output consensus of heterogeneous MASs with communication constraints. A major distinction of our work compared to other investigations is that we provide a solution to the consensus problem for the case when not all agents have access to the reference trajectory. In fact, if the communication graph is connected (or contains a spanning tree) and the Laplacian matrix of the graph satisfies a rank condition, then it is sufficient for one agent to have access to the reference input for the heterogeneous MAS to achieve consensus. Moreover our proposed design method does not require duplication of the reference model in each of the local controllers thereby eliminating synchronization of the local reference models commonly adopted in the existing work. Both features lower significantly the communication overhead between agents by avoiding the need to communicate the reference trajectory to all agents and by removing additional synchronization between local reference models. Furthermore we focus on non-introspective agents as in [27] and use only relative information for both state feedback and state estimation.

We consider $N$ heterogeneous agents with the dynamics of $i$th agent described by (1.13). The consensus problem is concerned with agents’ output and should satisfy (1.15). The $N$ outputs of the MAS are required to track the output of the reference model described by (3.1) with zero steady-state error. To reduce the communication overhead, the reference signal is often transmitted to only one or a few of the $N$ agents. The realizations of $N$ agents are all stabilizable and detectable. We will study under what condition for the feedback graph, there exist distributed stabilizing controllers and consensus control protocols such that the outputs of $N$ agents satisfy not only (1.15) but also $y_i(t) \to y_0(t) = r(t) \forall i$ asymptotically. We will study how to synthesize the required distributed and local controllers in order to achieve output consensus, taking performance into account.
The following two facts are useful for our work.

**Fact 3** If two square matrices $M_1$ and $M_2$ satisfy

$$M_1 + M'_1 \geq 0, \quad M_2 + M'_2 > 0,$$

with $'$ transpose, then $\det(I + M_1M_2) \neq 0$. Note that

$$M_1 = (I + R_1)^{-1}(I - R_1), \quad M_2 = (I + R_2)^{-1}(I - R_2),$$

for some $(R_1, R_2)$ satisfying $\sigma(R_1) \leq 1$ and $\sigma(R_2) < 1$.

**Fact 4** Let $X_a \geq 0$ be the stabilizing solution to the following algebraic Riccati equation (ARE)

$$A'_aX_a + X_aA_a - X_aB_aR_a^{-1}B'_aX_a + Q_a = 0, \quad (4.1)$$

where $Q_a \geq 0$ and $R_a > 0$. Then with $F_a = R_a^{-1}B'_aX_a$, $(A_a - B_aF_a)$ is Hurwitz, and the transfer matrix

$$T_{F_a}(s) = R_aF_a(sI - A_a + B_aF_a)^{-1}B_a, \quad (4.2)$$

is PR [4] (page 106). That is, $T_{F_a}(s)^* + T_{F_a}(s) \geq 0 \forall \Re[s] \geq 0$ with superscript $^*$ denoting conjugate transpose. Specifically, let $A_{F_a} = A_a - B_aF_a$ and $s = \frac{1}{2}\sigma + j\omega$, $\sigma \geq 0$. The ARE (4.1) can be written as

$$(sI - A_{F_a})^*X_a + X_a(sI - A_{F_a}) = Q_a + F'_aR_aF_a + \sigma X_a \geq 0.$$

Multiplying the above equation by $B'_a(sI - A_{F_a})^{*-1}$ from left, by $(sI - A_{F_a})^{-1}B_a$ from
right, and using the relation \( R_a F_a = B'_a X_a \) leads to \( T_{F_a} (s)^* + T_{F_a} (s) \geq 0 \) \( \forall \Re [s] \geq 0 \), concluding the PR property.

Finally we recall a normal form for a \( p \times p \) plant model \( P(s) = C(sI_n - A)^{-1}B \) satisfying \( \det(CB) \neq 0 \) and \( n > p \). Without loss of generality, its realization can be assumed to be of the normal form [34]

\[
A = \begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix}, \\
B = \begin{bmatrix}
0 \\
I_p
\end{bmatrix}, \\
C = \begin{bmatrix}
0 & I_p
\end{bmatrix},
\]

where \( A_{22} \in \mathbb{R}^{p \times p} \). It can be easily shown that transmission zeros of \( P(s) \) are eigenvalues of \( A_{11} \), thus termed as zero dynamics.

### 4.1 Distributed Stabilization

This section is focused on the distributed control protocol over the connected graph \( \mathcal{G} \), represented by its Laplacian matrix \( \mathcal{L} \). Distributed stabilization will be studied and stabilizability condition will be derived for both the case of state feedback and output feedback.

#### 4.1.1 State Feedback

Consider the control protocol for the \( i \)-th agent given by (recall \( r(t) = C_0 x_0(t) \) and that only one \( g_i \neq 0 \))

\[
u_i(t) = g_i (r - F_i x_i) - d_i \sum_{j=1}^{N} a_{ij} (F_i x_i - F_j x_j),
\]

(4.3)

with \( d_i > 0, g_i \geq 0, \) and \( F_i \) the state feedback gain for the state vector of agent \( i \) where \( 1 \leq i \leq N \). Basically the control signal for the \( i \)-th agent consists of relative information, i.e., its error signals with respect to the neighboring agents, plus its tracking error with respect to the reference signal. Such a control protocol is different from (3.9) where the agents had FI. We propose (4.3) in order to minimize the communication overhead, only one
of $\{g_i\}_{i=1}^n$ being nonzero is required, that is why condition (3.3) in Lemma 2 becomes useful. However, there is a trade off between stability/consensus robustness and communication overhead. If more than one $g_i \neq 0$, then the single point of failure scenario is avoided, if the rank condition (3.3) is enforced for each $i$ such that $g_i \neq 0$. This way the closed loop system is more robust in the presence of broken communication links.

Substituting (4.3) into (1.13) yields

$$
\dot{x}_i = A_i x_i - B_i d_i \sum_{j=1}^N a_{ij} (F_i x_i - F_j x_j) - B_i g_i (F_i x_i - r).
$$

Let $D$ and $G$ be in (3.7) with $q = m$, and $\mathcal{L}$ be the corresponding Laplacian matrix as in (b) of Remark 1. By denoting $x(t)$ as the collective state, i.e., the stacked vector of $\{x_i(t)\}_{i=1}^N$, the collective closed loop dynamics are now described by

$$
\dot{x} = [A - B(D\mathcal{L} + G)F] x + B [1_N \otimes r],
$$

where $A = \text{diag}(A_1, \cdots, A_N)$, $B = \text{diag}(B_1, \cdots, B_N)$, and $F = \text{diag}(F_1, \cdots, F_N)$. Recall $\mathcal{M}$ in (3.5). Since $\mathcal{L}(1_N \otimes r) = 0 \forall r \in \mathbb{R}^m$, (4.4) is equivalent to

$$
\dot{x} = [A - BM F] x + B [M [1_N \otimes r].
$$

The following result is concerned with stabilization for the underlying MAS under state feedback.

**Theorem 7** Suppose that $(A_i, B_i)$ is stabilizable $\forall i \in \mathcal{N}$. There exists a stabilizing state feedback control protocol (4.3) for the underlying MAS over the directed graph $\mathcal{G}$, if $\mathcal{G}$ is connected, and the condition (3.8) holds for $q = m$.

Proof: If $\mathcal{G}$ is connected and (3.8) holds for $q = m$, then Lemma 2 and Remark 1 imply the existence of a diagonal $G \geq 0$ with only one of $\{g_i\}_{i=1}^N$ nonzero and a diagonal $D > 0$.
such that the inequality (3.4) holds. In fact (3.6) holds for some $\kappa > 0$. Thus $Z + Z' > 0$ by taking $Z = (DL + G)/\kappa - I$, i.e., $(DL + G) = \kappa(Z + I)$. Feedback stability of the underlying MAS requires that

$$\det [sI - A + B(DL + G)F] \neq 0 \ \forall \ Re\{s\} \geq 0. \quad (4.6)$$

Recall that $\kappa = 1$ can be taken with no loss of generality. Substituting $(DL + G) = (Z + I)$ into the above inequality yields

$$\det (sI - A + BF + BZF') \neq 0 \ \forall \ Re\{s\} \geq 0.$$

Simple manipulation shows the equivalence of the above inequality to

$$\det [I + TF(s)Z] \neq 0 \ \forall \ Re\{s\} \geq 0 \quad (4.7)$$

where $TF(s) = F(sI - A + BF)^{-1}B$. Stabilizability of $(A_i, B_i)$ assures the existence of a stabilizing state feedback control gain $F_i$ such that for each $i \in \mathcal{N}$,

$$TF_i(s) = F_i(sI - A_i + B_iF_i)^{-1}B_i, \quad (4.8)$$

is PR. Recall Fact 4 in Section 3.1 with $R_a = I > 0$. As a result,

$$TF(s) = \text{diag} \{TF_1(s), \cdots, TF_N(s)\},$$

is PR as well. That is,

$$TF(s) + TF^*(s) \geq 0 \ \forall \ Re\{s\} \geq 0.$$

It follows that the inequality (4.7) holds by $(Z + Z') > 0$ and in light of Fact 3. \qed
Theorem 7 provides a sufficient condition for stabilizability under the distributed state feedback control. This sufficient condition becomes necessary for two special cases as shown next.

**Corollary 1** Consider state feedback control for the MAS over the directed graph \( G \). If feedback stability holds for the MAS consisting of either (i) homogeneous multi-input unstable agents or (ii) heterogeneous single input unstable agents with \( \{A_i\}_{i=1}^N \) having a common unstable eigenvalue, then the directed graph \( G \) is connected and the rank condition in either (3.3) or (3.8) holds.

Proof: For case (i), the homogeneous hypothesis implies

\[
F(sI - A)^{-1}B = I_N \otimes F_a(sI - A_a)^{-1}B_a,
\]

where \( (A_i, B_i, F_i) = (A_a, B_a, F_a) \forall i \in \mathcal{N} \). Using the same procedure as in [45, 62], the feedback stability condition in (4.6) can be shown to be equivalent to

\[
\det[I + F_a(sI - A_a)^{-1}B_a\lambda_i(M)] \neq 0 \forall \text{Re}[s] \geq 0.
\]

Since \( A_a \) has unstable eigenvalues by the hypothesis, the above inequality implies \( \lambda_i(M) \neq 0 \) for all \( i \), concluding that the graph \( G \) is connected and the rank condition (3.8) for \( M = (DL + G) \) holds for some diagonal \( D > 0 \) and \( G \geq 0 \) with rank of \( G \) equal to 1. For case (ii), feedback stability implies stability of \( (A - BMF) \) for some \( F \). Thus

\[
\text{rank}\left\{ \begin{bmatrix} sI_n - A & BM \end{bmatrix} \right\} = n \forall \text{Re}[s] \geq 0
\]

where \( n = n_1 + \cdots + n_N \). Recall \( A_i \) has dimension \( n_i \times n_i \). For single input agents, \( BM \) has \( N \) columns. Taking \( s \) to be the common unstable eigenvalue of \( \{A_i\}_{i=1}^N \) implies
that \((sI_n - A)\) has rank \((n - N)\), and thus \(BM\) has rank \(N\), leading to the conclusion of nonsingular \(M = (DL + G)\) again that concludes the proof. \(\square\)

We now consider a time-varying graph \(G(t) = (\mathcal{V}, \mathcal{E}(t))\) where the edge set \(\mathcal{E}(t)\) is time-varying. This results in a time-varying adjacency matrix \(A(t)\) and Laplacian \(L(t)\). A concept of uniformly connected graph has been proposed in [52, 70, 78]. Because its formal definition is rather lengthy and abstract, we adopt the following slightly modified notion.

**Definition 1** A time-varying graph \(G(t)\) with Laplacian \(L(t)\) is uniformly connected with time interval \(h > 0\), if

\[
\mathcal{L}_h(t) := \frac{1}{h} \int_t^{t+h} L(\tau) \, d\tau, \tag{4.9}
\]

is a Laplacian matrix corresponding to some connected graph at all time \(t\).

The above notion is essentially the same as that in [52, 68, 78] and is motivated by practical considerations. Roughly speaking the time-varying graph should be more often connected, in some uniform sense, in the time interval \(h > 0\) and at all time \(t\). The next result extends Theorem 7 to the case of time-varying graphs.

**Corollary 2** Let \((A_i, B_i)\) be stabilizable \(\forall \, i \in \mathcal{N}\). There exists a stabilizing state feedback control protocol

\[
u_i(t) = g_i(r - F_i x_i) - d_i \sum_{j=1}^{N} a_{ij}(t)(F_i x_i - F_j x_j) \tag{4.10}
\]

for the underlying MAS over the directed graph \(G(t)\), if \(G(t)\) is uniformly connected with sufficiently small time interval \(h > 0\), and

\[
\text{rank} \left\{ \mathcal{L}_h(t) + e_{i_R(t)} e_{i_R(t)}' \right\} = N; \tag{4.11}
\]

for at least one index \(i_R(t) \in \mathcal{N} \forall t\).
Proof: Since $\mathcal{L}_h(t)$ corresponds to a connected graph and condition (4.11) holds at all $t$, there exists diagonal $D(t) > 0$ and $G(t) \geq 0$ in the form of (3.7) with only one $g_i(t) > 0$ such that $\overline{\mathcal{M}}(t) = D(t)\mathcal{L}_h(t) + G(t)$ satisfies

$$Z(t) + Z(t)' > 0, \quad Z(t) = \overline{\mathcal{M}}(t) - I.$$ 

Note that (4.4), with $r(t) = 0$, is equivalent to the closed loop system in Figure 4.1, where $T_F(s)$ is block diagonal with the $i$th block $T_F_i(s)$ defined in (4.8) and $Z(t) = \mathcal{M}(t) - I$ with $\mathcal{M}(t) = D(t)\mathcal{L}(t) + G(t)$.

Let $G(s) = [I + T_F(s)]^{-1} [I - T_F(s)]$ and $R(t) = [I + Z(t)]^{-1} [I - Z(t)]$. Then the closed loop in Figure 4.1 is equivalent to the one in Figure 4.2 with $d_+(t) = z(t) + w(t)$ and $d_-(t) = z(t) - w(t)$.

**Figure 4.1:** Closed loop system

**Figure 4.2:** Equivalent closed loop system

Since $T_F(s)$ is PR, $G(s)$ is bounded real [4], i.e.,

$$\|G\|_{\mathcal{H}_\infty} := \sup_{\operatorname{Re}[s] > 0} \sigma[G(s)] \leq 1.$$ \hspace{1cm} (4.12)
It follows that for each pair of input/output signals, there holds \( \|d_−\|_2 \leq \|d_+\|_2 \) with \( \|\cdot\|_2 \) the \( L_2 \) norm defined via
\[
\|d\|_2^2 = \int_{−∞}^{∞} d(t)'d(t) \; dt.
\]
On the other hand \( d_+(t) = −R(t)d_−(t) \) by Figure 4.2 and
\[
<w, z> := \int_{−∞}^{∞} w(t)'z(t) \; dt = \frac{1}{2} \int_{−∞}^{∞} w(t)' \left[Z(t) + Z(t)'ight] w(t) \; dt,
\]
by Figure 4.1. Denote \( f_k(t) = f(kh + t) \). Then
\[
<w, z> = -\frac{1}{2} \sum_{k=−∞}^{∞} \int_{0}^{h} w_k(t)' \left[Z_k(t) + Z_k(t)'ight] w_k(t) \; dt.
\]
Now choosing \( D(t) \) and \( G(t) \) piecewise constant over each time interval \([kh, (k+1)h]\) leads to
\[
\sum_{k=−∞}^{∞} \int_{0}^{h} \left[Z_k(t) + Z_k(t)'ight] dt = \sum_{k=−∞}^{∞} h \left[Z_k(0) + Z_k(0)'ight].
\]
Note that \( \overline{Z}_k(0) + \overline{Z}_k(0)' > 0 \) for all \( k \). Since \( T_F(s) \) is PR, its output \( w(t) \) is a smooth function, which is approximately constant over \([kh, (k+1)h]\) for each \( k \) by the hypothesis that \( h \) is adequately small. Consequently \( <w, z> \) is strictly negative. It follows that
\[
\|d_+\|_2^2 = \|z\|_2^2 + \|w\|_2^2 + 2 <w, z> < \|z\|_2^2 + \|w\|_2^2 - 2 <w, z> = \|d_−\|_2^2.
\]
That is, \( L_2 \) induced norm for the block with gain \(-R(t)\) in Figure 4.2 is strictly less than 1. By the small gain theorem, the closed loop system in Figure 4.2 is stable, implying the stability of the closed loop system in Figure 4.1.

Corollary 2 is weaker than the results in [78] due to the stronger condition on the adequately small time interval \( h \). However this condition does not sacrifice much in practice.
by noting that $h$ consists of $h_{\text{off}}$ and $h_{\text{on}}$, the time intervals over which the graph loses its connectivity, and keeps its connectivity, respectively. We would expect that in practice a graph will be more often connected, so as long as $h_{\text{off}}$ is adequately small, $h$ can be taken adequately small too. It is important to observe that large $h_{\text{off}}$ can cause divergence of the output signal inducing system breakdown if the agents are unstable.

4.1.2 Output Feedback

When the states of the MAS are not available for feedback, a distributed observer can be designed to estimate the state of each agent, which can then be used for feedback control. See [45, 87] for homogeneous MASs. We will modify some of the distributed observers in [87] for design of distributed output feedback controllers in the case of heterogeneous MASs.

Our first distributed observer has the local form

$$
\dot{\hat{x}}_i = A_i\hat{x}_i + B_iu_i - L_i(\hat{y}_i - y_i) \\
= (A_i - L_iC_i)\hat{x}_i + L_iC_ix_i + B_iu_i,
$$

(4.13)

for each $i$. Notice that there is no communication graph for the output estimation part. Since $\dot{x}_i = A_ix_i + B_iu_i$, taking the difference of the two leads to

$$
\dot{e}_x = (A_i - L_iC_i)e_x, \quad e_x = x_i - \hat{x}_i,
$$

where $i \in \mathcal{N}$. By packing $\{e_x\}_{i=1}^N$ into a single vector $e_x$, we obtain $\dot{e}_x = (A - LC)e_x$ with $L = \text{diag}(L_1, \cdots, L_N)$.

Using the estimated states $\{\hat{x}_i\}$ for the control input in (4.3) leads to

$$
u_i(t) = g_i(r - F_i\hat{x}_i) - d_i \sum_{j=1}^N a_{ij}(F_i\hat{x}_i - F_j\hat{x}_j).
$$

(4.14)
Recall $\mathcal{M} = D\mathcal{L} + G$. Substituting the above into $\dot{x} = Ax + Bu$ for $1 \leq i \leq N$ yields

$$
\dot{x} = [A - BMF]x + BMF\epsilon_x + B\mathcal{M}(1_N \otimes r).
$$

(4.15)

Thus the overall MAS satisfies the state space equation

$$
\begin{bmatrix}
\dot{x} \\
\dot{\epsilon}_x
\end{bmatrix} = 
\begin{bmatrix}
A - BMF & BMF \\
0 & A - LC
\end{bmatrix}
\begin{bmatrix}
x \\
\epsilon_x
\end{bmatrix} +
\begin{bmatrix}
B\mathcal{M} \\
0
\end{bmatrix}(1_N \otimes r).
$$

(4.16)

It follows that the internal stability holds, if and only if $(A - BMF)$ and $(A - LC)$ are both Hurwitz.

A drawback for the local form in (4.13) and also for the results reported in [39, 78] lies in the use of $\{y_i(t)\}$. For applications to vehicle formation, $y_i(t)$ often represents the absolute position of the $i$th agent and requires a GPS signal which may not be available to all agents for feedback except the one with $g_i \neq 0$. Instead the relative positions are available from and to the neighboring vehicles, which motivates the second observer, termed neighborhood observer [87]. We propose the following modified observer for heterogeneous MASs

$$
\dot{\hat{x}}_i = A_i\hat{x}_i + B_iu_i + g_i[L_i(\hat{y}_i - y_i) - L_0(\hat{y}_0 - y_0)] \\
+ d_iL_i \sum_{j=1}^{N} a_{ij}[(\hat{y}_i - \hat{y}_j) - (y_i - y_j)] \forall i \in \mathcal{N}
$$

(4.17)

where $\hat{y}_i = C_i\hat{x}_i$ for $0 \leq i \leq N$. Notice that in this observer there is a communication graph for the output estimation part. The above observer employs the error signals with respect to neighbors of the $i$th agent plus the reference signal, and thus can be more preferred in some applications, such as vehicle formation.

In fact the state of the reference model $x_0(t)$ also requires estimation at the $i$th agent whenever $g_i \neq 0$ due to possible corrupting noise in the received reference signal $r(t) =$
Taking difference between $\dot{x}_i = A_i x_i + B_i u_i$ and (4.17) leads to

$$
\dot{e}_i = A_i e_x - d_i L_i \sum_{j=1}^{N} a_{ij} (C_i e_{x_i} - C_j e_{x_j}) - g_i L_i C_i e_{x_i} + g_i L_0 C_0 e_{x_0},
$$

which results in the collective error dynamics

$$
\dot{e}_x = [A - L (DL + G) C] e_x + (I_N \otimes L_0) \mathcal{M} (1_N \otimes C_0 e_{x_0}),
$$

with $\mathcal{M} = (DL + G)$ and $e_{x_0}(t) = x_0(t) - \hat{x}_0(t)$. Denote $L_0 = I_N \otimes L_0$. In connection with (4.15), the overall MAS has the state space equation

$$
\begin{bmatrix}
\dot{x} \\
\dot{e}_x
\end{bmatrix} = 
\begin{bmatrix}
A - BMF & BMF \\
0 & A - LMC
\end{bmatrix}
\begin{bmatrix}
x \\
e_x
\end{bmatrix} + 
\begin{bmatrix}
BM (1_N \otimes C_0 \hat{x}_0) \\
L_0 \mathcal{M} (1_N \otimes C_0 e_{x_0})
\end{bmatrix}.
$$

(4.18)

For both local and neighborhood observers, the separation principle for stabilization holds true as manifested in the collective dynamics (4.16) and (4.18). Hence we have the following result for which we omit the proof.

**Theorem 8** Suppose that $(A_i, B_i, C_i)$ is both stabilizable and detectable for all $i \in N$. Then there exist distributed output feedback stabilizing controllers for the underlying heterogeneous MAS, if the feedback graph is connected and (3.8) holds for both $q = p$ and $q = m$. For the MAS over the time-varying graph, the distributed output stabilization requires that the graph be uniformly connected with adequately small $h > 0$ and (4.11) holds for both $q = p$ and $q = m$.

In light of Corollary 1, the sufficient condition in Theorem 8 for distributed output stabilizability condition can be made necessary for SISO heterogeneous MASs when all agents share some common unstable poles. In synthesizing the distributed output protocol controllers, the state estimation gain $L_i$ is required not only to be stabilizing but also satisfy
the PR property for the resulting

\[ T_{L_i}(s) = C_i(sI - A_i + L_iC_i)^{-1}L_i \quad \forall \ i \in \mathcal{N} \]  \hspace{1cm} (4.19)

which is dual to the state feedback case. Consequently \( e_x(t) \to 0 \) as \( t \to \infty \). Hence the observer-based control results in the same closed-loop transfer matrix in steady-state. We also point out that Theorem 8 assumes the same communication graph at both input and output. In practice they can be different from each other which can give more design freedom. In case that the graphs differ, then both need to be connected and satisfy the rank condition \((3.8)\) or \((4.11)\). Moreover each agent may have different measurement output from the consensus output. For simplicity, our paper considers only the case when the measurement output is the same as the consensus output; however our design method can be easily adapted to fit to the case when they differ. For this case, the current matrix, \( C_i \), in the state estimator needs to be replaced by a different \( C_i \) corresponding to the measurement output.

**Remark 2** Many known output feedback controllers are observer based and satisfy the required PR property, including the controllers designed using \( \mathcal{H}_\infty \) loop shaping and LQG/LTR methods. Indeed for \( \mathcal{H}_\infty \) loop shaping based on a right coprime factorization (a dual result is presented in [51], page 69-72), \( F_i = B'_iX_i \) and \( L_i = Y_{i\infty}C'_i \) with \( X_i \geq 0 \) the stabilizing solution to the control ARE

\[ A'_iX_i + X_iA_i - X_iB_iB'_iX_i + C'_iC_i = 0, \]  \hspace{1cm} (4.20)

and \( Y_{i\infty} \geq 0 \) the stabilizing solution to the filtering ARE

\[ A_iY_{i\infty} + Y_{i\infty}A'_i - Y_{i\infty}C'_iC_iY_{i\infty} + B_iB'_i + \Delta_i = 0, \]  \hspace{1cm} (4.21)

where \( \Delta_i = (\gamma_i^2 - 1)(I + Y_{i\infty}X_i)B_iB'_i(I + X_iY_{i\infty}) \). Since \( \gamma_i > \gamma_{i\text{opt}} = \sqrt{1 + \lambda_{\text{max}}(X_iY_i)} \geq 1, \)
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$\Delta_i \geq 0$ is true. In light of Fact 4, both $T_F(s)$ defined in (4.8) and $T_L(s)$ defined in (4.19) are PR.

For LQG/LTR, $F_i = B_i'X_i$ with $X_i \geq 0$ the stabilizing solution to the ARE (4.20), and $L_i = Y_i C_i'$ with $Y_i \geq 0$ the stabilizing solution to the ARE

$$A_i Y_i + Y_i A_i' - Y_i C_i' C_i Y_i + q_i^2 \tilde{Q}_i = 0,$$

for some design parameter $q_i > 0$ sufficiently large. The matrix $\tilde{Q}_i = B_i B_i'$ if $P_i(s) = C_i(sI - A_i)^{-1}B_i$ is minimum phase. Otherwise $\tilde{Q}_i = B_{im} B_{im}'$ where $P_i(s) = P_{im}(s) B_{ia}(s)$ with $P_{im}(s) = C_i(sI - A_i)^{-1}B_{im}$ being the minimum phase part of $P_i(s)$ and $B_{ia}(s)$ satisfying $B_{ia}(-s)'B_{ia}(s) = I$ and containing all unstable zeros of $P_i(s)$ [86]. Hence both $T_F(s)$ defined in (4.8) and $T_L(s)$ defined in (4.19) are again PR in light of Fact 4.

The next result is concerned with the existence of static output stabilizing control law for heterogeneous MASs.

**Corollary 3** Suppose that $(A_i, B_i, C_i)$ is both stabilizable and detectable satisfying $\det(C_i B_i) \neq 0$ and $(A_i, B_i, C_i)$ is strictly minimum phase for all $i \in \mathcal{N}$. Then there exist distributed static output stabilizing controllers for the underlying heterogeneous MAS, if the feedback graph is connected and (3.8) holds for $q = m$.

Proof: It is shown in [28] that under the hypotheses for $(A_i, B_i, C_i)$, there exists $K_i$ such that

$$u_i(t) = K_i y_i(t) = K_i C_i x_i(t),$$

is an LQR control law for the system $\dot{x}_i = A_i x_i + B_i u_i$ with $R = I$. Since this is true for each $i \in \mathcal{N}$, the result for distributed state feedback control can be applied. Specifically $T_F(s)$ in the proof of Theorem 7 with $F_i = K_i C_i$ for each $i$ can be made PR. The corollary is thus true. \qed
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4.1.3 Robust Analysis

It is well known that both $\mathcal{H}_\infty$ loop shaping and the LQG/LTR methods provide robustness for the designed feedback control system. For instance a feedback controller designed using LQG/LTR has good gain margin (GM), while one designed using $\mathcal{H}_\infty$ loop shaping is optimally robust against model uncertainty described by normalized coprime factors. However the distributed controllers with distributed observer may obscure the robustness of these two different controllers. This subsection presents a preliminary analysis.

Consider first the LQG/LTR design method. Suppose that the $i$th plant is described by

\[
P_i(s)(I + \Delta_i) = C_i(sI - A_i)^{-1}B_i(I + \Delta_i),
\]

where $\Delta_i$ is diagonal with its $k$th diagonal element in the range of $(\alpha_{i,k}, \beta_{i,k})$ satisfying

\[0 < \alpha_{i,k} < 1 < \beta_{i,k} < \infty.\]

The overall gain margin for the MAS can be defined as

\[
GM = 20 \log_{10} \left( \prod_{i=1}^{N} \prod_{k=1}^{m} \frac{\beta_{i,k}}{\alpha_{i,k}} \right) \text{dB}
\]

that is the largest possible subject to feedback stability for all $\Delta_i$ in the interval. For convenience, denote $\Delta = \text{diag}(\Delta_1, \cdots, \Delta_N)$. We’ll focus on the control protocol based on neighborhood observers in form of (4.17). Since the reference input does not change the gain margin, $r(t) = 0$ is taken for (4.14). It results in

\[
\dot{x} = Ax - B(I + \Delta)MF\hat{x}, \quad y = Cx,
\]

\[
\dot{\hat{x}} = (A - BMF - LMC)\hat{x} - LMy.
\]

The feedback system described above is depicted in the following block diagram Figure 4.3.
Denote \( P(s) = \text{diag}[P_1(s), \ldots, P_N(s)] \) and

\[
\tilde{K}(s) = \tilde{F}(sI - A + B\tilde{F} + \tilde{L}C)^{-1}\tilde{L},
\]

(4.22)

with \( \tilde{F} = \mathcal{M}F \) and \( \tilde{L} = L\mathcal{M} \). The transfer matrix \( T_{dz}(s) \) can be obtained as

\[
T_{dz}(s) = -\tilde{K}(s)[I - P(s)\tilde{K}(s)]^{-1}P(s).
\]

Although \( P(s) \) is diagonal, \( \tilde{K}(s) \) is not due to the presence of \( \mathcal{M} = D\mathcal{L} + G \) in \( \tilde{F} \) and \( \tilde{L} \). It can be verified that

\[
T_{dz}(s) = \tilde{F}(sI - A + B\tilde{F})^{-1}\tilde{L}C(sI - A + \tilde{L}C)^{-1}B.
\]

Hence in general the gain margin calculation is a \( \mu \)-analysis problem that can be difficult, especially for the case when \( N \) is large.

In the case of \( \mathcal{H}_\infty \) loop shaping, \( \Delta \) is a stable transfer matrix, representing the modeling uncertainty of the system, different from the previous real diagonal \( \Delta \). Moreover the expression of the equivalent \( T_{dz}(s) \) is more complex. Let \( P_i(s) = N_i(s)M_i(s)^{-1} \) be the normalized right coprime factorization of \( P_i(s) \). The true unknown model for the \( i \)th agent is assumed to be

\[
[N_i(s) + \Delta_iN(s)][M_i(s) + \Delta_iM(s)]^{-1}
\]
and $\Delta_i(s) = [\Delta_iN(s)' \Delta_iM(s)']'$ satisfying $\|\Delta_i\|_{H_\infty} \leq \delta_i$ [51] with $\|\cdot\|_{H_\infty}$ the $H_\infty$-norm defined in (4.12). Let $\tilde{K}(s)$ be as in (4.22). An equivalent $\tilde{T}_{dz}(s)$ in the sense of the same $H_\infty$-norm as that for $T_{dz}(s)$ is given by

$$
\tilde{T}_{dz}(s) = \begin{bmatrix} P(s) \\ I \end{bmatrix} (I - \tilde{K}(s)P(s))^{-1} \begin{bmatrix} \tilde{K}(s) & -I \end{bmatrix}.
$$

Since the derivation is similar, it is skipped. The stability margin can be obtained via computing

$$
\delta_{\text{max}} = \left(\|\tilde{T}_{dz}\|_{H_\infty}\right)^{-1}
$$

implying that feedback stability holds as long as $\delta_i < \delta_{\text{max}}$ for all $i \in \mathcal{N}$. Again, the computation of $\delta_{\text{max}}$ can be very demanding.

Before concluding this section, we would like to point out that while both $H_\infty$ loop shaping and LQG/LTR methods produce robust controllers, the robustness measures such as GM and $\delta_{\text{max}}$ of the feedback MAS can be very different from the case in absence of $\mathcal{M} = DL + G$.

### 4.2 Output Consensus

Several results exist regarding the condition for heterogeneous MASs to achieve output consensus, including [27, 39, 78]. Our results differ from the existing work due to the absence of a local reference model at each agent and in the explicit conditions for the consensusability in terms of the connected graph and the rank condition in Lemma 2. Hence synchronization of the local reference models can be avoided and consensus control can be achieved directly using local and distributed feedback control protocols. More importantly the existing well-developed design methods such as $H_\infty$ loop shaping [51] and LQG/LTR [4] can be used to synthesize the output consensus control law.

Prior to study of output consensus, we introduce a known result from [30].
Lemma 6 Let the plant model be described by

\[ \dot{x}_a(t) = A_a x(t) + B_a u_a(t), \quad y_a(t) = C_a x_a(t), \]

where \( A_a \in \mathbb{R}^{n_a \times n_a}, \ B_a \in \mathbb{R}^{n_a \times m_a}, \) and \( C_a \in \mathbb{R}^{p_a \times n_a}, \) and the reference model be described in (3.1) with \( A_0 \in \mathbb{R}^{n_0 \times n_0}, \ C_0 = I_p, \) and \( p = p_a. \) Assume that \((A_a, B_a)\) is stabilizable and consider the control law \( u_a(t) = -F_a x_a(t) + F_{0a} r(t). \) Then for each stabilizing state feedback gain \( F_a \in \mathbb{R}^{m_a \times n_0}, \) there exists a reference feed-forward gain \( F_{0a} \in \mathbb{R}^{m_a \times p} \) such that

\[ \lim_{t \to \infty} [y_a(t) - r(t)] = 0, \quad (4.23) \]

i.e., the output of the plant model tracks the reference input with zero steady-state error, if and only if

\[ \text{rank} \left\{ \begin{bmatrix} \lambda I - A_a & B_a \\ C_a & 0 \end{bmatrix} \right\} = n + p, \quad (4.24) \]

at \( \lambda = \lambda_{\ell}(A_0) \) for \( \ell = 1, \ldots, n_0. \)

The above lemma implicitly assumes \( p \leq m. \) That is, the plant model \( P_a(s) = C_a(sI - A_a)^{-1}B_a \) is a wide or square transfer matrix. Thus the feed-forward gain \( F_{0a} \) is a tall or square matrix. It follows that the closed-loop transfer matrix from the reference input \( r(t) \) to output \( y_a(t) \) is square and given by

\[ T_a(s) = C_a(sI - A_a + B_a F_a)^{-1}B_a F_{0a}. \quad (4.25) \]

Computation of \( F_{0a}, \) given a stabilizing \( F_a, \) requires first computing the solution \((W_a, U_a)\)
to the equation

\[
\begin{bmatrix}
I_{n_a} & 0 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
W_a \\
U_a
\end{bmatrix}
A_0 -
\begin{bmatrix}
A_a & B_a \\
C_a & 0
\end{bmatrix}
\begin{bmatrix}
W_a \\
U_a
\end{bmatrix} =
\begin{bmatrix}
0 \\
C_0
\end{bmatrix},
\]

(4.26)

and then setting \( F_{0a} = U_a - F_a W_a \) [30] (page 7-9). Generally \( F_{0a} \) has full rank, and in fact, the full rank condition can be assured if the synthesis of the stabilizing state feedback \( F_a \) admits design degrees of freedom.

It is important to observe that the tracking condition in (4.23) does not require that the plant model include the modes \( \{ \lambda_\ell(A_0) \} \) due to the existence of the feed-forward gain \( F_{0a} \). In practice, though, the inclusion of the modes \( \{ \lambda_\ell(A_0) \} \) in the plant dynamics help to improve performance of both tracking and disturbance rejection. For this reason we assume the following:

**Assumption 1** Each distinct eigenvalue of \( \{ \lambda_\ell(A_0) \} \) is a pole of \( P_i(s) \) and satisfies

\[
\text{rank} \left\{ \lim_{s \to \lambda_\ell(A_0)} [s - \lambda_\ell(A_0)] P_i(s) \right\} = \text{full \ \forall \ i.}
\]

If Assumption 1 does not hold, then dynamic weighting functions \( \{ W_i(s) \} \) (having poles at the missing modes of \( \{ \lambda_\ell(A_i) \} \)) can be employed so that the weighted plant \( P_{W_i}(s) = P_i(s) W_i(s) \) satisfies Assumption 1 \( \forall \ i \). In fact adding weighted dynamics such as integrators and lead/lag compensators to obtain a desired frequency shape has been a standard procedure in LQG/LTR and \( H_\infty \) loop shaping design methods [4, 51]. Controller design can then proceed for \( P_{W_i}(s) \) and implementation of the controller needs to take \( W_i(s) \) as part of the controller. Assumption 1 then results in no loss of generality, since it can always be made true. The next result provides the output consensusability condition for heterogeneous MASs in the case \( p = m \).
Theorem 9 Consider the heterogeneous MAS with equal number of inputs and outputs, and agent model \( P_i(s) = C_i(sI_{n_i} - A_i)^{-1}B_i \) having stabilizable and detectable realization for all \( i \). Let the reference model be described in (3.1) with \( C_0 = I_p \). Under Assumption 1, the given MAS over the feedback graph \( G \) is output consensusable, if \( G \) is connected, the condition (3.8) holds for \( q = p = m \), and (4.24) is true for all \( a = i \in \mathcal{N} \).

Proof: The connected graph \( G \) and rank condition (3.8) imply the existence of observer-based controllers with feedback gains \( \{F_i\} \) and \( \{L_i\} \) which achieve distributed local stabilization. In fact stabilizing state feedback and state estimation gains can be synthesized such that \( \{T_F(s)\} \) in (4.8) and \( \{T_L(s)\} \) in (4.19) are not only stable but also PR using either LQG/LTR or \( H_\infty \) loop shaping design method. It follows from condition (4.24) with \( a = i \) and Lemma 6 that the feed forward gain \( F_{0i} \in \mathbb{R}^{m\times m} \) exists such that the fictitious closed-loop system with transfer matrix

\[
T_{C_i}(s) = C_i(sI - A_i + B_iF_i)^{-1}B_iF_{0i},
\]

achieves tracking with zero steady-state error. Note that \( F_{0i} \) can be made nonsingular by choosing a suitable stabilizing state feedback gain due to the many design degrees of freedom in both LQG/LTR and \( H_\infty \) loop shaping design methods. For output consensus control, the control input in (4.14) is modified by setting \( u_i(t) = F_{0i}\hat{u}_i(t) \) and

\[
\hat{u}_i(t) = \hat{G}_i(r - \hat{F}_i\hat{x}_i) - \hat{D}_i \sum_{j=1}^{N} a_{ij} (\hat{F}_i\hat{x}_i - \hat{F}_j\hat{x}_j),
\]

(4.27)

where \( \{\hat{x}_i(t)\} \) are estimated states based on either local observers (4.13) or neighborhood observers (4.17), and

\[
\hat{G}_i = R_{0i}^{-1}g_i, \quad \hat{D}_i = R_{0i}^{-1}d_i, \quad R_{0i} = F_{0i}'F_{0i}.
\]

(4.28)

The above leads to replacement of \( B_i \) by \( \hat{B}_i = B_iF_{0i} \) and \( F_i \) by \( \hat{F}_i = F_{0i}^{-1}F_i \). Thus \( B_iF_i = \)
\(\hat{B}_i \hat{F}_i\), leading to
\[
\hat{T}_{C_i}(s) = C_i(sI - A_i + \hat{B}_i \hat{F}_i)^{-1} \hat{B}_i,
\tag{4.29}
\]
for each \(i \in \mathcal{N}\). The control input \(u_i(t) = F_0 \tilde{u}_i(t)\) with \(\tilde{u}_i(t)\) in (4.27) shows that the collective state equation in (4.15) is now replaced by
\[
\dot{x} = [A - \hat{B} \hat{M} \hat{F}]x + \hat{B} \hat{M} \hat{F} e_x + \hat{B} \hat{M} (1_N \otimes r),
\tag{4.30}
\]
where \(\hat{M} = \hat{D} \mathcal{L} + \tilde{G}\) and
\[
\hat{D} = \text{diag}(\hat{D}_1, \ldots, \hat{D}_N), \quad \hat{G} = \text{diag}(\hat{G}_1, \ldots, \hat{G}_N),
\]
\[
\hat{B} = \text{diag}(\hat{B}_1, \ldots, \hat{B}_N), \quad \hat{F} = \text{diag}(\hat{F}_1, \ldots, \hat{F}_N).
\]
Recall (4.28). Denoting \(R_0 = \text{diag}(R_{01}, \ldots, R_{0N})\) yields
\[
\hat{M} = R_0^{-1} \mathcal{M}, \quad \mathcal{M} = D \mathcal{L} + G.
\]
The connectedness of \(G\) and the rank condition (3.8) imply that \(\mathcal{M} + \mathcal{M}' > 0\) for some diagonal \(D > 0\) and \(G \geq 0\) in (3.7) with only one nonzero \(g_i > 0\). Let \(F_0 = \text{diag}(F_{01}, \ldots, F_{0N})\). Then \(R_0 \hat{M} + \hat{M}' R_0 = \mathcal{M} + \mathcal{M}' > 0\) that is equivalent to (recall that \(\kappa = 1\) can be taken)
\[
F_0 \hat{M} F_0^{-1} + (F_0 \hat{M} F_0^{-1})' > I \iff \hat{M} + \hat{M}' > I \tag{4.31}
\]
with \(\mathcal{M} = F_0 \hat{M} F_0^{-1}\). It is claimed that \((A - \hat{B} \hat{M} \hat{F})\) is Hurwitz, provided that \((A_i - B_i F_i)\) is for all \(i \in \mathcal{N}\). Indeed
\[
\det(sI - A + \hat{B} \hat{M} \hat{F}) = \det(sI - A + B \hat{M} F),
\]
where \(\hat{M} = F_0 \hat{M} F_0^{-1}\) by \(\hat{B} = BF_0\) and \(\hat{F} = F_0^{-1} F\). Hence a similar argument in the proof
of Theorem 7 can be used to conclude the claim.

Now consider the collective output

$$y(t) = Cx(t), \quad C = \text{diag}(C_1, \ldots, C_N).$$  \hspace{1cm} (4.32)

Let $Y(s) = \mathcal{L}\{y(t)\}$, $R(s) = \mathcal{L}\{r(t)\}$, and $E_x(s) = \mathcal{L}\{e_x(t)\}$ be the Laplace transforms of $y(t)$, $r(t)$, and $e_x(t)$, respectively. The Laplace transform of (4.30) with the output equation (4.32) is given by

$$Y(s) = C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}x(0)$$

$$+ C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M}\hat{F}E_x(s)$$

$$+ C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M}(1_N \otimes R(s)), \hspace{1cm} (4.33)$$

taking the modification in (4.27) into account. Because $(A - \hat{B}\hat{M}\hat{F})$ is Hurwitz, the term associated with $x(0)$ approaches zero as $t \to \infty$. In addition the estimation error $e_x(t)$ also approaches zero as $t \to \infty$ regardless of local or neighborhood observers being used. Hence the steady-state response of $y(t)$ is determined by

$$\hat{T}_C(s) = C\left(sI - A + \hat{B}\hat{M}\hat{F}\right)^{-1}\hat{B}\hat{M}, \hspace{1cm} (4.34)$$

that is the transfer matrix from $1_N \otimes r(t)$ to $y(t)$. Recall that $P(s) = C(sI - A)^{-1}B = \text{diag}(P_1, \ldots, P_N)$. Denote

$$\hat{P}(s) = P(s)F_0 = C(sI - A)^{-1}\hat{B}.$$  

In light of the hypotheses that $p = m$ and Assumption 1, there holds

$$\lim_{s \to \lambda_\ell(A_0)} P(s)^{-1} = \lim_{s \to \lambda_\ell(A_0)} \hat{P}(s)^{-1} = 0.$$
Hence for a simple eigenvalue $\lambda_\ell(A_0) = s_\ell$, there holds

$$
\lim_{s \to s_\ell} \hat{T}_C(s) = \lim_{s \to s_\ell} C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M}
$$

$$
= \lim_{s \to s_\ell} \left[ \hat{M}\hat{F}(sI - A)^{-1}\hat{B}\hat{P}(s)^{-1} \right]^{-1}\hat{M}
$$

$$
= \lim_{s \to s_\ell} \left[ \hat{F}(sI - A)^{-1}\hat{B}\hat{P}(s)^{-1} \right]^{-1}
$$

$$
= \lim_{s \to s_\ell} C(sI - A + \hat{B}\hat{F})^{-1}\hat{B}
$$

$$
= \lim_{s \to s_\ell} [T_C(s)],
$$

with $T_C(s) = \text{diag}\{T_{C_1}(s), \cdots, T_{C_N}(s)\}$ and $T_{C_i}(s)$ in (4.29). Since $T_{C_i}(s)$ achieves tracking with zero steady-state error for each $i$, the output consensus for the heterogeneous MAS is also achieved in the case of simple eigenvalue $\lambda_\ell(A_0) = s_\ell$. In the case of multiple eigenvalue $\lambda_\ell(A_0) = 0$ with multiplicity $\mu > 1$, perfect tracking requires that

$$
\lim_{s \to 0} \frac{\hat{T}_C(s) - \hat{T}_C(0)}{s^{\mu-1}} = 0.
$$

Since the limit of $\hat{T}_C(s)$ is the same as the limit of $T_C(s)$ at $\lambda_\ell(A_0)$, the above equality is true, implying the output consensus at $\lambda_\ell(A_0) = 0$. The proof for nonzero repeated eigenvalues is similar so it is skipped.

Theorem 9 does not consider the issue of $p \neq m$, i.e., the number of inputs does not equal to the number of outputs for each agent. A simple way to bypass the issue of $p < m$ is to append additional $(m - p)$ linearly independent rows to $C_i$ for all $i$ before synthesizing the output consensus. The augmented agents are square and thus Theorem 9 can be applied to synthesize the output consensus controllers. Note that the added $(m - p)$ outputs are fictitious for which the tracking performance can be ignored in design of the output consensus control protocol. The issue of $p > m$ is more complex, because it is not possible for $p$ outputs to track $m$ reference inputs with zero steady-state error in general. A convenient way is to consider consensus control for the first $m$ outputs. However instead
of deleting the last \((p - m)\) rows of \(C_i\), we can consider appending \((p - m)\) zero columns to \(B_i\), and then apply the design procedure from the proof of Theorem 9. Although the invertibility of the augmented \(P_i(s)\) does not hold, the first \(m \times m\) block is invertible, and thus tracking of the first \(m\) outputs to \(m\) reference inputs can be assured.

In practice, we have a virtual reference model that does not exist physically. What is available to the MAS is the reference input \(r(t)\) that is piecewise step, ramp, sinusoidal, etc, i.e., \(r(t) = C_0(t)x_0(t)\) with \(C_0(t)\) piecewise constant in time to pick up the step or ramp or sinusoidal signal generated by \(\dot{x}(t) = A_0x(t)\) with different initial condition. For this reason, \(n_0 > m\) and \(C_0(t) \neq I\) in general. However for each fixed reference input, it can be generated by a reference model with much smaller dimension. Thus \(C_0 = I\) assumed in Theorem 9 has no loss of generality.

Finally it needs to be reminded that the tracking performance is influenced by the eigenvalues of the Laplacian matrix \(L\). How to take \(L\) into consideration for design of high performance feedback controllers remains a challenging issue. For some ideas in this direction, see [3, 15, 76], where the issue of how the topology of the graph influences the dynamics of the agents is discussed. While time-varying graphs are not considered in Theorem 9, the output consensusability condition can be easily extended to the uniformly connected graph with adequately small \(h > 0\) and the rank condition in (4.11).

### 4.3 Simulation Setup and Results

Consider the simulation setup as described in Section 3.6 without time delays in the communication graph. We want to asymptotically regulate the position such that the final positions are 10, 4, 6, and 8 for agent 1, 2, 3, and 4, respectively. In order to achieve this, we add an offset value \(\psi_i\) to each agent as shown below

\[
\begin{align*}
    u_i(t) &= g_i(r - F_ix_i) - d_i \sum_{j=1}^{N} a_{ij}(F_ix_i - F_jx_j) + \phi_i, \\
    \phi_i &= g_i\psi_i - d_i \sum_{j=1}^{N} a_{ij}(\psi_i - \psi_j).
\end{align*}
\]
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Note that $\phi_i$ is a fixed value for each $i$ which can be computed and stored locally beforehand. In this manner, the closed loop collective dynamics are given by

$$\dot{x} = [A - BMF] x + B\mathcal{M} [\psi + 1_N \otimes r].$$

where $\psi$ is a vector with its $i$th element containing the offset value $\psi_i$. Figure 4.4 shows each agent’s position in closed loop using the state feedback control signal (4.3) and the local observer based control signal (4.14) with offset term.

![Figure 4.4: Evolution of the output signals under state feedback (solid), local observer-based feedback with LQG (dotted), local observer-based feedback with LTR (dashed), and $\mathcal{H}_\infty$ loop shaping (dash-dot). Signals are communicated through the graph in Figure 3.1](image)

It is important to note that for all cases, the network graph is connected and that $g_i \neq 0$ only for $i = 1$, i.e., only agent 1 has direct access to $r(t)$. In addition, the rank condition (3.3) is satisfied with $i = 1$. With respect to (3.6), $\kappa = 0.1$, $g_1 = 0.5$, and $D = \text{diag}(0.1608, 0.4348, 0.5683, 0.7168)$. Notice that the 4th agent is the best one at following the trajectory of the 1st agent while the 2nd agent is the worst one. This may be
explained by the graph interconnection since the 2nd agent is the last in the communication chain.

4.4 Consensus Tracking

We consider the problem of designing a feedback control law in order to achieve tracking of reference inputs in control systems focusing on unit step and ramp functions. The tracking is a complicated problem for MASs. In addition to design of each stabilizing state feedback $F_i$, we also need to design a feed-forward gain $F_0$, such that steady-state error

$$e_{ss} = \lim_{{s \to \infty}} e(t) = \lim_{{s \to \infty}} [y(t) - r(t)] = 0. \quad (4.35)$$

The final-value theorem can be employed to obtain the condition for output consensus given by

$$\lim_{{s \to 0}} s [Y(s) - 1_N \otimes R(s)] = 0. \quad (4.36)$$

We consider two different methods to achieve tracking of unit step and ramp functions.

4.4.1 Offset Method

In this method, we assume that $P(s)$ has exactly one pole at the origin. The steady-state response of $y(t)$ is determined by (4.34). The following derivation shows that

$$\hat{T}_C(s) = C(sI - A)^{-1}\hat{B} \left[ I + \hat{M}\hat{F}(sI - A)^{-1}\hat{B} \right]^{-1}\hat{M}$$

$$= \left[ P(s)^{-1} + \hat{M}P_F(s)P(s)^{-1} \right]^{-1}\hat{M},$$
in light of the assumption that $P_i(s)$ has a pole at the origin where $P(s) = C(sI - A)^{-1}B$ and $P_F(s) = F(sI - A)^{-1}B$. We also note that

$$T_C(s) = C(sI - A + \hat{B}\hat{F})^{-1}\hat{B} = C(sI - A)^{-1}\hat{B} \left[ I + \hat{F}(sI - A)^{-1}\hat{B} \right]^{-1}$$

$$= \left[ P(s)^{-1} + P_F(s)P(s)^{-1} \right]^{-1}.$$  

By the assumption that $P_i(s)$ has a pole at the origin,

$$\lim_{s \to 0} \hat{T}_C(s) = \lim_{s \to 0} P(s)P_F(s)^{-1} = \lim_{s \to 0} T_C(s). \quad (4.37)$$

We begin with tracking of step input.

- **Tracking a Step Input**

  Output consensus for step input requires

  $$\lim_{s \to 0} s \left[ Y(s) - 1_N \otimes \frac{1}{s} \right] = 0. \quad (4.38)$$

Consider the LHS of (4.38) where $Y(s)$ is given by (4.33) we get

$$\lim_{s \to 0} s \left[ Y(s) - 1_N \otimes \frac{1}{s} \right] = \lim_{s \to 0} s \left[ C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M} \left( 1_N \otimes \frac{1}{s} \right) - 1_N \otimes \frac{1}{s} \right]$$

$$= \lim_{s \to 0} \left[ C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M} - I \right] 1_N$$

$$= \lim_{s \to 0} \left[ C(sI - A + \hat{B}\hat{F})^{-1}\hat{B} - I \right] 1_N,$$

in light of (4.37). The following result is thus true.

**Lemma 7** Under the assumption that $P_i(s)$ has a pole at the origin for each $i$, tracking of step input with zero steady-state error for the MAS is achievable, if and only if $(A_i, B_i)$ is stabilizable for all $i$. 
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Proof: Since \( s = 0 \) is a pole of \( P_i(s) \), it cannot be a zero for \( P_i(s) \). That is,

\[
\text{rank} \begin{bmatrix} A_i & B_i \\ C_i & 0 \end{bmatrix} = \text{rank} \begin{bmatrix} A_i - B_i F_i & B_i \\ C_i & 0 \end{bmatrix} = n_i + 1,
\]

for each \( i \), and any state feedback gain \( F_i \). If \( (A_i, B_i) \) is stabilizable for all \( i \), then stabilizing \( F_i \) exists for each \( i \), and thus the above rank condition implies that

\[
\lim_{s \to 0} C_i(sI - A_i + B_i F_i)^{-1} B_i \neq 0 \quad \forall \ i.
\]

The above shows that \( F_{0i} \) exists such that

\[
\lim_{s \to 0} C_i(sI - A_i + B_i F_i)^{-1} B_i F_{0i} = 1,
\]

by setting that \( F_{0i} = [C_i(-A_i + B_i F_i)^{-1} B_i]^{-1} \). It follows that

\[
\lim_{s \to 0} \left[ C(sI - A + \hat{B} \hat{F})^{-1} \hat{B} - I \right] 1_N = 0,
\]

and thus the zero steady-state error is achieved for the step input. Conversely the zero steady-state error implies that \( \hat{T}_C(s) \) and \( T_C(s) \) are all stable implying that \( (A_i - B_i F_i) \) is a stability matrix, and this \( (A_i, B_i) \) is stabilizable for all \( i \). \( \square \)

- **Tracking a Ramp Input**

Here we consider the output consensus condition for tracking a ramp with an offset term \( \phi_i \) added. For output consensus control, the control input in (4.27) is modified and written as

\[
\hat{u}_i(t) = \hat{G}_i(r - \hat{F}_i \hat{x}_i) - \hat{D}_i \sum_{j=1}^{N} a_{ij} (\hat{F}_i \hat{x}_i - \hat{F}_j \hat{x}_j) + \phi_i, \quad (4.39)
\]

\[
\phi_i = \hat{G}_i \psi_i - \hat{D}_i \sum_{j=1}^{N} a_{ij} (\psi_i - \psi_j). \quad (4.40)
\]
Subsequently the collective state equation in (4.30) can now be replaced by

$$\dot{x} = [A - \hat{B}\hat{M}\hat{F}]x + \hat{B}\hat{M}\hat{F}e_x + \hat{B}\hat{M}(\psi + 1_N \otimes r).$$

(4.41)

Note that $\phi_i$ is a fixed value for each $i$ which can be computed and stored locally beforehand. As the estimation error $e_x(t)$ approaches zero, the closed loop collective dynamics can be written as

$$\dot{x} = \left[A - \hat{B}\hat{M}\hat{F}\right]x + \hat{B}\hat{M}[\psi + 1_N \otimes r],$$

(4.42)

where $\psi$ is a vector with its $i$th element containing the offset value $\psi_i$.

Output consensus for ramp input with offset method requires

$$\lim_{s \to 0} s \left[ Y(s) - 1_N \otimes \frac{1}{s^2} \right] = 0.$$  

(4.43)

Consider the collective output (4.32). The Laplace transform of (4.41) with the output equation (4.32) is given by

$$Y(s) = C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}x(0)$$

$$+ C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M}\hat{F}E_x(s)$$

$$+ C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M}\left[\frac{\psi}{s} + 1_N \otimes R(s)\right],$$

(4.44)

taking the modification in (4.39) into account. Because $(A - \hat{B}\hat{M}\hat{F})$ is Hurwitz, the same arguments as earlier concludes that steady-state output $y_{ss}(t)$ reduces to

$$Y_{ss}(s) = C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M}\left[\frac{\psi}{s} + 1_N \otimes R(s)\right].$$

(4.45)

The steady-state response of $y(t)$ is again determined by $\hat{T}_C(s)$ in (4.34). Consider the LHS
of (4.43) where \( Y(s) \) is given by (4.45) we get
\[
\lim_{s \to 0} s \left[ Y(s) - 1_N \otimes \frac{1}{s^2} \right] = \lim_{s \to 0} s \left[ C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M} \left( \frac{\psi}{s} + 1_N \otimes R(s) \right) - 1_N \otimes R(s) \right]
\]
\[
= \lim_{s \to 0} s \left[ \left( C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M} - I \right) 1_N \otimes R(s) + \frac{C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M}\psi}{s} \right]
\]
\[
= \lim_{s \to 0} s \left[ \left( C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M} - I \right) \frac{1_N}{s^2} \right] + \lim_{s \to 0} s \left[ \frac{C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M}\psi}{s} \right]
\]
\[
= \lim_{s \to 0} s \left[ \left( C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M} - I \right) \frac{1_N}{s} \right] + \psi.
\]
Recall that \( C(-A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M} = I \) in the earlier case of step input where we design \( F_0i = (C_i(-A_i + B_iF_i)^{-1}B_i)^{-1} \) such that \( \lim_{s \to 0} \hat{T}_C(s) = I \). Define
\[
\Omega = \lim_{s \to 0} s \left[ \frac{C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M} - I}{s} \right] 1_N
\]
The limit is of the form \( \frac{0}{0} \) and the L’Hospital’s rule can be applied. Using the result obtained from tracking of step input where \( F_i \) is designed such that \( (A_i + B_iF_i) \) is Hurwitz for all \( i \), applying L’Hospital’s rule yields
\[
\Omega = \lim_{s \to 0} -C(sI - A + \hat{B}\hat{M}\hat{F})^{-2}\hat{B}\hat{M}1_N
\]
\[
= -C(-A + \hat{B}\hat{M}\hat{F})^{-2}\hat{B}\hat{M}1_N.
\]
The consensus condition reduces to
\[
-C(-A + \hat{B}\hat{M}\hat{F})^{-2}\hat{B}\hat{M}1_N + \psi = 0. \tag{4.46}
\]
Using (4.46) we can calculate $\psi$ that is given by

$$\psi = C(-A + \hat{B}\hat{M}\hat{F})^{-2}\hat{B}\hat{M}1_N. \hspace{1cm} (4.47)$$

Figure 4.5 shows each agent’s position as they track the ramp input with an offset term (4.39).

![Graph showing the evolution of output signals tracking a ramp function.](image)

Figure 4.5: Evolution of the output signals tracking a ramp function. Signals are communicated through the graph in Figure 3.1.

Although consensus is achieved the method proposed is not a local and distributed approach to MASs, because of the use of $\hat{M}$ matrix in computing the offset vector $\psi$. To overcome this weakness we propose another method in the following section.

### 4.4.2 Tracking a Ramp Input - Local and Distributed Approach

This approach assumes that $s = 0$ is a double pole of $P_i(s)$ for all $i$. We thus have a similar lemma to Lemma 7.

**Lemma 8** Under the assumption that $s = 0$ is a double pole of $P_i(s)$ for all $i$, tracking of the ramp input with zero steady-state error for the MAS is achievable, if and only if
\((A_i, B_i)\) is stabilizable for all \(i\).

Instead of proving this lemma, we will provide derivation of the consensus result assuming the stabilizability of \((A_i, B_i)\) for all \(i\). Consider the following MAS output under ramp reference plus the offset

\[
Y(s) = \hat{T}_C(s)R(s) = C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M}\left[\frac{\psi}{s} + 1_N \otimes \frac{1}{s^2}\right].
\]

The error of the system is defined by

\[
E(s) = Y(s) - R(s)
= Y(s) - 1_N \otimes \frac{1}{s^2}
= C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M}\left[\frac{\psi}{s} + 1_N \otimes \frac{1}{s^2}\right] - \left(1_N \otimes \frac{1}{s^2}\right)
= \frac{[C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M}1_N - 1_N]}{s^2} + C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M}\psi. \quad (4.48)
\]

In light of the final value theorem, the steady-state error is given by

\[
\lim_{s \to 0} sE(s) = \lim_{s \to 0} \frac{C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M}1_N - 1_N}{s} + \lim_{s \to 0} C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M}\psi
\]

Next we consider the following error function in \(s\)-domain:

\[
s\Delta(s) = C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M} - C(sI - A + BF)^{-1}\hat{B}.
\]

By noting that \(\hat{B}_i = B_iF_0i\) and \(\hat{F}_i = F_0i^{-1}F_i\) for each \(i\), there holds

\[
s\Delta(s) = P(s)F_0[I + \hat{M}F_0^{-1}P_F(s)F_0]^{-1}\hat{M} - P(s)F_0[I + P_F(s)]^{-1}F_0
= P(s)[I + F_0\hat{M}F_0^{-1}P_F(s)]^{-1}F_0\hat{M} - P(s)[I + P_F(s)]^{-1}F_0.
\]

73
Denote $\mathcal{M}_0 = F_0 \hat{M} F_0^{-1}$. Then

$$
s\Delta(s) = P(s)[I + \mathcal{M}_0 P_F(s)]^{-1} \mathcal{M}_0 F_0 - P(s)[I + P_F(s)]^{-1} F_0
= P(s)P_F(s)^{-1}[I + \mathcal{M}_0^{-1} P_F(s)^{-1}]^{-1} F_0 - P(s)P_F(s)^{-1}[I + P_F(s)^{-1}]^{-1} F_0
= P(s)P_F(s)^{-1} \{[I + \mathcal{M}_0^{-1} P_F(s)^{-1}]^{-1} - [I + P_F(s)^{-1}]^{-1}\} F_0,
$$

We assume that $P(s)^{-1} \to 0$ and $[sP(s)]^{-1} \to 0$ as $s \to 0$ which is equivalent to $P(s)$ having double pole at the origin. Hence there holds

$$
s\Delta(s) = P(s)P_F(s)^{-1} \{[I - \mathcal{M}_0^{-1} P_F(s)^{-1}] - [I - P_F(s)^{-1}]\} F_0 + o([P_F(s)^{-1}]^2)
= P(s)P_F(s)^{-1} \{I - \mathcal{M}_0^{-1}\} P_F(s)^{-1} F_0 + o([P_F(s)^{-1}]^2),
$$

where $o([P_F(s)^{-1}]^2)$ indicates that the term approaches zero in the order of $[P_F(s)^{-1}]^2$, i.e., $o(s^2)$, as $s \to 0$. This is ensured by the double zero eigenvalue of the $A$ matrix. It follows that

$$
\lim_{s \to 0} \Delta(s) = P(s)P_F(s)^{-1} \{I - \mathcal{M}_0^{-1}\} [sP_F(s)]^{-1} F_0 + o([P_F(s)^{-1}]) = 0.
$$

The above shows that so long as the plant has a double pole at the origin, there holds

$$
\lim_{s \to 0} \frac{C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M} - C(sI - A + BF)^{-1}\hat{B}}{s} = 0. \quad (4.49)
$$

The equality (4.49) yields the steady state error

$$
\lim_{s \to 0} sE(s) = \lim_{s \to 0} \frac{C(sI - A + BF)^{-1}\hat{B}1_N - 1_N}{s} + \lim_{s \to 0} C(sI - A + \hat{B}\hat{M}\hat{F})^{-1}\hat{B}\hat{M}\psi
= \lim_{s \to 0} \frac{C(sI - A + BF)^{-1}BF_01_N - 1_N}{s} + \lim_{s \to 0} C(sI - A + BF)^{-1}BF_0\psi, \quad (4.50)
$$
by \( \hat{B} = BF_0 \). Hence we can design \( F_0 \) such that

\[
\lim_{s \to 0} C_i(sI - A_i + B_iF_i)^{-1}B_iF_{0i} = 1 \quad \forall \; i
\]

or

\[
\lim_{s \to 0} C(sI - A + BF)^{-1}BF_0 = I \Rightarrow F_0 = \left(C(-A + BF)^{-1}B\right)^{-1}
\]

that is ensured by the nonzero DC gain for each \( P_i(s) \). Substituting \( F_0 \) in (4.50) the tracking condition becomes

\[
\lim_{s \to 0} \frac{C(sI - A + BF)^{-1}BF_01_N - 1_N}{s} + \psi = 0
\]

\[
\psi = \lim_{s \to 0} \frac{1_N - C(sI - A + BF)^{-1}BF_01_N}{s}.
\]

(4.51)

The limit is of the form \( \frac{0}{0} \), applying L’Hospital’s rule to calculate the limit, we get

\[
\psi = C(-A + BF)^{-2}BF_01_N
\]

or

\[
\gamma_i = \lim_{s \to 0} \frac{C_i(sI - A_i + B_iF_i)^{-1}B_iF_{0i} - 1}{s}
\]

for \( i = 1, 2, \cdots, N \). Then the MAS achieves the zero steady-state error to unit ramp reference, if \( \psi_i = -\gamma_i \) for \( i = 1, 2, \cdots, N \).

The proposed method is local and distributed in nature as the design of each agent is decoupled and does not depend on \( \hat{M} \). This is crucial as the MAS has the advantage of being scalable. That is, the consensus is achievable even if some agents are removed while new ones are added in. In such situations, \( \hat{M} \) changes all the time, and thus the local and distributed results for consensus are preferred.
4.4.3 Tracking a Sinusoid Input

The reference model which is required for tracking a sinusoid input is described as

\[ \dot{x}_0(t) = A_0x_0(t) \]  \hfill (4.52)

where

\[ A_0 = \begin{bmatrix} 0 & \omega_0 \\ -\omega_0 & 0 \end{bmatrix}. \]

Taking Laplace transform of (4.52)

\[ sX_0(s) - X_0(0) = A_0X_0(s). \]  \hfill (4.53)

Rearranging (4.53) as

\[ (sI - A_0)X_0(s) = X_0(0). \]  \hfill (4.54)

The initial conditions for the states can be chosen to be

\[ X_0(0) = \begin{bmatrix} \alpha \\ \beta \end{bmatrix}. \]

Substituting the initial conditions in (4.54)

\[ X_0(s) = (sI - A_0)^{-1} \begin{bmatrix} \alpha \\ \beta \end{bmatrix} = \frac{1}{s^2 + \omega_0^2} \begin{bmatrix} s & -\omega_0 \\ \omega_0 & s \end{bmatrix} \begin{bmatrix} \alpha \\ \beta \end{bmatrix} = \frac{1}{s^2 + \omega_0^2} \begin{bmatrix} \alpha s + \beta \omega_0 \\ \beta s - \alpha \omega_0 \end{bmatrix}. \]  \hfill (4.55)

Consider \( \alpha = 0 \) and \( \beta = 1 \), we can then write (4.55) as

\[ X_0(s) = \frac{1}{s^2 + \omega_0^2} \begin{bmatrix} \omega_0 \\ s \end{bmatrix}. \]  \hfill (4.56)
Taking inverse Laplace transform of (4.56) we get

\[ x_0(t) = \begin{bmatrix} \sin \omega_0 t \\ \cos \omega_0 t \end{bmatrix}. \]

To track the reference signal we need to design the feedback \( F_0 = \begin{bmatrix} a & b \end{bmatrix} \). The reference signal can be written as

\[ r(t) = F_0 x_0(t) = a \sin \omega_0 t + b \cos \omega_0 t. \] (4.57)

Taking Laplace transform of (4.57) we get

\[ R(s) = \begin{bmatrix} a \omega_0 \\ b s \end{bmatrix} \begin{bmatrix} s^2 + \omega_0^2 \\ s^2 + \omega_0^2 \end{bmatrix}. \] (4.58)

**Lemma 9** Under the assumption that \( s = \pm j \omega \) is a pair of complex conjugate poles on the imaginary axis of \( P_i(s) \) for all \( i \), tracking of sinusoid input with zero steady state error for the MAS is achievable, if and only if \((A_i, B_i)\) is stabilizable for all \( i \).

For tracking of a sinusoid input in a MAS environment we consider the feedforward gain, \( F_{0i} = I \). By using the design procedure as discussed in the earlier section \( R_{0i} = I \), which in turn yields \( \hat{M} = M \). Here it is required that we calculate \( F_0 = \begin{bmatrix} a_i & b_i \end{bmatrix} \) for each agent beforehand. To calculate \( a_i \) and \( b_i \) we follow the method explained below. The output equation can be written as

\[
Y(s) = T_C(s)R(s) = C(sI - A + BMF)^{-1}BM \left[ \frac{a_i \omega_0}{s^2 + \omega_0^2} + \frac{b_i s}{s^2 + \omega_0^2} \right].
\]

\[ = C(sI - A)^{-1}B \left[ I + MF(sI - A)^{-1}B \right]^{-1}M \left[ \frac{a_i \omega_0}{s^2 + \omega_0^2} + \frac{b_i s}{s^2 + \omega_0^2} \right]. \]
Define
\[
\overline{K} = \lim_{s \to j\omega_0} C(sI - A)^{-1}B \left[ I + MF(sI - A)^{-1}B \right]^{-1} \mathcal{M}
\]
\[
= \lim_{s \to j\omega_0} P(s) \left[ I + MP_F(s) \right]^{-1} \mathcal{M}.
\]

We assume that \( P(j\omega_0)^{-1} \to 0 \) which is equivalent to \( P_0(s) \) having double complex pole at the origin. Hence we define \( P(s) = P_1(s)P_0(s) \) and \( P_F(s) = P_{F1}(s)P_0(s) \). Further we can rewrite
\[
\overline{K} = \lim_{s \to j\omega_0} P_1(s)P_0(s) \left[ I + MP_{F1}(s)P_0(s) \right]^{-1} \mathcal{M}
\]
\[
= \lim_{s \to j\omega_0} P_1(s) \left[ P_0(s)^{-1} + MP_{F1}(s)P_0(s)^{-1} \right]^{-1} \mathcal{M}
\]
\[
= \lim_{s \to j\omega_0} P_1(s) \left[ P_0(s)^{-1} + P_{F1}(s)^{-1} \right]
\]
\[
= \lim_{s \to j\omega_0} P(s) \left[ I + P_F(s) \right]^{-1} = \lim_{s \to j\omega_0} C(sI - A)^{-1}B \left[ I + F(sI - A)^{-1}B \right]^{-1}
\]
\[
= \lim_{s \to j\omega_0} C(sI - A + BF)^{-1}B = \lim_{s \to j\omega_0} T_F(s).
\]

From above we can conclude that the design of each agent is decoupled and does not depend on \( \mathcal{M} \). Then the output equation can be written as
\[
Y_i(s) = C_i(sI - A_i + B_iF_i)^{-1}B_i \left[ \frac{a_i\omega_0}{s^2 + \omega_0^2} + \frac{b_i s}{s^2 + \omega_0^2} \right]
\]
\[
= \frac{K_i}{(s - j\omega_0)} + \frac{K^*_i}{(s + j\omega_0)}.
\]
Steady state solution is given by $Y_{ss}(t) = 2|K_i|\cos(\omega_0 t + \angle K_i)$. Calculating the partial fractions and taking the limits we can write

$$2K_i = \lim_{s \to j\omega_0} 2T_F(s) \left[ \frac{a_i\omega_0}{(s + j\omega_0)} + \frac{b_i j\omega_0}{(s + j\omega_0)} \right]$$
$$= 2T_F(j\omega_0) \left[ \frac{2a_i\omega_0 + b_i j\omega_0}{2j\omega_0} \right]$$
$$= T_F(j\omega_0) \left[ \frac{a_i + jb_i}{j} \right].$$

For tracking $\cos \omega_0 t$, we set $\angle K_i = 0$

$$\angle K_i = \angle T_F(j\omega_0) + \angle [a_i + jb_i] - 90 = 0.$$ 

The angle can be calculated to be equal to

$$\angle [a_i + jb_i] = 90 - \angle T_F(j\omega_0) = \frac{\pi}{2} - \angle T_F(j\omega_0), \quad (4.59)$$

and the magnitude is equal to

$$|K_i| = |T_F(j\omega_0)| \sqrt{a_i^2 + b_i^2} = 1 \Rightarrow \sqrt{a_i^2 + b_i^2} = \frac{1}{|T_F(j\omega_0)|} \quad (4.60)$$

Equations (4.59) and (4.60) implies $Y_{ss}(t) = \cos \omega_0 t$.

Hence we can track a sinusoid input by locally generating the sinusoid and cosine functions for each agent. As these functions are generated locally for each agent we will have to provide corresponding reference signals to each of the agents to achieve consensus. Therefore all the agents must receive the reference signal in order to achieve consensus unlike the cases of step and ramp input discussed earlier in this chapter where only one agent was required to receive the reference signal. For simplicity, we have considered $N = 2$ agents whose dynamics are described by second set of agents in Section 3.6. The dynamics of the agents do not have a pair of complex conjugate poles on the imaginary axis, hence
the plant model needs to be augmented with a weighting function equal to \( W_i(s) = \frac{1}{s^2 + \omega_0^2} \). We assume that \( \omega_0 = \pi \), and the graph is strongly connected. The rank condition (3.3) is satisfied by taking \( D = \text{diag} (-0.0019, 0.4981), \kappa = 0.1 \) and \( g_1 = 0.5 \) with the rest \( g_i = 0 \). Figure 4.6 shows each agent’s position as they track a sinusoid input.

Figure 4.6: Evolution of the output signals tracking a sinusoid function for \( N = 2 \).
Chapter 5
Application: Aircraft Traffic Control

5.1 Introduction

Today’s air traffic capacity has doubled compared to the last decade and faces many challenges of managing an ever-growing amount of air traffic. Hence it has become a need to update the design of airspace continuously to meet the demands and provide the best, safest and the shortest routes for the increasing number of flights. Currently air traffic control (ATC) provides this service with the help of ground-based controllers who direct the aircraft safely based on traffic separation rules. The rules help the ATC operator to direct the aircraft on the ground and in controlled airspace, and also provide advisory services when it is in the uncontrolled airspace by maintaining a minimum amount of no-fly space around it at all times. This is known as Air Traffic Management (ATM). The aviation industry today has to find a transformational ATM solution which will help to do away with outdated infrastructure and operating techniques. In an attempt to optimize and enhance the efficiency in the aviation industry, advances have been made based on trajectory-based operations for replacing the current clearance-based operations in many parts of the airspace thereby reducing the human interaction in the operations. This shift in technique gives rise to a number of issues for distributed coordination in future ATM systems, as safe separation between aircrafts can only be achieved by coordinated management of the aircraft.

The flight dynamics of an aircraft are nonlinear in nature and can be described by a set of simultaneous second-order differential equations. The mathematical model of an aircraft provides us a way to simulate the aircraft conditions on a computer, which otherwise, would involve high costs if a real aircraft had to be built and tested upon. The detailed derivation of the mathematical model can be found in any aircraft or flight control design textbook [9, 23, 19, 56].
In mathematics, a nonlinear system is the one that does not satisfy the superposition principle. It refers to a set of nonlinear equations used to describe a physical system that cannot be written as a linear combination of the inputs. The theory of nonlinear systems have evolved with time and today is used to describe a great variety of scientific and engineering phenomena. For linear systems, the design of controller for output feedback is a two step process comprising of state feedback and state estimation. Separation principle can be applied for controller design and the two steps can be carried out independently for assigning the closed-loop eigenvalues. The design methods based on separation principle are fundamental and widely used as many techniques are developed based on this principle for the design of linear systems. For the general nonlinear systems, unlike the linear systems, the problem of output feedback control is much more difficult and less understood.

The study of nonlinear problem is important because most of the physical systems are inherently nonlinear in nature. The complexity of nonlinear systems poses a major challenge to the control community and requires design procedures which could meet control objectives for the desired specifications. These real-world control problems can be solved by using the nonlinear design tools presented in [36]. These useful methods include Lie algebra and differential geometry [34], sliding mode control, a Lyapunov redesign - which uses a Lyapunov function of a nominal system to design a control component which is robust, backstepping - a recursive process [38] and passivity-based control. Most of these design tools require state feedback although a situation may arise when the control designer chooses not to measure the state variables due to technical or economical reasons. This may create a need to extend design techniques to output feedback. One of the methods used in practice by researchers is the introduction of high-gain observers for a class of nonlinear systems using separation principle [24, 37, 49, 50, 72]. Also certain control problems have an abstract mathematical model which make it difficult to find a property that could correspond to physical energy. These physical systems could be an electrical network or a mechanical machine. The notion of stored energy, passivity and dissipativity are widely
appreciated in the study of such physical systems as these provide a useful tool for the analysis of system behavior [11, 31, 80].

Despite the success of the nonlinear control design methods, the linearization methods are still widely used due to its simplicity and the availability of the many linear design tools. The process involves design by linearizing the system about the desired equilibrium point and then design a stabilizing linear feedback control for the linearized model but this can only guarantee asymptotic stability locally. Various other linearization techniques used are discussed in [36]. Techniques such as gain-scheduling can be used to extend the region of validity of linearization.

5.2 Linearized Aircraft Model

The stability of an aircraft is studied under two different categories i.e. static and dynamic stability. Static stability can be defined as the initial tendency of the aircraft to return to its equilibrium state after a disturbance while dynamic stability is related to actual time history of the systems state as \( t \to \infty \). It is important to mention here that static stability does not always imply dynamic stability. However, dynamically stable systems are statically stable. Our focus will be on dynamic stability as it affects the actual motion of the aircraft when a control input is provided or a disturbance is injected. An aircraft is considered as a rigid body with movable surfaces like rudder, elevator and ailerons designed to control it. Usually in the study of flight control systems the equations of motion for an aircraft are derived as a rigid body with three components of translation and three components of rotation, which means that it has six degrees of freedom. For the sake of convenience, reference axis fixed with respect to the earth is considered.

The mathematical basis for the analysis of an aircraft quickened after the first manned flight was made possible by Wright brothers. This caused development in the area of aeronautics to suddenly gain momentum in the early 1900. Many scientists and mathematicians got involved in studying the stability and control problems faced by these early flights. The works of G. H. Bryan (1911) and Frederick Lanchester (1908) are recognized to have laid
the foundations for the subject. Lanchester conducted experiments with hand-launched gliders and was able to identify and describe certain mathematical dynamic characteristics of an aircraft. On the other hand Bryan was the first to develop the general equations of motion for the dynamic stability analysis which are still in use with some modifications. These equations of motion of an aircraft are the foundation on which the entire framework of flight dynamics is constructed. He also recognized that the equations of motion could be separated into symmetric longitudinal motion and an unsymmetric lateral motion. Bryan’s mathematical theory was complex and lacked information about the various stability derivatives. In order to determine these stability derivatives experimental studies were carried out on scaled aircraft models inside the wind-tunnel by L. Bairstow and B. M. Jones at the National Physical Laboratory in England. They also showed that under certain assumptions the equations of motion can have two independent solutions, i.e., one longitudinal and one lateral. Around the same time Jerome Hunsaker at Massachusetts Institute of Technology conducted more wind-tunnel studies on scaled models of several flying aircrafts and added valuable information about them and their dynamic stability.

The rigid body equations of motion can be derived by applying Newton’s second law. To find the solution for these equations of motion perturbation theory is applied. According to linear theory it is possible to write states as a sum of nominal value and a perturbation. We consider that the aircraft motion consists of small deviations from the equilibrium flight conditions. Perturbation theory is used to linearize the equations and the results thus obtained are decoupled state-space models for longitudinal and lateral motions which have sufficient accuracy for practical engineering purposes. The assumptions made are reasonable provided the aircraft is not undergoing a large amplitude or very rapid maneuver. The kinematic and dynamic equations for an aircraft are summarized in the Table 5.1 where \( u, v \) and \( w \) are the components of velocity along the \( x, y \) and \( z \) axes respectively. The angular velocities are denoted by \( p, q \) and \( r \) and the Euler’s angles are denoted by \( \psi, \theta \) and \( \phi \). The mass moments of inertia of the body about the \( x, y \) and \( z \) axes are represented
Table 5.1: Kinematic and dynamic equations for an aircraft.

<table>
<thead>
<tr>
<th>Force Equations</th>
<th>( m (\dot{u} + qw - rv) = X - mg \sin \theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( m (\dot{v} + ru - pw) = Y + mg \cos \theta \sin \phi )</td>
</tr>
<tr>
<td></td>
<td>( m (\dot{w} + pv - qu) = Z + mg \cos \theta \cos \phi )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Moment Equations</th>
<th>( L = I_{xx}\dot{p} + qr(I_{zz} - I_{yy}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( M = I_{yy}\dot{q} + pr(I_{xx} - I_{zz}) )</td>
</tr>
<tr>
<td></td>
<td>( N = I_{zz}\dot{r} + pq(I_{yy} - I_{xx}) )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Attitude Dynamics</th>
<th>( \dot{\theta} = q \cos \phi - r \sin \phi )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \dot{\phi} = p + \tan \theta(q \sin \phi + r \cos \phi) )</td>
</tr>
<tr>
<td></td>
<td>( \dot{\psi} = \sec \theta(q \sin \phi + r \cos \phi) )</td>
</tr>
</tbody>
</table>

by the terms \( I_{xx}, I_{yy} \) and \( I_{zz} \) respectively. To linearize each of the kinematic and dynamic equations we need to replace the variables by a nominal value plus a perturbation

\[
\begin{align*}
    u &= u_0 + \Delta u \\
    v &= v_0 + \Delta v \\
    w &= w_0 + \Delta w \\
    p &= p_0 + \Delta p \\
    q &= q_0 + \Delta q \\
    r &= r_0 + \Delta r \\
    X &= X_0 + \Delta X \\
    Y &= Y_0 + \Delta Y \\
    Z &= Z_0 + \Delta Z \\
    M &= M_0 + \Delta M \\
    N &= N_0 + \Delta N \\
    L &= L_0 + \Delta L \\
    \delta_e &= \delta_e + \Delta \delta_{e_0} \\
    \delta_t &= \delta_t + \Delta \delta_{t_0}.
\end{align*}
\]

For convenience the equilibrium flight condition is assumed to be symmetric and with no angular velocity. This implies that \( v_0 = p_0 = q_0 = r_0 = \phi_0 = \psi_0 = 0 \). Also the \( x \)-axis is set along the direction of aircraft’s velocity vector and hence \( w_0 = 0 \). The aircraft is flying with the speed \( u = u_0 \) and \( \theta_0 \) is the reference angle of climb. In our discussion we restrict ourselves only to finding the longitudinal equations. The \( X \)-force, \( Z \)-force and pitching moment form the longitudinal equations whereas the \( Y \)-force, yawing and rolling moment form the lateral equations. The perturbed linearized longitudinal equations of motion are as follows

\[
\left( \frac{d}{dt} - X_u \right) \Delta u - X_w \Delta w + (g \cos \theta_0)\Delta \theta = X_{\delta_e} \Delta \delta_e + X_{\delta_t} \Delta \delta_t
\]
\[-Z_u \Delta u + \left[ (1 - Z_\dot{w}) \frac{d}{dt} - Z_w \right] \Delta w - \left( u_0 + Z_q \frac{d}{dt} - g \sin \theta_0 \right) \Delta \theta = Z_{\delta_e} \Delta \delta_e + Z_{\delta_t} \Delta \delta_t \]

\[-M_u \Delta u - \left( M_\dot{w} \frac{d}{dt} + M_w \right) \Delta w + \left( \frac{d^2}{dt^2} - M_\dot{q} \frac{d}{dt} \right) \Delta \theta = M_{\delta_e} \Delta \delta_e + M_{\delta_t} \Delta \delta_t. \]

(5.1)

- **Longitudinal Aircraft Dynamics**

The perturbed linearized longitudinal equations are simple, ordinary linear differential equations with constant coefficients. These equations can be written in state-space form and represented mathematically as

\[ \dot{x} = Ax + B\eta \]  

(5.2)

where \( x \) is a state vector and \( \eta \) is the control vector defined as follows:

\[ x = \begin{bmatrix} \Delta u \\ \Delta w \\ \Delta q \\ \Delta \theta \end{bmatrix}^T \quad \text{and} \quad \eta = \begin{bmatrix} \Delta \delta_e \\ \Delta \delta_t \end{bmatrix}. \]

The control or actuator inputs \( \delta_e \) and \( \delta_t \) are the change in elevator angle and thrust, respectively. The coefficients of system matrix \( A \) are the aerodynamic stability derivatives and the coefficient of input matrix \( B \) are the control derivatives of the aircraft. The linearized longitudinal set of equations in (5.1) can be rewritten as

\[ \Delta \dot{u} = X_u \Delta u + X_w \Delta w + X_{\delta_e} \Delta \delta_e + X_{\delta_t} \Delta \delta_t - (g \cos \theta_0) \Delta \theta \]

\[ \Delta \dot{w} = Z_u \Delta u + Z_w \Delta w + Z_{\delta_e} \Delta \delta_e + Z_{\delta_t} \Delta \delta_t + u_0 \Delta q - (g \sin \theta_0) \Delta \theta \]

\[ \Delta \dot{q} = M_q \Delta q + M_\dot{w} \Delta \dot{w} + M_u \Delta u + M_w \Delta w + M_{\delta_e} \Delta \delta_e + M_{\delta_t} \Delta \delta_t \]

\[ \Delta \dot{\theta} = \Delta q \]  

(5.3)

where \( X(\cdot) = \frac{1}{m} \frac{\partial X}{\partial \delta(\cdot)} \), \( Z(\cdot) = \frac{1}{m} \frac{\partial Z}{\partial \delta(\cdot)} \) and \( M(\cdot) = \frac{1}{I_{yy}} \frac{\partial M}{\partial \delta(\cdot)} \). Putting the equations in state-space form we obtain
\[ A = \begin{bmatrix} X_u & X_w & 0 & -g \cos \theta_0 \\ Z_u & Z_w & u_0 & -g \sin \theta_0 \\ M_u + M_w Z_u & M_w + M_w Z_w & M_q + M_w u_0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix} \]

and

\[ B = \begin{bmatrix} X_{\delta_e} & X_{\delta_t} \\ Z_{\delta_e} & Z_{\delta_t} \\ M_{\delta_e} + M_w Z_{\delta_e} & M_{\delta_t} + M_w Z_{\delta_t} \\ 0 & 0 \end{bmatrix} \]  

(5.4)

In our discussion we consider the perturbation equations of longitudinal motion for the Boeing 747 transport aircraft in level flight at an altitude of 40,000 ft and velocity of 774 ft/sec (Mach number = 0.8) [29]. For convenience the effect of wind is ignored. The state-space model is given by

\[
\begin{bmatrix} \Delta \dot{u} \\ \Delta \dot{w} \\ \Delta \dot{q} \\ \Delta \dot{\theta} \end{bmatrix} = \begin{bmatrix} -0.003 & 0.039 & 0 & -0.322 \\ -0.065 & -0.319 & 7.74 & 0 \\ 0.020 & -0.101 & -0.429 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix} \begin{bmatrix} \Delta u \\ \Delta w \\ \Delta q \\ \Delta \theta \end{bmatrix} + \begin{bmatrix} 0.01 & 1 \\ -0.18 & -0.04 \\ -1.16 & 0.598 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} \Delta \delta_e \\ \Delta \delta_t \end{bmatrix}
\]

where the units are ft, sec and crad. The outputs of interest are aircraft speed \( \Delta u \) and climb rate \( \Delta \dot{h} \). The output equation can be written as

\[
\begin{bmatrix} \Delta u \\ \Delta \dot{h} \end{bmatrix} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 7.74 \end{bmatrix} x.
\]

The above state-space model of an aircraft is used in our work for all simulations.
5.3 MAS Approach for Aircraft Traffic Control

We propose to use the above aircraft model to provide a solution based on the MAS approach for local and distributed coordination using the concept of free flight. Free flight is being developed to replace the current ATMs as it transfers the responsibility to the aircraft pilots who will now have the ability to change the trajectory in mid-flight independently. This allows the airspace to be reserved dynamically and automatically in a distributed manner using computer communication to ensure the required safety separation between aircrafts. Each aircraft will coordinate with the neighboring aircraft in achieving free flight as much as possible. Although conflicts may arise in determining the aircraft trajectories which can in turn lead to more new conflicts with the other aircrafts in the space and hence simple changes of flight path may not help and this will increase the chances of potential accidents and also increase flight delays and fuel consumption. To overcome these issues the MAS approach is proposed for ATM using a two-level architecture [20]. In the first level trajectory predictions are made based on the information available about the density of the given airspace. The second level ATM assumes full information about the airspace guarantees trajectory clearance and assures separation in order to avoid any collision. Our objective is to develop design tools that can apply the known results from consensus and develop practical design tools which will help to improve the performance of future flight.

The aircraft model is a MIMO system. Hence we need to satisfy the rank condition in (3.8). The FI distributed protocol in (3.9) is used for the simulation. We can achieve consensus because each aircraft will have access to its own reference along with the information from its neighbors. This will also make the closed loop system more robust in case of communication failure or broken links.

5.4 Simulation Results

We consider two aircrafts for our simulation which are heading towards each other and may collide. The Federal Aviation Administration (FAA) regulations require a vertical separation of 1000 ft between the two aircrafts to maintain safe separation. Each aircraft
acts as an agent in the airspace. The simulation model is set up as shown in the Figure 5.1 where the collective dynamics of the MAS are described by (3.12) and (3.13). Note that we have only two aircrafts for our simulation and hence the graph is strongly connected. Next we establish a rule for the flight path taken by the aircrafts. As soon as the two aircrafts enter in a zone of minimum horizontal separation the developed consensus protocol takes over and change the course of the flight. The aircrafts are cruising at a height of 40000 ft. To change the course of flight we ascend the height of one of the aircrafts by 500 ft while the height of the other aircraft descends by 500 ft. Such a rule will help avoid head-on collision and maintain the FAA regulation of 1000 ft vertical separation. Once they have crossed each other we can bring the aircrafts to their initial height. A step input is given to the collective dynamics of the two aircrafts which causes a change in the flight path. The simulated flight paths in two different views are shown in Figure 5.2 and Figure 5.3.

Figure 5.1: Block diagram of the simulation model.
Figure 5.2: Flight path of 2 aircrafts: Far View.

Figure 5.3: Simulation of flight phases in 3D-airspace.
Chapter 6
Conclusion and Future Work

We have studied output consensus control for heterogeneous MASs with FI protocol as it makes more sense to have all the states available for consensus control and provide each of them with reference signals. Such an arrangement can provide a more reliable control between communicating agents. We also introduce time delays in the communication topology and show that consensus is independent of the delay lengths. We have shown that under some mild rank condition involving a connected digraph, there exist distributed stabilizing controllers and consensus control protocols for heterogeneous MASs for both systems with or without time delays. The consensus control under communication constraints is also studied here. In order to achieve consensus to a reference trajectory, it is sufficient for one agent to have access to the reference signal, which lowers the communication overhead for the MAS. In addition it is not necessary to duplicate the reference model in each of the $N$ local and distributed feedback controllers, thereby eliminating synchronization of the local reference models commonly required in the existing work for consensus control. Thus the communication cost can be lowered further. Although our work has focused on a fixed topology of feedback graph, we have also studied the switching topology and we have presented a similar result to that in [78]. The controller synthesis is based on $\mathcal{H}_\infty$ loop shaping and LQG/LTR methods, and therefore can accommodate performance and robustness requirements. We have also studied consensus tracking for various reference inputs. Our results show that each agent dynamics need to have modes of the reference model as internal modes in order to achieve the tracking performance and output consensus.

This dissertation also includes application to aircraft traffic control. The air traffic is expected to double in the next decade and this would require advanced ATMs. Today aircraft’s are heavily dependent on the ground based air traffic controllers which require humans to operate. The human intervention could become an issue when traffic increases
and there is a need to cooperate between many aircraft’s. The next generation ATMs will be trajectory-based and will replace today’s clearance based methods. These ATMs would perform majority of operations automatically though humans would still be responsible for handing non-critical operations. This shift in technology would give rise to a number of issues in distributed coordination in ATMs, as separation assurance can be achieved only by coordinated management of aircraft. In order to address the issues of coordination, we proposed an MAS approach. The goal is to allow cooperation between aircraft’s to achieve as much free flight as possible subject to safety constraints. The local and distributed coordination methods which were developed for MASs are used to achieve minimum separation between aircrafts.

In the following we would like to provide our view for the future work on MAS.

Time-varying Graphs:
We discussed about consensus of MASs over time-varying graphs in our work. Our result though is under the assumption that graph is more often connected. Such an assumption is too strong. There can be more work done to improve upon it and provide a weaker condition as in [53, 67, 68, 78].

Non-cooperative Consensus Control for Aircrafts:
To provide conflict detection and resolution we would like to extend our results to non-cooperative consensus control of aircrafts. As we have considered FI protocol and provided reference signal to each agent we need to modify our current protocol such that it can provide an offset based on the output measurements. Such a modification can allow many aircrafts to fly in the airspace in any direction with required safety separation between them and keeping the distance to destination minimum.
Consensus Control for Discrete-time Heterogeneous MASs:
The distributed output feedback of a heterogeneous MASs, consisting of $N$ different continuous-time linear dynamical systems which satisfies the positive real condition was studied in this dissertation. There is a need to study and provide an approach for output feedback of discrete-time heterogeneous systems. Our method based on positive real condition is difficult to be extended to discrete-time MASs. This is because a strictly proper transfer function cannot be positive real. Although there has been significant work in the past for studying the positive real condition for discrete-time systems [33, 83] but none of them have considered a strictly proper transfer function. It will be interesting to derive results similar to the case of continuous-time systems from the dissertation where the reference input $r(t)$ which is to be tracked is piecewise step, ramp, sinusoidal etc and the MASs are connected with an underlying graph could have either fixed or switching topology. The discrete-time dynamic agents can be networked over the communication topology represented by an undirected graph or directed graph. The aim would be to achieve consensus which can accommodate performance and robustness requirements.

Consensus under Communication Constraints:
The communication topology considered in our work is under the assumption that there are no packet drops. But in reality due to network congestion, fading and faulty network hardware or drivers there will be packet losses, considering that the MASs are network centric and digital data are often employed for transmitting and receiving signals. It will be interesting to extend our discussion on consensus under communication constraints in future by addressing the issues due quantization error and packet drops.

Nonlinear Multi-agent Systems:
Most of the physical systems are nonlinear in nature and hence there is a need to study nonlinear MASs. Nonlinear systems are complex and require design procedures to meet
the control objectives. To study nonlinear MASs it will be advantageous to identify a class of nonlinear systems to which the separation principle can be applied. In past researchers have achieved separation by using various techniques such as the use of high-gain observers, bilinear approach, backstepping methods, etc. The known approaches to achieve synchronization behavior for nonlinear MASs are based on the concepts of dissipativity and passivity. The future work should relax these assumptions and meet the specified performance objectives by developing more practical design methods for consensus control of nonlinear systems.

MASs involving Uncertainty:
The discussion on robust analysis in Section 4.1.3 showed that the distributed controllers with distributed observers may obscure the robustness for the controllers designed by both $H_\infty$ loop shaping and the LQG/LTR methods. The stability margin given by

$$\delta_{max} = \left( \|T_{dz}\|_{H_\infty} \right)^{-1}$$

can be arbitrarily small. Our calculations indicate that for the example with $N = 4$ considered in this dissertation there is a 90% reduction in robustness. The concern here is that for a very large $N$ this can be diminishing to zero. Robust consensus control is a challenge and should be studied in the future.
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Appendix A
Algebraic Graph Theory

Consider the graph $G$ description in Section 1.4. The graph can be defined as time-varying or time-invariant (fixed). In this section we provide the terminologies used in graphs and selected properties of graph theory. There are many references available to study graph theory, we use the following for our discussion [6, 8, 21, 46], along with some online resources cited later in the section.

A.1 Terminologies

A. Undirected Graph: An undirected graph $G = (\mathcal{V}, \mathcal{E})$ is a finite set of $\mathcal{V}$ nodes and a set $\mathcal{E}$ of unordered pairs $(v_i, v_j)$ where $v_i, v_j \in \mathcal{V}$: $v_i \neq v_j$. By definition, mathematical sets are unordered. This means the set $\{a, b\}$ is the same as the set $\{b, a\}$, and so the edges have no direction. See Figure A.1.

B. Directed Graph or Digraph: Contrary to a undirected graph, a graph in which the edges have a direction is called a directed graph. The set of edges $\mathcal{E}$ is a set of ordered pairs of elements $\mathcal{V}$; we write an ordered pair as $(u, v)$ which is different from $(v, u)$. See Figure A.1.

C. In-degree and Out-degree of Directed Graphs: In a directed graph, number of edges directed into a vertex is called the in-degree of the vertex, and the number of edges directed out is called the out-degree.

D. Incident: If $v_1$ and $v_2$ are vertices and $(v_1, v_2)$ where $(v_1 \neq v_2)$ is an arc then this arc is
said to be incident on $v_1$ and $v_2$.

E. Adjacent: The vertices of the graph $v_1$ and $v_2$ are said to be adjacent if they are joined by an edge.

F. Weighted Graph: A weighted graph $\mathcal{G}$ is one where each arc $(v_i, v_j) \in \mathcal{E}$ has associated with its weight $w_{ij}$.

G. Subgraph: A graph $\mathcal{G}' = (\mathcal{V}', \mathcal{E}')$ is a subgraph of the graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ if $\mathcal{G}'$ is a graph, $\mathcal{V}' \subset \mathcal{V}$ and $\mathcal{E}' \subset \mathcal{E}$.

H. Walk: A walk is like a path except that there is no restriction on the number of times a node can be visited. A walk of length $r$ in a digraph is a sequence of nodes $\{v_0, v_1, \ldots, v_r\}$, where a node may appear more than once. A path is a kind of walk with no repeated nodes. A walk with no repeated edges (but not necessarily all the vertices) is called a tour/trail. The terms directed walk and directed path have the expected meanings. Also if $v_0 = v_r$, then the walk is closed. See Figure A.2.

I. Connected Graph: Connected graph as defined earlier exists if $v_i \rightarrow v_j \forall j \in N$, then $v_i$ is called a connected node in $\mathcal{G}$. The digraph $\mathcal{G}$ is called connected if there exists a connected node in $\mathcal{G}$. Refer Figure 1.1. For an undirected graph, a connected graph is defined as a
graph where for any two nodes $v_i$ and $v_j$ we can find a walk which begins at $v_i$ and ends at $v_j$.

J. Strongly Connected Graph: The digraph is called strongly connected if $v_i \to v_j$ and $v_j \to v_i \forall i, j \in \mathcal{N}$. A digraph with at least two nodes is strongly connected if and only if each node is globally reachable. It is weakly connected if there exists an undirected path between any two distinct nodes of $\mathcal{G}$. See Figure 1.1.

K. Bipartite Graphs: A graph $\mathcal{G}$ is bipartite if the vertex set of $\mathcal{G}$ can be partitioned into at most 2 independent sets.

L. Reachable Node: If there is a path in $\mathcal{G}$ from node $v_i$ to node $v_j$, then $v_j$ is said to be reachable from $v_i$, denoted as $v_i \to v_j$, else $v_j$ is not reachable from $v_i$, denoted as $v_i \not\to v_j$.

M. Globally Reachable Node: If a node $v_i$ is reachable from every other node in the digraph then it is called globally reachable node. See Figure A.3.

```
Figure A.3: Examples of Globally Reachable Node Sets. a) Left: \{1, 2, 6\}. b) Right: \{6\}.
```

N. Trees: A graph which does not contain a cycle is called acyclic, or a forest. A connected acyclic graph is called a tree. The edges of the tree are called branches. A graph is a tree if and only if there is exactly one path between every pair of its vertices. If removal of anyone of the edges from the graph disconnects it then such a graph is called minimally connected. A graph is a tree if and only if it is minimally connected. A directed tree is a
digraph where except the root node every other node has exactly one parent.

O. Spanning Tree: A spanning tree of a connected graph is a subtree which includes all the vertices of the graph. Alternatively, a spanning tree for a directed graph can be defined as a directed tree formed by graph edges that connect all the vertices of the graph. See Figure A.4. Every connected graph has at least one spanning tree.

![Figure A.4](image)

Figure A.4: a) Left: Example of Spanning Tree for Undirected graph. b) Example of Spanning Tree for digraph which is equivalent to the case that there exists a node having a directed path to all other nodes. Node 1 has a directed path to all other nodes.

### A.2 Matrices Associated with Graphs

A stochastic matrix is used to describe a Markov chain. Therefore they are also called as Markov matrices. All entries are nonnegative real numbers. There are several types of stochastic matrices. A nonnegative square matrix consisting of real numbers is called row stochastic matrix, if all row sums are equal to one. A nonnegative square matrix consisting of real numbers is called column stochastic matrix, if all column sums are equal to one. A doubly stochastic matrix is a square matrix of nonnegative real numbers with each row and column summing to one.

Laplacian matrix $\mathcal{L}$ was earlier defined in Section 1.4. The properties of Laplacian matrices can be found in [17, 55, 58]. Some of them are discussed here.

**Example 1** Consider the digraph in Figure A.3a as an example with weights associated with each edge equal to 1. Then we can write the adjacency matrix $\mathcal{A}$, degree matrix $\mathcal{D}$ and
the Laplacian matrix \( \mathcal{L} \) as follows

\[
A = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}, \quad \mathcal{D} = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix},
\]

\[
\mathcal{L} = \begin{bmatrix}
1 & -1 & 0 & 0 & 0 & 0 \\
0 & 2 & -1 & 0 & 0 & -1 \\
0 & 0 & 1 & -1 & 0 & 0 \\
0 & 0 & 0 & 1 & -1 & 0 \\
0 & 0 & -1 & 0 & 2 & -1 \\
-1 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}, \quad (A.1)
\]

The eigenvalues of \( \mathcal{L} \) are \( 2 \pm i, 1, 1, 0, 2 \).

It is clear that \( \mathcal{L}1_N = 0 \) and thus it has at least one zero eigenvalue. It is also known that \( \text{Re}\{\lambda_i(\mathcal{L})\} \geq 0 \ \forall \ i \). In fact the only eigenvalues of the Laplacian matrix on the imaginary axis are zero in light of the Gershgorin circle theorem. In addition zero is a simple eigenvalue of \( \mathcal{L} \), if \( \mathcal{G} \) is a connected digraph. Also the Laplacian matrix is a semi \( M \)-matrix.

Perron-Frobenius Theorem:

A non-negative matrix square \( A \) is called primitive if there is a \( k \) such that all the entries of \( A^k \) are positive. It is called irreducible if for any \( i, j \) there is a \( k = k(i, j) \) such that \((A^k)_{ij} > 0\). Let \( A \) be a \( n \times n \) matrix which has all its entries nonnegative \( (A \geq 0) \) and is irreducible, that is, the digraph of matrix \( A \) is strongly connected. Then the following statements hold true for \( A \) [70]

1) \( \rho(A) > 0 \);
2) $A$ has a positive eigenvector $x > 0$ corresponding to $\rho(A)$;

3) $\rho(A)$ is a simple eigenvalue of $A$.

**Lemma 10** If $G$ is strongly connected, then the degree matrix, $D$, is invertible.

Proof: If $G$ is strongly connected, then $v_i$ must have at least one edge ending at $v_i$, therefore $\deg_i > 0 \forall i$. Recall that $D = \text{diag}\{\deg_1, \cdots, \deg_N\}$, therefore $D$ is invertible.

**Lemma 11** If $A$ is nonnegative and row stochastic, then $\rho(A) = \max_{1 \leq i \leq n} |\lambda_i(A)| = 1$.

Proof: Consider $Ax = \lambda x$ with $A$ nonnegative and row stochastic. Notice that each component of $Ax$ is of the form

$$(Ax)_i = a_{i,1}x_1 + a_{i,2}x_2 + \cdots + a_{i,n}x_n$$

with $\sum_{j=1}^{n} a_{ij} = 1 \forall i$ and $a_{ij} \geq 0 \forall i, j$. Set $x_{\text{max}} = \max_{1 \leq i \leq n} |x_i|$, then, for all $i$,

$$|(Ax)_i| \leq |a_{i,1}x_1| + |a_{i,2}x_2| + \cdots + |a_{i,n}x_n|$$

$$\leq a_{i1}x_{\text{max}} + a_{i2}x_{\text{max}} + \cdots + a_{in}x_{\text{max}}$$

$$= x_{\text{max}}$$

since $A$ is row stochastic. Now suppose that $|\lambda| > 1$ exists, then for some $i$

$$|\lambda x_i| = |\lambda| x_{\text{max}} > x_{\text{max}}.$$ 

Since

$$Ax = \lambda x \Rightarrow |(Ax)_i| = |\lambda x_i| \forall i,$$

we have the contradiction that $|(Ax)_i| \leq x_{\text{max}}$ and $|\lambda x_i| > x_{\text{max}}$ for some $i$. Therefore $|\lambda| \leq 1$. Now we just have to show that $\lambda = 1$ is and eigenvalue of $A$ to conclude that
\( \rho(A) = 1. \) Indeed

\[ A1_n = 1_n \]

so \( x = 1_n, \lambda = 1 \) is an eigenpair. Therefore \( \rho(A) = 1. \)

**Lemma 12** If \( \mathcal{G} \) is strongly connected, then 0 is a simple eigenvalue of \( \mathcal{L} \).

**Proof:** By Lemma 10 we know that \( \mathcal{D}^{-1} \) exists. Define \( \tilde{\mathcal{L}} = \mathcal{D}^{-1}\mathcal{L} = I - \tilde{\mathcal{A}} \), where \( \tilde{\mathcal{A}} = \mathcal{D}^{-1}\mathcal{A} \). Since \( \tilde{a}_{ij} = \frac{1}{\deg_i}a_{ij} \), \( \tilde{\mathcal{A}} \) has the same zero and non-zero entries as \( \mathcal{A} \) and so \( \mathcal{G}(\tilde{\mathcal{V}}, \tilde{\mathcal{E}}) \) is also strongly connected. Furthermore, \( \tilde{\mathcal{A}} \) is row stochastic since

\[
\sum_{j=1}^{N} \tilde{a}_{ij} = \sum_{j=1}^{N} \frac{a_{ij}}{\deg_i} = \sum_{j=1}^{N} \frac{a_{ij}}{\sum_{j=1}^{N} a_{ij}} = 1 \forall \, i.
\]

By Lemma 11, \( \rho(\tilde{\mathcal{A}}) = 1 \) and by the Perron-Frobenius theorem, \( \rho(\tilde{\mathcal{A}}) \) is a simple eigenvalue. Since \( \tilde{\mathcal{L}} = I - \tilde{\mathcal{A}} \), 0 is a simple eigenvalue of \( \tilde{\mathcal{L}} \) and also of \( \mathcal{L} \) since \( \mathcal{L} = \mathcal{D}\tilde{\mathcal{L}} \).

**Theorem 10** \( \mathcal{G} \) is connected if and only if 0 is a simple eigenvalue of \( \mathcal{L} \).

**Proof for sufficiency:** We use the contrapositive argument to show that if \( \mathcal{G} \) is not connected then 0 is not a simple eigenvalue of \( \mathcal{L} \). Since \( \mathcal{G} \) is not connected, we can renumber the nodes to obtain the following form for \( \mathcal{L} \),

\[
\mathcal{L} = \begin{bmatrix}
\mathcal{L}_{11} & 0 & 0 \\
0 & \mathcal{L}_{22} & 0 \\
\mathcal{L}_{31} & \mathcal{L}_{32} & \mathcal{L}_{33}
\end{bmatrix}.
\]

By the properties of Laplacians, 0 is an eigenvalue of both \( \mathcal{L}_{11} \) and \( \mathcal{L}_{22} \), therefore 0 is not a simple eigenvalue of \( \mathcal{L} \).

**Proof for necessity:** Assume \( \mathcal{G} \) is connected. Set \( \mathcal{V}' \) as the set containing all connected nodes. Since \( \mathcal{G} \) is connected, \( \mathcal{V}' \) contains either all \( N \) nodes or, \( 1 \leq r < N \), nodes. If
\( \mathcal{V}' = \mathcal{V} \), then \( \mathcal{G} \) is strongly connected and by property 4, 0 is a simple eigenvalue of \( \mathcal{L} \).

If \( \mathcal{V}' \) contains \( r \) nodes, then \( u \to v \) and \( v \not\to u \) for \( u \in \mathcal{V}', v \in \mathcal{V} \setminus \mathcal{V}' \). If necessary, renumber the nodes of \( \mathcal{G} \) so that \( \mathcal{V}' = \{1, 2, \ldots, r\} \). Therefore \( \mathcal{D}, \mathcal{A} \), and \( \mathcal{L} \) have the block partition form

\[
\mathcal{D} = \begin{bmatrix} D_1 & 0 \\ 0 & D_3 \end{bmatrix}, \quad \mathcal{A} = \begin{bmatrix} A_1 & 0 \\ A_2 & A_3 \end{bmatrix}, \quad \text{and} \quad \mathcal{L} = \begin{bmatrix} L_1 & 0 \\ L_3 & L_3 \end{bmatrix},
\]

with the \((1, 1)\) block of each matrix of size \( r \times r \). If \( r = 1 \), then \( L_1 = D_1 = A_1 = 0 \). In this case define

\[
D_{s1} = \begin{cases} 1 & \text{if } r = 1 \\ D_1 & \text{if } 1 < r < n \end{cases}, \quad A_{s1} = \begin{cases} 1 & \text{if } r = 1 \\ A_1 & \text{if } 1 < r < n \end{cases},
\]

and \( \mathcal{L} = \begin{bmatrix} D_{s1} & 0 \\ 0 & D_3 \end{bmatrix} - \begin{bmatrix} A_{s1} & 0 \\ A_2 & A_3 \end{bmatrix} \). Notice that \( \mathcal{L} \) has not changed since for \( r = 1 \), \( L_1 = 0 \) still holds. Since \( \mathcal{L}_1 \) corresponds to a strongly connected set of nodes, by Lemma 12, 0 is a simple eigenvalue of \( \mathcal{L}_1 \). Now we just need to show that 0 is not an eigenvalue of \( \mathcal{L}_3 \) to conclude that 0 is a simple eigenvalue of \( \mathcal{L} \). Recall that \( A_{s1} \) is strongly connected therefore \( D_{s1} \) is invertible. Likewise, \( u \to v \) for \( u \in \mathcal{V}', v \in \mathcal{V} \setminus \mathcal{V}' \) so \( D_3 \) is invertible. Therefore \( D_s = \begin{bmatrix} D_{s1} & 0 \\ 0 & D_3 \end{bmatrix} \) is invertible. Consider

\[
\tilde{A} = D_s^{-1} \begin{bmatrix} A_{s1} & 0 \\ A_2 & A_3 \end{bmatrix} = \begin{bmatrix} A_{s1} & 0 \\ \tilde{A}_2 & \tilde{A}_3 \end{bmatrix}
\]

and \( \tilde{L} = D_s^{-1} \mathcal{L} = I - \tilde{A} \). Notice that each row of \( \tilde{A}_2 \) must have at least one positive entry. Since \( \tilde{A} \) is row stochastic, the maximum row sum of \( \tilde{A}_3 \) must be less than one. This implies \( \rho(\tilde{A}_3) < 1 \). Therefore, \( \tilde{L}_3 = I - \tilde{A}_3 \) is invertible and so is \( \mathcal{L}_3 \). Therefore 0 is not an eigenvalue of \( \mathcal{L}_3 \) and so 0 is a simple eigenvalue of \( \mathcal{L} \).
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