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Notation and Symbols

$A^{-1}$: Inverse of $A$
$\text{det}(A)$: Determinant of $A$
$\text{trace}(A)$: Trace of $A$, $\text{trace}(A) = \sum_i A_{ii}$
$A'$: Transpose of $A$
$A^*$: Complex conjugate transpose of $A$
$\lambda(A)$: Eigenvalue of $A$
$\sigma(\cdot)$: Maximum singular value
$I_n$: Identity matrix of size $n \times n$
$0_{n \times m}$: Zero matrix of size $n \times m$
$:= $: Defined as
$\ast$: Convolution

\[
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}
\]: Shorthand for state space realization $C(zI - A)^{-1}B + D$
## List of Acronyms

<table>
<thead>
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</tr>
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</tr>
<tr>
<td>BC:</td>
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</tr>
<tr>
<td>BER:</td>
<td>Bit error rate</td>
</tr>
<tr>
<td>CDMA:</td>
<td>Code division multiple access</td>
</tr>
<tr>
<td>CSI:</td>
<td>Channel state information</td>
</tr>
<tr>
<td>FDMA:</td>
<td>Frequency division multiple access</td>
</tr>
<tr>
<td>FIR:</td>
<td>Finite impulse response</td>
</tr>
<tr>
<td>IIR:</td>
<td>Infinite impulse response</td>
</tr>
<tr>
<td>ICI:</td>
<td>Inter-channel interference</td>
</tr>
<tr>
<td>ISI:</td>
<td>Inter-symbol interference</td>
</tr>
<tr>
<td>LTI:</td>
<td>Linear time invariant</td>
</tr>
<tr>
<td>MAC:</td>
<td>Multiple access channels</td>
</tr>
<tr>
<td>MIMO:</td>
<td>Multi-input, multi-output</td>
</tr>
<tr>
<td>OFDM:</td>
<td>Orthogonal frequency division multiplexing</td>
</tr>
<tr>
<td>PR:</td>
<td>Perfect reconstruction</td>
</tr>
<tr>
<td>PSD:</td>
<td>Power spectral density</td>
</tr>
<tr>
<td>QoS:</td>
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</tr>
<tr>
<td>RMS:</td>
<td>Root mean-squared</td>
</tr>
<tr>
<td>SNR:</td>
<td>Signal to noise ratio</td>
</tr>
<tr>
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<td>Singular value decomposition</td>
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<td>Wide-sense stationary</td>
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<td>ZF:</td>
<td>Zero-forcing</td>
</tr>
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</table>
Abstract

Channel equalization has been extensively studied as a method of combating ISI and ICI for high speed MIMO data communication systems. This dissertation focuses on optimal channel equalization in the presence of non-white observation noises with unknown PSD but bounded power-norm. A worst-case approach to optimal design of channel equalizers leads to an equivalent optimal $\mathcal{H}_\infty$ filtering problem for the MIMO communication systems. An explicit design algorithm is derived which not only achieves the zero-forcing (ZF) condition, but also minimizes the RMS error between the transmitted symbols and the received symbols. The second part of this dissertation investigates the design of optimal precoders which minimize the bit error rate (BER) subject to a fixed transmit-power constraint for the multiple antennas downlink communication channels under the perfect reconstruction (PR) condition. The closed form solutions are derived and an efficient design algorithm is proposed. The performance evaluations indicate that the optimal precoder design for multiple antennas communication systems proposed herein is an attractive/reasonable alternative to the existing precoder design techniques.
Chapter 1

Introduction

Future wireless communication systems will operate at considerably higher data rates with higher reliability than what we have today. Digital communication using multi-input multi-output (MIMO) wireless links is emerging as one of the most promising research areas in wireless communications to increase the spectrum efficiency and the quality of service (QoS). MIMO systems are revolutionizing the way we transmit and receive data and have key applications in the future high-speed high-spectrum efficiency wireless networks (3G and beyond).

During the last decade, advanced signal processing techniques and the rapid evolution of cheap and fast electronics, have attracted an increased interest in the use of multiple antennas at both the base stations and terminals of wireless communication networks. In a conventional communication system employing one antenna on each side of the channel, the achievable capacity is limited by the transmit power and available spectrum bandwidth. To solve this problem, communication systems employing multiple antennas at both the transmitter and receiver sites, forming a
multi-input/multi-output architecture, have been suggested. Moreover, MIMO systems allow multiple users to transmit their signals and to share the same time- and frequency-slots, and hence achieve drastic capacity enhancement. When communicating over a wireless channel, all users use the same resources, and the radio spectrum.

In the transmission of digital data over the MIMO communication systems, the signal propagates from the transmitter to the receiver through different paths, each associated with a time delay. As such each transmitted symbol is received several times, and each received symbol is disturbed by other symbols in the transmitted sequence, causing *inter-symbol interference* (ISI). While ideally any multiple access scheme should provide each transmitter/receiver pair with an independent channel, in practice this is often not the case. Due to inherent properties of the multiple access scheme in use, different users interfere with each other, causing the so-called *inter-channel interference* (ICI), also known as multiple access interference (MAI). The ISI and ICI, due to the multi-path propagation and multi-user impairment, if left uncompensated, will in turn, give rise to high error rate in symbol detection. A solution to this problem is to adopt a technique which can compensate or reduce the ISI and/or ICI in the received signal prior to detection. Such a technique is called *channel equalization*.

The purpose of this chapter is to give some introductions and background materials to the remainder of the dissertation. Some earlier work in the field is reviewed and the
work in the later chapters is motivated. Also, the contributions of the work presented herein are stated, and the notations used throughout the dissertation are introduced.

1.1 MIMO Channels

In wireless communications, transmitted signals arriving at the receiver propagate through multiple paths, due to the reflection, refraction, or diffraction in the channel. Multi-path propagation results in received signals which are superposition of several delayed and scaled copies of the transmitted signals giving rise to frequency-selective fading. Frequency-selective fading is caused by destructive interference among multiple propagation paths. Moreover, the environment around the transmitters and the receivers can change over time, particularly in a mobile scattering, leading to variations in the channel response with time. This gives rise to time-selective fading.

Consider a narrow band discrete-time MIMO channel with $p$ transmitters and $q$ receivers. Let $s_j(k)$ be the sequence from transmitter $j$ ($j = 1, 2, \cdots, p$), and let $r_i(k)$ be the received signal from receiver $i$ ($i = 1, 2, \cdots, q$). Then the two are related via a time-variant linear system as

$$r_i(n) = \sum_{j=1}^{p} h_{i,j}(n, k) * s_j(n) + v_i(n), \quad i = 1, 2, \cdots, q,$$  

(1.1)

where $h_{i,j}(n, k)$ is the channel impulse response at time $n$ to a unit input at time $n - k$, from the $j$th transmitter ($j = 1, 2, \cdots, p$) to the $i$th receiver ($i = 1, 2, \cdots, q$). The sequence $\{v_i(n)\}_{i=1}^{q}$ represents the additive noise at the receiver. Equation (1.1) describes a time- and frequency-selective linear channel. For a slowly time-varying
system, one often simplifies system (1.1) to a time-invariant system as

\[ r_i(n) = \sum_{j=1}^{p} h_{i,j}(n) \ast s_j(n) + v_i(n), \quad i = 1, 2, \ldots, q, \quad (1.2) \]

where \( h_{i,j}(n) \) is the time-invariant channel response to a unit input at time 0. Equation (1.2) describes a frequency-selective linear channel with no time-selective fading.

In the frequency (\( \mathcal{Z} \)-transform) domain, the MIMO linear time-invariant system (1.2) has the following description:

\[ r(z) = H(z)s(z) + v(z), \quad (1.3) \]

where \( s(z) \) is the input signal of size \( p \times 1 \), \( v(z)^1 \) is the additive Gaussian noise of size \( q \times 1 \), and \( r(z) \) is the output signal of size \( q \times 1 \), all are the blocked version of the original scalar data streams. Consequently \( H(z) \) is the linear time-invariant channel with size \( q \times p \). Equation (1.3) is a commonly used model for the design of MIMO communication systems. In the following chapters, this general model will be extended to the different scenarios of interest.

In fact the general model (1.3) is capable of characterizing many different wireless transmission systems, including:

(a) Single-user (point to point) communication systems with multiple transmit antennas and receive antennas.

(b) Multi-user channels, including multiple access channel (MAC) and broadcast channel (BC).

---

^1There is an abuse of notation here, as \( \mathcal{Z} \)-transform of random processes does not exist in general.
(c) Virtual MIMO channels for systems with transmitter-induced diversities including fractional sampling [41], orthogonal frequency division multiplexing (OFDM), and code division multiple access (CDMA), etc.

The MIMO channels corresponding to the above different categories will be studied in Section 2 of Chapter 2 along with the realistic communication models. In fact, the MIMO techniques proposed herein are applicable to any channel represented by a matrix, or equivalently a matrix after the system blocking operation. The channels to be covered in this dissertation are listed below:

(1) The optimal equalizer is designed for the filterbank transceiver (transmitter + receiver), which belongs to the item (c);

(2) The optimal precoder is designed for the multiple antennas system, which belongs to the item (a).

Throughout this dissertation, unless stated otherwise, we make the following assumptions.

**Assumption 1.** The channel can be modeled as being linear time-invariant for the duration of each burst.

Most wireless communication channels are time-variant, albeit slowly. However, the channel variation over the transmission duration of a burst can be ignored under certain conditions and can be regarded as static, although the time variations between bursts can be significant. For instance, this assumption is valid in a wireless environment under low mobility scenarios.
Assumption 2. The channel can be modeled as a finite impulse response (FIR) filter.

This is a standard assumption made in the literature. Although the delay spreads of the channel impulse response depends on the transmission environment, the FIR approximation is typically valid. For the causal linear channel model with a finite length, i.e., FIR, the received sequence is a function of not only the current transmitted symbol, but also components from the earlier transmitted symbols. This phenomenon is known as ISI, as we have introduced earlier. When the FIR filter is of length one, the system is called flat fading. Alternatively, the channel with delay spread is termed memory channel, and memoryless channel otherwise (with no channel delay spread).

Assumption 3. The channel impulse response is known at the receiver.

In typical communication systems, the channel response is not known at the receiver. Most burst based communication systems provide a training segment in the data burst. A priori knowledge of the training sequence is used at the receiver to estimate the channel response. The accuracy of the channel estimation is dependent on the length of the training sequence and the noise variance. However, we assume perfect knowledge of the channel at the receiver.

It is also well known that the feature of the channel affects the performance of the communication systems. For the purpose of efficient evaluation and design, the fundamental characteristics about the MIMO channel need be better understood:
A. Different assumptions about the amount of channel side information available at the transmitter (Based on Assumption 3 of perfect channel state information (CSI) at the receiver).

- CSI is known perfectly at the transmitter. This can be achieved when a closed loop system with feedback channel is present, or when the transmitter and receiver operate in time division duplex (TDD) where the two links (downlink and uplink) share the same frequency band so that the channel impulse response can be estimated from the uplink for downlink processing [43].

- Imperfect CSI (partial CSI) at the transmitter. This happens in the frequency division duplex (FDD) systems where the two links use different frequency bands and therefore, the impulse responses are also different. However, there commonly exists a feedback channel from the receiver to the transmitter that provides the transmitter with some partial CSI.

- No CSI at the transmitter. Without knowing the channels information, the transmitter must maintain a strategy based on knowledge of the channel statistics, which include the full channel distribution, or just its mean and variance.

B. Different assumptions about the channel correlation.

The high spectral efficiencies associated with MIMO channels are based on the premise that a rich scattering environment provides independent transmission paths from each transmit antenna to each receive antenna. In a realistic MIMO commu-
nication environment, the different spatial channels between the antennas will be correlated in space. For example when the multiple antennas at a portable device have small spacing, the signals received at different antennas will be correlated, and the performance will degrade. Although correlations sometimes increase the system performance and sometimes decrease, throughout this dissertation we will assume that the channels are independent from each other.

C. Different assumptions about the channel noise.

It is a common assumption in the literature that the channel corrupting noise is white, with known power spectral; while there are cases that the non-white disturbance noise with unknown spectral exists, for example, colored noise at the receiver incorporates cross-talk, inter-channel interference, and residual echoes [41]. This dissertation will tackle both situations in their respective communication system frameworks for the optimal channel equalization design.

1.2 Equalization and Precoding

As discussed earlier, multi-path propagation in band-limited time dispersive channels causes ISI, which has been recognized as the major obstacle in achieving increased digital transmission rates with the required accuracy. Briefly ISI means that the transmitted pulses are smeared out so that pulses that correspond to different symbols are not separable. Meanwhile, data received from a desired user may be disturbed by other transmitters, due to imperfections in the multiple access scheme, giving rise to ICI. Obviously for a reliable digital transmission system, it is crucial to reduce
the effects of ISI and ICI. This problem can be resolved by channel equalization in which the aim is to construct an equalizer such that the impulse response of the channel/equalizer combination is as close to a pure delay as possible. Figure 1.1 is a block diagram for the baseband equivalent communication system with channel equalization, where the equalizer is designed to reverse the effect of the ISI/ICI channel.

![Diagram](image)

Figure 1.1: Baseband equivalent communication system with equalizer

Channel equalization has received great attention for the past two decades, and it has received renewed interest in the research community due to the need for wireless communications, where the channels are inherently distorted due to multipath and dispersion. See [6, 10, 14, 34, 41, 52, 54, 58], and the references therein. Among the research on channel equalization, filterbank approach as proposed in [14, 41] is of particular interest, which encompasses existing modulations and equalization schemes, as well as general channel identifiability conditions, leading to possible optimal design of transmitter/receiver due to the redundancy, and block transmission introduced by filterbanks. While minimization of BER is most desirable, it is the minimum mean-squared error (MMSE) design for symbol detection among all chan-
nel equalizers that attracts the most attention in the research community due to its mathematically tractable nature. Indeed optimal channel equalization in the sense of MMSE has been studied for its applications in various data networks, such as DSL, FDMA, as well as DS/SS-CDMA systems [5, 31, 32, 40, 41]. Although the results in [41] cover only a limited class of channels having the drawback of high complexity, the filterbank approach shows the promise for its future role in optimization for channel equalization, and minimization of the mean-squared error.

For the MIMO system employing multiple antennas at both the transmitter site and receiver site, channel equalization has also been studied extensively as a method of combating ISI and ICI to improve the received signal quality in digital communications. Optimal designs for the MIMO system developed in the past such as [29, 43, 39, 63, 65, 66] attract attentions because of the interest in joint transmit-receive diversity schemes. Other results have been previously obtained such as [26] where the optimal equalizer/precoder was derived independently by using Bezout theory for MIMO system, hence reduced the hardware implementation compared to the joint design. Recently, there has been investigations regarding block precoding transmission technique to shift the signal processing burden from the receiver to transmitter [40, 63]. In this case, a precoding filter (precoder) is designed at the transmitter side and is applied prior to transmission to equalize the signal at the output of the receive filter. In fact, the concept of precoding is an old idea dating back to the early work on the pre-equalizer at the transmitter [10, 20, 50]. This is
particularly of interest in the downlink mobile radio channel where it is desirable to keep the receiver units as simple as possible. Precoding is used in transmitters to compensate for distortion introduced by the channel response, and to reduce the effects of ISI and ICI, and thus allows for more reliable data transmission at high data rates. Precoder design is expected to allow the receiver to be considerably simplified, which in turn, reduces computational complexity and power consumption. Designing the appropriate precoding strategy has been studied under variety of criteria. See [39] and the references therein. Some results on the precoding technique for CDMA communication systems can be found in [4, 38, 57, 62].

1.3 Dissertation Contributions

This dissertation is a continuation of the existing research in channel equalization. The first part of this dissertation focuses on the optimal equalizer design for the filterbank transceivers which minimizes the detection error variance in the worst-case. The second part focuses on the optimal precoder design for the MIMO system employing multiple transmit antennas and receiver antennas to minimize the BER associated with symbol detection. The contributions of this dissertation are as follows.

- Among all the existing work for the channel equalization under the multirate filterbank transceiver framework, many results have focused on the white noise, and design of FIR channel equalizers. However, the problem of optimal channel equalization remained open for the non-white case, which will be investigated
in this dissertation. No knowledge on the non-white noise is assumed, except that its power-norm or RMS value is bounded. Consequently MMSE design method is not applicable, especially for the case that the non-white noise has a narrow-band feature. A worst-case approach is adopted to optimal channel equalization, leading to $\mathcal{H}_\infty$ optimization [17, 69], which has been well studied in the control area. However the results on discrete-time $\mathcal{H}_\infty$ optimization as in [22] can not be used directly, because of its complex form, which is very different from its continuous-time counterpart. Hence a different approach needs be taken. All channel equalizers, or zero-forcing receiving filterbanks will first be parameterized in an affine form with the free parameter over the set of linear, causal, stable, and time-invariant systems, and $\mathcal{H}_\infty$ optimization will then be carried out over the set of all zero-forcing receiving filterbanks. An explicit design algorithm for suboptimal channel equalizers with the performance index arbitrarily close to the optimal one is derived and a simulation example is provided to illustrate the proposed optimal channel equalization technique.

- For the MIMO system employing multiple transmit antennas and receiver antennas, much research about the channel equalization has been carried out to design optimal precoders and/or equalizers based on minimum mean-squared error (MMSE), maximum information rate, and etc. However, it is the BER in transmission with which users are most concerned. In this dissertation, the problem of designing optimal channel precoders which minimize the BER under
the PR/ZF condition will be addressed assuming the perfect channel knowledge. Analytic solution to the optimal precoder is derived, and an effective design algorithm is provided. The performance evaluations indicate that the optimal precoder design proposed in this dissertation is an attractive/reasonable alternative to the existing precoder design techniques for MIMO systems.

The first part of this dissertation is an extended investigation of our paper [19] accepted by *IEEE transactions on signal processing*. The second part of this dissertation is a more thorough version of a paper [30] submitted to the same journal that is currently under review. It is hoped that the results in this dissertation will contribute to the design technology for channel equalization and precoding in wireless communication.

### 1.4 Organization of the Dissertation

In the following contents, Chapter 2 presents some necessary preliminaries used in the later chapters along with the realistic communication models; Chapter 3 investigates the worst-case design for optimal channel equalization followed by the optimal precoder design in Chapter 4. Finally Chapter 5 concludes the dissertation by suggesting some possible future research. Throughout this dissertation, symbols for matrices are in capital letters, and vectors are in boldface small letters. Other notational conventions are listed in the earlier page of this dissertation titled as “Notations and Symbols”.
Chapter 2

Preliminaries and MIMO Models

This chapter will first introduce some necessary preliminaries to be used in the later chapters. Since most of these results are available in standard textbooks, they are stated without citations and proofs. Typical MIMO models are then presented for different system configurations. More specifically we will study two types of systems. The first describes a MIMO structure based on the use of two banks of filters, called multirate filterbank transceiver. The optimal design for such a system under non-white noise will be discussed in Chapter 3. The second consists of multiple transmit antennas and multiple receive antennas for the single user transmission, forming a MIMO setup which will be used for the optimal design in Chapter 4.

2.1 Signals and Norms

There are two classes of stochastic signals which are of interest in this dissertation for the development of the optimal design problem. The first class is called bounded power signal and the second is the well-known white noise signal. The system norm can be defined in relation to these two classes of signals, leading to $\mathcal{H}_\infty$ norm and $\mathcal{H}_2$.
norm, which will be used as the performance measures for the optimal design in the later chapters.

A norm, denoted by $\| \cdot \|$, is a real-valued function defined on some vector space $X$ (of signals or systems). It satisfies the following properties:

1. $\|x\| \geq 0$
2. $\|x\| = 0$ if and only if $x = 0$
3. $\|\alpha x\| = |\alpha|\|x\|$, for any scalar $\alpha$
4. $\|x + y\| \leq \|x\| + \|y\|$ for any $x \in X$ and $y \in X$. A real-valued functional $\| \cdot \|$ is called a semi-norm on $X$ if it satisfies properties 1, 3 and 4 but not necessarily 2.

### 2.1.1 Bounded Power Signals and $H_\infty$ Norm

Consider a complex-valued discrete-time vector random process $u(k)$. Assume that it is wide sense stationary (WSS)\(^2\) and has zero mean. Then its autocorrelation function is given as:

$$R_u(\tau) := E[u(k)u^*(k + \tau)]$$

where $E[\cdot]$ is the expectation. The power spectral density (PSD) of $u(k)$ is defined via the Fourier transform pair:

$$S_u(f) = \sum_{\tau=-\infty}^{\infty} R_u(\tau) e^{-j2\pi f \tau}, \quad R_u(\tau) = \int_0^1 S_u(f) e^{j2\pi f \tau} df.$$  \hspace{1cm} (2.2)

\(^2\)If a random process has constant mean, and its auto-correlation function depends only on the time difference, then it is said to be wide-sense stationary (WSS).
We shall be interested in the set of signals $u(k)$ for which both $R_u(\tau)$ and $S_u(f)$ exist. Often we are interested in the mean-squared value or variance of $u(k)$, given by

$$E[u^*(k)u(k)] = \text{trace}\{E[u(k)u^*(k)]\} = \text{trace}\{R_u(0)\} = \int_0^1 \text{trace}\{S_u(f)\} \, df. \quad (2.3)$$

Suppose that the autocorrelation function $R_u(\tau)$ and the PSD $S_u(f)$ of $u(k)$ exist. Then $u(k)$ is said to have \textit{bounded power} if

$$E[u^*(k)u(k)] < \infty. \quad (2.4)$$

The set of all random process signals having bounded power is denoted by

$$\mathcal{P} := \{u(k) : E[u^*(k)u(k)] < \infty\}. \quad (2.5)$$

A semi-norm, called the \textit{power norm} of $u(k)$, can be defined on $\mathcal{P}$ by

$$\|u\|_\mathcal{P} := \sqrt{E[u^*(k)u(k)]} = \sqrt{\text{trace}\{R_u(0)\}} = \sqrt{\int_0^1 \text{trace}\{S_u(f)\} \, df}, \quad (2.6)$$

which is actually the RMS, or root mean-squared value of $u(k)$.

Consider a linear, causal and time-invariant discrete-time stable system with transfer function matrix $G(z)$, which is analytic outside of the unit circle, driven by the random process $u(k)$, with output $y(k)$, shown in Figure 2.1.

\begin{center}
\begin{tikzpicture}
  \node[coordinate] (input) at (0,0) {$u(k)$};
  \node[coordinate] (output) at (3,0) {$y(k)$};
  \node[draw,thick,rectangle] (system) at (1.5,0) {$G(z)$};
  \draw[->] (input) -- (system) node[above]{} node[below]{};
  \draw[->] (system) -- (output) node[above]{} node[below]{};
  \draw (input) -- ++(-1,0) node[anchor=north]{(Bounded power signal)};
  \draw (output) -- ++(1,0) node[anchor=south]{(Output)};
\end{tikzpicture}
\end{center}

\textbf{Figure 2.1:} A stable system driven by bounded power signal

The input and output are described as

$$y(k) = g(k) \ast u(k) = \sum_{i=-\infty}^{\infty} g(k-i)u(i) = \sum_{i=-\infty}^{k} g(k-i)u(i),$$
by the causality of the system, where \( g(k) \) is the impulse response of \( G(z) \), and \( \ast \) denotes the convolution operation. It follows that the output PSD \( S_y(f) \) is given by

\[
S_y(f) = G(e^{j2\pi f})S_u(f) \left[ G(e^{j2\pi f}) \right]^* \tag{2.7}
\]

where \( S_y(f) = \mathcal{F}[R_y(\tau)] = \mathcal{F}[E[y(k)y^*(k + \tau)]] \). When \( u(k) \) is a bounded power signal with no knowledge on the PSD, the power norm of the output has a complicated form. Because each input signal \( u(k) \in \mathcal{P} \) may have a different PSD, the ratio \( \|y\|_P / \|u\|_P \) is not fixed unless its PSD is specified. That is, when the PSD of \( u(k) \) is not known at the receiver, the ratio \( \|y\|_P / \|u\|_P \) is unknown, which can take any bounded value corresponding to any bounded power-norm input signal \( u(k) \). However, the supreme of this ratio is dependent only on the system, given by [69]

\[
\sup_{\|u\|_P \neq 0} \frac{\|y\|_P}{\|u\|_P} = \|G\|_{\infty} := \sup_{|z| > 1} \sigma (G(z)) = \operatorname{ess~sup}_{f \in [0, 1]} \sigma \left( G(e^{j2\pi f}) \right), \tag{2.8}
\]

where \( \sigma(\cdot) \) denotes the maximum singular value. Equation (2.8) defines the induced power norm, i.e., \( H_\infty \) norm, which is the worst-case measure of the power (norm) amplification (or the maximum energy amplification or gain) from the input to the output over all possible power norm bounded input random processes. It should be pointed out that these results are derived for stationary process. Actually it remains valid for quasi-stationary signals also. Such signals are stochastic process with deterministic components.
2.1.2 Gaussian White Noise Signals and $\mathcal{H}_2$ Norm

Many sources of noise signals in engineering are normally modeled as the well-known Gaussian white noise. Mathematically, a Gaussian white noise $u(k)$ is a stationary random process that satisfies:

(1) $E\{u(k)\} \equiv 0,$

(2) $R_u(\tau) = \frac{N_0}{2} \delta(\tau) = \begin{cases} \frac{N_0}{2}, & \tau = 0 \\ 0, & \tau \neq 0 \end{cases},$

i.e., $u(k)$ is a zero mean stationary process with power spectrum $\frac{N_0}{2}$. A more rigorous description of the white noise can be found in standard textbooks for stochastic processes (see, e.g., [61]).

White noise signals have a natural relation with the $\mathcal{H}_2$ norm of a stable system as shown in Figure 2.2:

![Figure 2.2: A stable system driven by white noise signal](image)

For a system as in Figure 2.2, the power norm of the output signal $y(k)$ can be computed according to the following formula:

$$\|y\|_p = \sqrt{\text{trace} \left\{ \int_0^1 G(e^{j2\pi f}) [G(e^{j2\pi f})]^* \, df \right\}} \frac{N_0}{2}, \quad (2.9)$$

in light of (2.6) and (2.7). In this case, we have the $\mathcal{H}_2$ norm as:

$$\|G\|_2 := \sqrt{\text{trace} \left\{ \int_0^1 G(e^{j2\pi f}) [G(e^{j2\pi f})]^* \, df \right\}}, \quad (2.10)$$
which is a measure of the total output energy given the unit impulse excitation at each input channel one at a time.

### 2.2 MIMO Models

A MIMO system is typically characterized by the transmission of multiple input signals through a linear, dispersive, noisy channel and results in multiple output signals at the receiver. The received signals are composed of a summation of several transmitted signals corrupted by ISI, ICI, and noise. Examples of MIMO channels include the following:

(a) *Single-user Multiple Transmit and Receive Antennas.*

![Multiple transmit and receive antennas communication system](image)

Figure 2.3: Multiple transmit and receive antennas communication system

Multiple transmit and receive antennas arise to achieve the goal of higher data rate for systems that are power, bandwidth, and complexity limited. Pioneering work by Foschini [11, 12] and Telatar [49] ignited much interests in this area by predicting remarkable spectral efficiency for wireless systems with multiple antennas when the
channel exhibits rich scattering and its variations can be accurately tracked. Figure 2.3 is a typical picture of a multiple transmit and receive antennas communication system.

(b) **Multi-user Channel.**

In a typical multi-user communication scenario with a single base station and many users in different locations, the broadcast channel means that a single transmitter sends independent information to multiple receivers from the downlink (from base station to mobile users) direction; vice versa, the multiple access channel means that multiple transmitters send independent information to a single receiver from the uplink (from mobile users to base station) direction. The simplified system diagrams with two transmitters/receivers for each individual case can be found in Figure 2.4 and Figure 2.5.

(c) **Filterbank Transceivers, OFDM, and CDMA.**

Filterbank transceivers (transmultiplexers) have been studied for the past years in the signal processing community, due to their capability for block transmission, and
use of redundancies for precoding, enabling complete elimination of ISI, which is one of the major obstacles for data communications. The filterbank transceiver model was proposed in [41], which introduces transmitter redundancy using filterbank precoders, and generalizes existing modulations in wireless communications. Figure 2.6 shows the discrete-time multirate filterbank model for the baseband communication system.

It is seen from Figure 2.6 that it consists of the transmitter filterbank $\{F_m(z)\}_{m=0}^{M-1}$, and the receiver filterbank $\{G_p(z)\}_{p=0}^{P-1}$, each having down-samplers and up-samplers. The communication channel is represented by the transfer function $H(z)$, which is assumed to be causal and stable. The corrupting noise at the output of the channel is assumed to be stationary, and non-white for our design. It was demonstrated in [41] that the filterbank transceiver provides a useful framework that unifies modulation, precoding, and equalization. In Chapter 3, we will focus on the optimal equalizer design for the filterbanks, that achieve perfect reconstruction (PR) and minimization of $H_\infty$ norm subject to the non-white noise with unknown PSD.

A mutual influence and interaction have been recently recognized between the fields of multirate signal processing and digital communication. Some of the popular
communication applications can be described in terms of filterbank configurations of subband transforms. Such applications include the following.

- **Orthogonal frequency division multiplexing (OFDM).**

  OFDM has been widely used in wireless communications. See Figure 2.7 for the illustrations. In OFDM, individual channels are assigned to individual users. Each user is allocated an unique frequency band or channel. These channels are assigned on demand to users who request service.
Code Division Multiple Access (CDMA)

In the CDMA communication system shown in Figure 2.8, the narrowband information signal is multiplied by a very large bandwidth signal called spreading signal. The spreading signal is a pseudo-noise code sequence based on a chip rate which is orders of magnitudes greater than the data rate of the message. All users in a CDMA system use the same carrier frequency, and may transmit simultaneously. Each user has its own pseudo-random codeword, which is approximately orthogonal to all other codewords. The receiver performs a time correlation operation to detect only the specific desired codeword.

In the next chapter, we will show that the MIMO models in Figure 2.6 and Figure 2.7 are equivalent to each other, by mapping the polyphase components of the input signal in Figure 2.6 to different users’ signals.
Chapter 3

Worst-case Design for Optimal Channel Equalization

In this chapter, a worst-case approach is adopted to tackle optimal channel equalization under the framework of multirate filterbank transceivers which is widely used in data communication networks. It is assumed that in such applications the observation noise is non-white with bounded power-norm or root-mean-squared (RMS) value. The objective is to design the optimal receiving filterbanks which not only achieve the zero-forcing (ZF) condition or channel equalization, but also minimize the RMS error between the transmitted symbols and the received symbols in the presence of the worst-case non-white noise. All zero-forcing receiving filterbanks are parameterized, and optimal design for channel equalization are converted into an equivalent optimal $\mathcal{H}_\infty$ filtering problem for the augmented receiving filterbanks with RMS error preserved. The main results in this chapter cover computation of the optimal RMS error achievable for the worst-case noise, and an explicit design algorithm for suboptimal channel equalizers with the performance index arbitrarily close to the optimal one.
A simulation example is used to illustrate the proposed optimal channel equalization design technique.

### 3.1 Background Materials

This section introduces some standard techniques used in this chapter to treat multirate systems.

- **Sampling Rate Conversion**

    When dealing with signals having different sampling rate, sampling rate conversion is needed. To achieve sampling rate conversion for discrete-time data streams in multirate signal processing, two basic devices are used. One is called down-sampler (decimator, or compressor), and the other is called up-sampler (interpolator, or expander). A down-sampler by $M$ and an up-sampler by $P$ are shown in Figure 3.1 where $M$ and $P$ are integers. Passing an input data stream $s(k)$ through a down-sampler by $M$ produces an output signal $x_d(k)$ with $x_d(k) = s(Mk)$. In the $\mathcal{Z}$-transform domain,

    \[ X_d(z) = \frac{1}{M} \sum_{n=0}^{M-1} S(z^{1/M} W_M^n), \quad W_M = e^{-j2\pi/M}, \quad j = \sqrt{-1} \]  

    The down-sampler retains only those samples of $s(k)$ with $k = nM$ and $n = 0, 1, 2, \cdots$. The resulting signal $x_d(k)$ has a sampling rate $1/M$ of that of $s(k)$. A properly designed lowpass filter is usually used before the down-sampling process to eliminate the aliasing. Otherwise it may not be possible to recover $s(k)$ from $x_d(k)$ because of the loss of information due to the aliasing.
Passing an input data stream \( s(k) \) through an up-sampler by \( P \) produces an output signal \( x_u(k) \) where

\[
x_u(k) = \begin{cases} 
s(k/P), & k = nP, \ n = 0, 1, 2, \cdots \\
0, & k \neq nP,
\end{cases}
\]

which has a sampling rate \( P \) times that of the original signal \( s(k) \). In \( Z \)-transform domain,

\[
X_u(z) = S(z^P).
\]

The input signal \( s(k) \) can be completely recovered from \( x_u(k) \). In practice, a properly designed lowpass filter is used after the up-sampling process to remove the unwanted images in the spectrum of the up-sampled signal, which was caused by the up-sampling process.

- **Blocking Signals**

The standard technique in signal processing for treating periodic/multi-rate systems is called *blocking*. Let \( \ell_+ \) be the space of causal and discrete-time signals defined on the time index set \( \{0, 1, 2, \cdots \} \). A signal \( s \) in \( \ell_+ \) can be written as

\[
s = \{s(0), s(1), s(2), \cdots \} = \{s(k)\}_{k=0}^{\infty}.
\]

For an integer \( M > 0 \), define the \( M \)-fold blocking operator, \( L_M \), via \( \underline{s} = L_M s \) (where underlining denotes the blocked signal). Blocking a signal \( \{s(k)\}_{k=0}^{\infty} \) by
a factor $M$ converts the serial data stream into $M$ parallel substreams \( \{ s_m(k) := s(kM + m) \}_{k=0}^{\infty} \) for $m = 0, 1, \cdots, M - 1$. Thus $s_m(k)$ is the $m$th symbol in the $k$th block of symbols, yielding a blocked signal \( \{ \bar{s}(k) \}_{k=0}^{\infty} \):

\[
\begin{align*}
    s &= \{ s(0), s(1), s(2), \cdots \} \mapsto \\
    \bar{s} &= \{ \bar{s}(0), \bar{s}(1), \bar{s}(2), \cdots \} \\
    &= \left\{ \begin{bmatrix} s(0) \\ s(1) \\ \vdots \\ s(M-1) \end{bmatrix}, \begin{bmatrix} s(M) \\ s(M+1) \\ \vdots \\ s(2M-1) \end{bmatrix}, \cdots \right\} \\
    &= \left\{ \begin{bmatrix} s(0) \\ s(1) \\ \vdots \\ s(M-1) \end{bmatrix}, \begin{bmatrix} s(M) \\ s(M+1) \\ \vdots \\ s(2M-1) \end{bmatrix}, \cdots \right\} \\
    &= \begin{bmatrix} s(0) \\ s(1) \\ \vdots \\ s(M-1) \\ s(M) \\ s(M+1) \\ \vdots \\ s(2M-1) \\ \vdots \\ s(M-1) \\ s(M) \\ s(M+1) \\ \vdots \\ s(2M-1) \end{bmatrix}, \cdots \}
\end{align*}
\]

(3.4)

If the underlying sampling period for $s$ is $T_s$, then the underlying sampling period for $\bar{s}$ is $MT_s$. The blocking operation results in no loss of information.

The blocking operation can be achieved using unit advance elements and down-samplers by the blocking factor $M$ as in Figure 3.2. In reality the unit advance element cannot be implemented but blocking operation can still be achieved by using unit delay elements which is implementable.
• Blocked Signals and Polyphase Decomposition

Applying the blocking operator $L_M$ to a signal $\{s(k)\}_{k=0}^{\infty}$ yields a blocked signal $\mathbf{s} = \{\mathbf{s}(k)\}_{k=0}^{\infty}$. In the frequency domain, bring in the $M$-fold polyphase decomposition for the $\mathcal{Z}$-transform of $s(k)$:

$$
S(z) = \mathcal{Z}\{s\} = \sum_{k=0}^{\infty} s(k)z^{-k} = \sum_{m=0}^{M-1} z^{-m}S_m(z^M), \quad S_m(z) = \sum_{k=0}^{\infty} s(kM + m)z^{-k}.
$$

(3.5)

The representation is unique for the given integer $M$. It follows that the $m$th polyphase component $S_m(z)$ is the $\mathcal{Z}$-transform of $s_m(k) = s(kM + m)$, and there holds

$$
S(z) = \sum_{k=0}^{\infty} s(k)z^{-k} = [S_0(z) \ S_1(z) \ \cdots \ S_{M-1}(z)]^*.
$$

(3.6)

### 3.2 Channel Equalization in Face of the Worst-Case Noise

Channel equalization has been effective in coping with ISI in multirate filterbank transmission. A typical filterbank transceiver in data communications is the multirate transmultiplexer in Figure 3.3 (which is the same as Figure 2.7, redrawn here to make this chapter self-contained), widely used in FDMA, DSL and DWMT [7, 25, 27, 31, 32].

On the transmitter side, the $M$ input data sequences $\{s_i(k)\}_{i=0}^{M-1}$ are up-sampled by $P$, filtered or frequency shaped, and then transmitted through the distorted channel. At the receiver end, the received signal is contaminated by additive noise $\eta(k)$,
which is filtered, and then down-sampled, in hope of recovering the transmitted data sequences. It is assumed that \( P > M \), which introduces the redundancies, enabling perfect reconstruction (PR) or zero-forcing (ZF) in absence of noise. The advantages of using such multirate transmultiplexers lie in the fact that the channel can be divided into \( M \) subbands, and \( M \) transmitter filters can be designed to confine the modulated signals within their respective subbands, so that the transmission power and bits can be judiciously allocated according to the SNR in each band to improve the BER performance. Even though DS-CDMA network has no relation to multirate transmultiplexers, it is also a multirate system due to the use of spreading sequences at a much higher rate than the symbol rate. In fact, [52] has obtained an equivalent multirate filterbank transceiver for DS-CDMA system, similar to the one in Figure 3.3, despite that the frequency domain interpretation such as subband for transmultiplexer is lost. For this reason it is not assumed in this dissertation that the frequency channel is separated into subbands for each transmitted signal sequence.
For the model in Figure 3.3, denote the input and output vector signals as follows:

\[
\mathbf{s}(k) = \begin{bmatrix} s_0^*(k) & s_1^*(k) & \cdots & s_{M-1}^*(k) \end{bmatrix}^*, \quad \hat{\mathbf{s}}(k) = \begin{bmatrix} \hat{s}_0^*(k) & \hat{s}_1^*(k) & \cdots & \hat{s}_{M-1}^*(k) \end{bmatrix}^*. \tag{3.7}
\]

Block the input and output of the channel with size \(P\) as follows:

\[
\mathbf{u}(k) = \begin{bmatrix} u(kP) \\ \vdots \\ u(kP + P - 1) \end{bmatrix}, \quad \mathbf{\eta}(k) = \begin{bmatrix} \eta(kP) \\ \vdots \\ \eta(kP + P - 1) \end{bmatrix}, \quad \mathbf{y}(k) = \begin{bmatrix} y(kP) \\ \vdots \\ y(kP + P - 1) \end{bmatrix}. \tag{3.8}
\]

Then \(\mathbf{u}(k), \mathbf{\eta}(k),\) and \(\mathbf{y}(k)\) have the same sampling rate as the symbol rate for \(\{s_i(k)\}_{i=0}^{M-1}\). Let

\[
F_k(z) = \sum_{i=0}^{P-1} z^{-i} F_{k,i}(z^P), \quad G_k(z) = \sum_{i=0}^{P-1} z^{-i} G_{k,i}(z^P), \tag{3.9}
\]

be polyphase decomposition of \(F_k(z)\) and \(G_k(z)\) \cite{55}, respectively for \(0 \leq k < M\). Let

\[
H(z) = \sum_{i=0}^{P-1} z^{-i} H_i(z^P) \tag{3.10}
\]

be the polyphase decomposition of \(H(z)\). Then there holds

\[
\hat{s}(k) = \mathcal{G}(k) * \mathcal{H}(k) * \mathcal{F}(k) * \mathcal{s}(k) + \mathcal{G}(k) * \mathbf{\eta}(k), \tag{3.11}
\]

where \(\mathcal{F}(k), \mathcal{G}(k)\) and \(\mathcal{H}(k)\) are the impulse responses of the blocked filters given by \cite{55}:

\[
\mathcal{F}(z) = \mathcal{Z}[\mathcal{F}(k)] = \begin{bmatrix} F_{0,0}(z) & F_{1,0}(z) & \cdots & F_{M-1,0}(z) \\ F_{0,1}(z) & F_{1,1}(z) & \cdots & F_{M-1,1}(z) \\ \vdots & \vdots & \cdots & \vdots \\ F_{0,P-1}(z) & F_{1,P-1}(z) & \cdots & F_{M-1,P-1}(z) \end{bmatrix}, \tag{3.12}
\]
Channel equalization requires that the PR condition

\[ G(z)H(z)F(z) = \text{diag}(z^{-d_0}, z^{-d_1}, \ldots, z^{-d_{M-1}}) \]  \hspace{1cm} (3.15)

holds true for some nonnegative integers \( d_i \) with \( 0 \leq i < M \). That is, for the noise-free case, the PR condition is equivalent to

\[ \hat{s}_i(k) = s_i(k - d_i), \quad 0 \leq i < M. \]  \hspace{1cm} (3.16)

Optimal channel equalization requires not only (3.15) to hold, but also to minimize the noise impact at the receiver side in terms of the mean-squared error.

In this dissertation it is assumed that \( H(z) \), and \( F(z) \) are given, because the dynamical behavior of the channel cannot be altered, and the transmitter filters are often designed to shape the transmitted (base-band) signals. On the other hand, the fact \( P > M \) provides redundancies which can be used for precoding to reduce the transmission error probability. More importantly, if (3.15) holds for some causal and stable \( G(z) \), more than one such \( G(z) \) exists such that (3.15) is true. Our objective is to synthesize an optimal receiving filterbank, among all possible \( G(z) \) satisfying
(3.15), such that the RMS error
\[ J(G) = \sqrt{\text{trace} \left\{ \int_0^1 G(e^{j2\pi f}) S_\eta(f) [G(e^{j2\pi f})]^* \, df \right\}}, \] (3.17)
is minimized. If the observation noise $\eta(k)$ is white, then $S_\eta(f)$ is a constant positive definite (diagonal) matrix. In this case, optimal channel equalization in the sense of minimization of $J(G)$, subject to the PR condition (3.15) is solved in [18], which is an equivalent Kalman filtering problem. But if the observation noise is not white with an unknown PSD function, then the optimal channel equalization problem becomes more complicated. It is assumed that no information on the PSD of $\eta(k)$ is available at the receiver except that
\[ S_\eta(f) \in S_\Gamma := \left\{ \Gamma \Omega(f) \Gamma^* : \Omega(f) = \Omega^*(f) \geq 0 \ \forall f, \ \text{trace} \left\{ \int_0^1 \Omega(f) \, df \right\} \leq 1 \right\}, \] (3.18)
where $\geq 0$ means positive semi-definite. The subset $S_\Gamma$ provides the structural information through the full column rank $P \times r$ matrix $\Gamma$ about $S_\eta(f)$, while $\Omega(f)$ represents the unknown portion of the PSD function of the blocked observation noise $\eta(k)$. Since $R_\eta(0) = E[\eta(k)\eta^*(k)] = \int_0^1 S_\eta(f) \, df$, it is most probable that $r = P$. Otherwise there exists a full row rank matrix $\Theta$ of size $(P - r) \times P$ such that $\Theta \eta(k) = 0$ for all $k$, which is not likely to occur. The worst-case approach will be adopted with aim to minimize
\[ \sup_{S_\eta(f) \in S_\Gamma} J(G) = \sup_{S_\eta(f) \in S_\Gamma} \sqrt{\text{trace} \left\{ \int_0^1 G(e^{j2\pi f}) S_\eta(f) [G(e^{j2\pi f})]^* \, df \right\}} = \| \Gamma \|_\infty. \] (3.19)
subject to the PR condition (3.15), in light of (2.8), and (3.18).
3.3 Parameterization of All Channel Equalizers

As discussed in the previous section, our goal is: Given \( H(z) \) and \( F(z) \), design a suboptimal channel equalizer such that \( \| G T \|_\infty \) is arbitrarily close to an optimal (minimum possible) value, subject to the PR condition (3.15). Such a problem is termed as \( \mathcal{H}_\infty \) optimization. Unfortunately the existing results on \( \mathcal{H}_\infty \) optimization cannot be used directly. The design problem will be converted into an equivalent \( \mathcal{H}_\infty \) filtering problem as in [64], and derive a suboptimal solution. It should be mentioned that the optimal solution to the worst-case channel equalization does not exist, in general. Hence suboptimal channel equalizers will be sought, and the design algorithm will be developed.

It is noted that the PR condition (3.15) can be equivalently written as

\[
G(z)T(z) = I_M, \quad T(z) = H(z)F(z) \text{diag} \left( z^{d_0}, z^{d_1}, \ldots, z^{d_{M-1}} \right), \tag{3.20}
\]

with \( I_s \) the identity matrix of \( s \times s \). We assume temporarily that the nonnegative integers \( \{d_i\}_{i=0}^{M-1} \) are chosen such that

\[
\text{rank} \left[ D = \lim_{z \to \infty} H(z)F(z) \text{diag} \left( z^{d_0}, z^{d_1}, \ldots, z^{d_{M-1}} \right) \right] = M. \tag{3.21}
\]

It follows that the integer \( d_i \geq 0 \) represents the propagation delay from the \( i \)th user to the receiver, which can be determined by sending some training signals (from the \( i \)th user) known to the receiver. See also [45] and [53] for the related work on estimation of the propagation delays. The equivalent PR condition in (3.20) requires that \( G(z) \) be a causal and stable left inverse of \( T(z) \), and optimal channel equalization in the
MMSE sense requires that $\|GT\|_\infty$ be minimized over all causal and stable left inverses of $T(z)$. It turns out that the full column rank of the $D$ matrix is critical. In the following we will show that in case that (3.21) is violated, we can find a different $T(z)$ from that in (3.20) such that the full rank condition of $T(\infty)$ holds.

**Proposition 3.1** Suppose that the causal and stable transfer function matrix $H(z)F(z)$ of size $P \times M$ has normal rank $M$. Then there exists a square polynomial matrix $V(z)$ of size $M \times M$ which is allpass in the sense that $[V(z)]^*V(z) = V(z)[V(z)]^* = I_M \forall |z| = 1$, such that

$$\text{rank}\left\{D = \lim_{z \to \infty} H(z)F(z)V(z)\right\} = M.$$  \hfill (3.22)

Proof: Without loss of generality we begin with

$$T^{(0)}(z) = H(z)F(z)z^{\beta_0} = \sum_{k=0}^{\infty} H_f^{(0)}(k)z^{-k}, \quad \text{rank}[H_f^{(0)}(0)] = m,$$

where $0 < m < M$ and $\beta_0 \geq 0$. The constant nonzero matrix $H_f^{(0)}(0) = T^{(0)}(\infty)$ is called the direct transmission term of $T^{(0)}(z)$. By the singular value decomposition (SVD), $H_f(0) = U_0 \Sigma_0 V_0^*$ where $U_0$ of size $P \times P$ and $V_0$ of size $M \times M$ are unitary, and $\Sigma_0$ of size $P \times M$ has $m$ nonzero singular values on its diagonal. Set $V_0(z) = z^{\beta_0}V_0$, and

$$T^{(1)}(z) = U_0^* T^{(0)}(z)V_0(z) = \Sigma_0 + \sum_{k=1}^{\infty} H_f^{(1)}(k)z^{-k}, \quad \Sigma_0 = \begin{bmatrix} R_0 & 0 \\ 0 & 0 \end{bmatrix}$$  \hfill (3.23)

where $R_0$ is diagonal of size $m \times m$, and nonsingular. Then $V_0(z)$ is a polynomial matrix, and allpass. Denote the $(m + 1)\text{th}$ column of $T^{(1)}(z)$ by $T_{m+1}^{(1)}(z)$. Then

$$T_{m+1}^{(1)}(z) = \sum_{k=\beta_1}^{\infty} H_{f,m+1}^{(1)}(k)z^{-k}, \quad H_{f,m+1}^{(1)}(\beta_1) \neq 0.$$
We call $\beta_1$ the relative degree of $T_{m+1}^{(1)}(z)$. The direct transmission term of

$$T_{m+1}^{(1)}(z) \text{diag}(I_m, z^{\beta_1}, I_s) \quad (s = M - m - 1)$$

has the expression with the SVD as follows:

$$
\begin{bmatrix}
R_0 & H_{f,m+1}^{(1)}(\beta_1) & 0 \\
0 & 0 & 0 \\
\end{bmatrix} = U_1 \Sigma_1 V_1^*.
$$

If $\Sigma_1$ has rank $m + 1$, then we can proceed for the $(m + 2)$th column of

$$T_{m+1}^{(1)}(z) \text{diag}(I_m, z^{\beta_1}, I_{M-m-1}).$$

If not, then we set $V_1(z) = \text{diag}(I_m, z^{\beta_1}, I_{M-m-1}) V_1$, and

$$T^{(2)}(z) = U_1^* T^{(1)}(z) V_1(z) = \Sigma_1 + \sum_{k=1}^{\infty} H_f^{(1)}(k) z^{-k}, \quad \Sigma_1 = \begin{bmatrix} R_1 & 0 \\ 0 & 0 \end{bmatrix},$$

where $R_1$ is diagonal with size $m \times m$, and is nonsingular. Hence we come back to the same form as in (3.23). Now applying the same procedure as the above, which can be repeated until the direct transmission term of $T^{(\ell_1)}(z)$ has rank $m + 1$ for some $\ell_1 > 1$. We claim that $\ell_1 > 1$ is finite. Indeed by the above procedure, we have

$$U^{(\ell_1)} T^{(\ell_1)}(z) = H(z) F(z) V^{(\ell_1)}(z), \quad \det \left( V^{(\ell_1)}(z) \right) = z^{M \beta_0 + \beta_1 + \cdots + \beta_{\ell_1-1}},$$

where $U^{(\ell_1)} = U_0 \cdots U_{\ell_1-1}$ and $V^{(\ell_1)}(z) = V_0(z) \cdots V_{\ell_1-1}(z)$. The hypothesis of full normal rank for $H(z) F(z)$ implies that all column vectors of $H(z) F(z)$ are linearly independent. Thus at least $M$ rows of $H(z) F(z)$ exist, denoted by $H_f(z)$, whose determinant has a finite relative degree. If $\ell_1$ is unbounded, then $\det \left( H_f(z) V^{(\ell_1)}(z) \right)$ becomes improper, implying that $U^{(\ell_1)} T^{(\ell_1)}(z)$ is improper, which is a contradiction to
the procedures repeatedly applied for $\ell_1$ times. This concludes the fact that we need only finite steps to achieve rank increase to $m + 1$ for the direct transmission term of $H(z)E(z)V^{(\ell_1)}(z)$. Moreover the degree of $\det\left(V^{(\ell_1)}(z)\right)$ is clearly bounded by the relative degree of $\det(H_f(z))$, which is dependent on the propagation delays from the transmitter to the receiver. Note also that $V^{(\ell_1)}(z)$ is a polynomial matrix of $z$, which admits the allpass property. By induction, a unitary matrix $U = U^{(\ell_{M-m})} \cdots U^{(\ell_1)}$, and an allpass polynomial matrix $V(z) = V^{(\ell_{M-m})}(z) \cdots V^{(\ell_1)}(z)$ exist such that

$$T(z) = UT^{(\ell_1+\cdots+\ell_{M-m})} = H(z)E(z)V(z) \quad (3.24)$$

has a direct transmission term, which is of full column rank equal to $M$, thus concluding (3.22).

**Remark 3.1** Proposition 3.1 shows that the assumption in (3.21) has no loss of generality. Indeed if (3.21) does not hold we can replace $T(z)$ as in (3.20) by that in (3.24). Since

$$\det(V(z)) = \prod_{i=1}^{M-m} \det\left(V^{(\ell_i)}(z)\right),$$

and each $V^{(\ell_i)}(z)$ is column reduced [24], there exist nonnegative integers $\{d_i\}_{i=0}^{M-1}$ such that

$$\text{diag}(z^{-d_0}, z^{-d_1}, \cdots, z^{-d_{M-1}})V(z)$$

is a polynomial matrix of $z^{-1}$, with the direct transmission term nonsingular. By (3.24), we can set

$$G(z) = \text{diag}(z^{-d_0}, z^{-d_1}, \cdots, z^{-d_{M-1}})V(z)G(z),$$
which is causal and stable, and which implies that
\[ G(z)H(z)F(z) = \text{diag}(z^{-d_0}, z^{-d_1}, \ldots, z^{-d_{M-1}}), \]
provided that \( G(z)T(z) = I_M \), with \( T(z) \) as defined in (3.24) satisfying (3.22). Because \( \|GT\|_{\infty} = \|G\Gamma\|_{\infty} \), due to allpass property of \( V(z) \), our optimal channel equalization problem amounts again to finding \( G(z) \), a causal and stable inverse of \( T(z) \) as in (3.24) satisfying (3.22), such that \( \|G\Gamma\|_{\infty} \) is minimized.

In the remainder of the section we will investigate causal and stable inverses of \( T(z) \) given by either (3.20) satisfying (3.21) or (3.24) satisfying (3.22). We will parameterize all such left inverses in an explicit form. For this purpose, we associate with \( T(z) \) of size \( P \times M \) with \( P > M \) a state-space realization, and write
\[ T(z) = D + C(zI_N - A)^{-1}B =: \begin{bmatrix} A & B \\ C & D \end{bmatrix}, \] (3.25)
with \( A \) of size \( N \times N \), \( B \) of size \( N \times M \), \( C \) of size \( P \times N \), and \( D \) of size \( P \times M \). Note that \( D \) is the same as in (3.21). The strict minimum phase of \( T(z) \) is crucial for (3.20) to hold, which is equivalent to
\[ \text{rank} \begin{bmatrix} A - zI_N & B \\ C & D \end{bmatrix} = N + M \quad \forall |z| \geq 1. \] (3.26)
If \( D \) has full column rank, then there exist \( D^+ \) of size \( M \times P \), \( D_\perp \) of size \( P \times (P - M) \), and \( D_\perp^+ \) of size \( (P - M) \times P \) such that
\[ \begin{bmatrix} D^+ \\ D_\perp^+ \end{bmatrix} \begin{bmatrix} D & D_\perp \end{bmatrix} = \begin{bmatrix} I_M & 0 \\ 0 & I_{P-M} \end{bmatrix}. \] (3.27)
To find $D^+, D_\perp, D^\perp_\perp$, define

$$D^+_0 := (D^*D)^{-1}D^*, \quad D^*_0 := I_P - D(D^*D)^{-1}D^*, \quad (3.28)$$

where $D^+_0$ has the least rank among all the Cholesky factors above. Then $D^+_0 D = I_M$, $D^+_0 D_\perp = 0$, and $D^*_0 D_\perp = I_{P-M}$. In addition, $D^+$ and $D_\perp$ satisfying (3.27) have the following general form:

$$D^+ = D^+_0 + \chi D^\perp_0, \quad D_\perp = -D\chi + D_\perp, \quad (3.29)$$

where $\chi$ is a free matrix of size $M \times (P - M)$, and $D^+_\perp = D^+_0 = D^*_0$ is taken.

The assumptions (3.21), (3.26), and the identity (3.27) imply the existence of causal and stable left inverses for $T(z)$. Indeed,

$$T(z) = \left[ I_P + C(zI_N - A)^{-1}(BD^+ - KD^\perp) \right] D$$

for any constant matrix $K$ of size $N \times (P - M)$. Hence with $B_K := BD^+ - KD^\perp$,

$$T^+(z) = D^+ \left[ I_P + C(zI_N - A)^{-1}B_K \right]^{-1} = D^+ \left[ I_P - C(zI_N - A_K)^{-1}B_K \right] \quad (3.30)$$

is a left inverse of $T(z)$ with $A_K := A - B_K C = A - BD^+ C + KD^\perp C$. The existence of stable left inverses is tied to the existence of the constant matrix $K$ such that $A_K$ is stable, i.e., $A_K$ has all its eigenvalues on the open unit disk. Such a $K$ is called stabilizing.

**Lemma 3.1** Consider $T(z)$ as in (3.25) with $D$ full column rank. Then the strict minimum phase condition (3.26) is true, if and only if there exists a stabilizing $K$, i.e., $A_K$ is stable.
This result was obtained in [36], and can be easily proven by noting that

\[
\text{rank}\left\{\begin{bmatrix} A - zI_N & B \\ C & D \end{bmatrix}\right\} = \text{rank}\left\{\begin{bmatrix} I_N & KD^+ - BD^+ \\ 0 & D^+ \\ 0 & D^+ \end{bmatrix}\begin{bmatrix} A - zI_N & B \\ C & D \end{bmatrix}\right\}
= \text{rank}\left\{\begin{bmatrix} A_K - zI_N & 0 \\ D^+C & I_M \\ D^+C & 0 \end{bmatrix}\right\} = M + \text{rank}\left\{\begin{bmatrix} A_K - zI_N \\ D^+C \end{bmatrix}\right\}.
\]

**Remark 3.2** Because \( P > M \), generically \( T(z) \) admits no transmission zeros. That is, the rows of \( T(z) \) are coprime, which is assumed, and explained very recently in [26] for channel equalization. Our assumption on strictly minimum phase is weaker than the coprimeness condition, and in fact the weakest condition on the existence of channel equalizers. If this condition fails, then channel equalizers do not exist. ■

Consider the augmented square transfer function matrix:

\[
T_a(z) = \begin{bmatrix} T(z) & T_\perp(z) \end{bmatrix} := \begin{bmatrix} I_P + C(zI_N - A)^{-1}B_K \end{bmatrix} \begin{bmatrix} D & D_\perp \end{bmatrix}.
\tag{3.31}
\]

Then \( T_a(z) \) is strict minimum phase, provided that \( T(z) \) is strict minimum phase, and \( K \) is stabilizing. It follows that

\[
T_a^{-1}(z) = \begin{bmatrix} D & D_\perp \end{bmatrix}^{-1} \begin{bmatrix} I_P + C(zI_N - A)^{-1}B_K \end{bmatrix}^{-1}
= \begin{bmatrix} D^+ \\ D^\perp_\perp \end{bmatrix} \begin{bmatrix} I_P - C(zI_N - A_K)^{-1}B_K \end{bmatrix} =: \begin{bmatrix} T^+(z) \\ T^\perp_\perp(z) \end{bmatrix},
\tag{3.32}
\]

is stable as well. This gives rise to the identity

\[
\begin{bmatrix} T^+(z) \\ T^\perp_\perp(z) \end{bmatrix} \begin{bmatrix} T(z) & T_\perp(z) \end{bmatrix} = \begin{bmatrix} I_M & 0 \\ 0 & I_{P-M} \end{bmatrix}.
\tag{3.33}
\]
Similar to (3.29), we can also parameterize all the causal and stable left inverses of \(T(z)\). For completeness, we include its proof. See also [18].

**Proposition 3.2** Assume that \(T(z)\) as in (3.25) satisfies (3.26) with \(D\) full column rank. If \(T^{-1}_a(z)\) as in (3.32) exists, and is stable, then all causal and stable left inverses of \(T(z)\) are given by

\[
T^{\text{inv}}(z) = T^+(z) + Q(z) T^\perp_\perp(z),
\]  

(3.34)

where \(Q(z)\) is an arbitrary causal and stable transfer function matrix.

Proof: It is noted that \(T^{\text{inv}}(z)\) is causal and stable, by the causality and stability of \(T^{-1}_a(z)\) in (3.32), and of \(Q(z)\). By the fact that \(T^+(z)T(z) = I_M\), and \(T^\perp_\perp(z)T(z) = 0\), \(T^{\text{inv}}(z)\) is indeed a causal and stable left inverse of \(T(z)\). Conversely consider any causal and stable left inverse \(T^+(z)\) of \(T(z)\). Then

\[
T^+(z) T_a(z) = \begin{bmatrix} I_M & T^+(z) T^\perp_\perp(z) \end{bmatrix}, \quad T^{\text{inv}}(z) T_a(z) = \begin{bmatrix} I_M & Q(z) \end{bmatrix},
\]

where \(T_a(z)\) is as in (3.31), and \(T^{\text{inv}}(z)\) as in (3.34). Hence with \(Q(z) = T^+(z) T^\perp_\perp(z)\), there holds \(T^+(z) T_a(z) = T^{\text{inv}}(z) T_a(z)\), which is equivalent to \(T^+(z) = T^{\text{inv}}(z)\), by the fact that \(T_a(z)\) as in (3.32) is a \(P \times P\) square matrix and nonsingular. The proof is thus complete.

Before proceeding further, we would like to examine further the parameterization of all causal and stable left inverses in Proposition 3.2. Substituting \(D^+\) as (3.29) to equation (3.30), then the left inverse of \(T(z)\) has the form

\[
T^+(z) = \begin{bmatrix} A - B(D^*D)^{-1}D^*C + LD_0^* \chi D_0^* & -B(D^*D)^{-1}D^* + LD_0^* \chi D_0^* \chi D_0^* \chi \end{bmatrix},
\]  

(3.35)
where \( L = (K - B\chi) \). Furthermore the inverse of the augmented system in (3.32) has the form

\[
T^{-1}_a(z) = \begin{bmatrix}
T^+(z) \\
T^+_\perp(z)
\end{bmatrix} = \begin{bmatrix}
D_0^+ \\
D_0^+\perp
\end{bmatrix} + \begin{bmatrix}
\chi \\
0
\end{bmatrix} D_0^+\perp \begin{bmatrix}
A_0 + LD_0^+\perp C & -BD_0^+ + LD_0^+\perp I_P \\
C & I_P
\end{bmatrix},
\]

where \( A_0 = A - BD_0^+C = A - B(D^*D)^{-1}D^*C \). Substituting (3.36) into (3.34) yields a simpler form for parameterization of all causal and stable left inverses of \( T(z) \).

**Corollary 3.1** With the same hypothesis as in Proposition 3.2, and \( L = (K - B\chi) \), all causal and stable left inverses of \( T(z) \) are parameterized by

\[
T^{\text{inv}}(z) = \begin{bmatrix}
D_0^+ \\
D_0^+\perp
\end{bmatrix} + \tilde{Q}(z) D_0^+\perp \begin{bmatrix}
A_0 + LD_0^+\perp C & -BD_0^+ + LD_0^+\perp I_P \\
C & I_P
\end{bmatrix},
\]

where \( \tilde{Q}(z) = \chi + Q(z) \) with \( \chi \) a free constant matrix as in (3.29), and \( Q(z) \) an arbitrary stable transfer function matrix as in (3.34).

Corollary 3.1 shows that all causal and stable left inverses can be parameterized through left inverses of the constant matrix \( D \), with the free constant matrix \( \chi \) absorbed into the causal and stable transfer matrix \( Q(z) \) of the same size. In light of Proposition 3.2 and Corollary 3.1, the optimal channel equalization problem in \( \mathcal{H}_\infty \)-norm now seeks \( \gamma_{\text{opt}} \) defined by

\[
\gamma_{\text{opt}} := \inf \left\{ \| (T^+ + QT^+_\perp)\Gamma \|_\infty : Q \in \mathcal{RH}_\infty, K \text{ stabilizing} \right\}
\]

(3.37)

and for each \( \gamma > \gamma_{\text{opt}} \), searches for \( T^{\text{inv}}(z) \) such that \( \| T^{\text{inv}}\Gamma \|_\infty < \gamma \), where \( \mathcal{RH}_\infty \) is the collection of all causal and stable rational transfer function matrices.
3.4 Suboptimal Solution to the Worst-Case Channel Equalization

For channel equalization, the PR condition (3.20) requires $G(z) = T^{\text{inv}}(z)$, the causal and stable left inverse of $T(z)$ of the form in (3.34). The worst-case optimal channel equalization requires minimization of $\|G\Gamma\|_\infty = \|T^{\text{inv}}\Gamma\|_\infty$ over all causal and stable left inverses of $T(z)$, where $\Gamma$ is given in (3.18). In the following, we will show that the worst-case design of optimal channel equalization in $\mathcal{H}_\infty$-norm can be converted into an equivalent $\mathcal{H}_\infty$ filtering problem. For this purpose, it is noted that for any left inverse $T^{\text{inv}}(z)$ as in Proposition 3.1, $\hat{T}(z)\Gamma = z^{-1}T^{\text{inv}}(z)\Gamma$ has the same $\mathcal{H}_\infty$-norm. We thus turn our attention to seek a strictly causal and stable $\hat{T}(z)$ such that $\hat{T}(z)\Gamma$ has the least (or suboptimal) $\mathcal{H}_\infty$-norm. It is interesting to note that with $Q(z)$ a causal and stable transfer function matrix,

$$\hat{T}(z)\Gamma = z^{-1}T^{\text{inv}}(z)\Gamma = \begin{bmatrix} 0 & I_M \\ I_M & 0 \end{bmatrix} \begin{bmatrix} A_0 + LD^*_{01}C & -BD_0^\top\Gamma + LD^*_{01} \Gamma \\ D_0^\top C + QD^*_{01} C & D_0^\top \Gamma + QD^*_{01} \Gamma \end{bmatrix} = \begin{bmatrix} A_0 + LD^*_{01} C & 0 & -BD_0^\top \Gamma + LD^*_{01} \Gamma \\ D_0^\top C + QD^*_{01} C & 0 & D_0^\top \Gamma + QD^*_{01} \Gamma \\ 0 & I_M & 0 \end{bmatrix}.$$  

Even though $Q$ is a stable transfer function matrix, it is treated as a constant matrix in the above realization, by an abuse of notation. In order to apply the $\mathcal{H}_\infty$ filtering results in [64] to our problem, we assume that

$$\text{rank} \left\{ R^2 := D^*_{01} \Gamma \Gamma^* D_{01} \right\} = P - M. \quad (3.38)$$
This rank condition implies that \( r \), the rank of \( \Gamma \), is at least \( P - M \). In light of the discussion at the end of Section 3, \( \Gamma \) is most likely to be of rank \( P \), and thus (3.38) is a valid assumption. Consider variable substitution

\[
\begin{bmatrix}
L \\
Q
\end{bmatrix} = \begin{bmatrix}
L_1 \\
Q_1
\end{bmatrix} + \begin{bmatrix}
L_2 \\
Q_2
\end{bmatrix} R^{-1}, \quad \begin{bmatrix}
L_1 \\
Q_1
\end{bmatrix} = \begin{bmatrix}
B \\
-I_M
\end{bmatrix} D_0^+ \Gamma^* D_{0\perp} R^{-2}. \tag{3.39}
\]

Let \( A_{L_1} = A_0 + L_1 D_{0\perp}^* C \), and \( C_{Q_1} = D_0^+ C + Q_1 D_{0\perp}^* C \). Denote

\[
\begin{bmatrix}
A_{L_1} \\
C_{Q_1}
\end{bmatrix}, \quad \begin{bmatrix}
-B \\
I_M
\end{bmatrix} D_0^+ \Gamma (I_r - \Gamma^* D_{0\perp} R^{-2} D_{0\perp}^* \Gamma), \tag{3.40}
\]

\[
\begin{bmatrix}
0 \\
I_M
\end{bmatrix}, \quad \begin{bmatrix}
R^{-1} D_{0\perp}^* C \\
0
\end{bmatrix}, \quad \begin{bmatrix}
D_0^+ \Gamma
\end{bmatrix}, \tag{3.41}
\]

Then it can be seen that

\[
\tilde{T}(z)^\Gamma = z^{-1} T_{inv}(z)^\Gamma = \begin{bmatrix}
\tilde{A} + \tilde{L} \tilde{C}_2 & \tilde{B} + \tilde{L} \tilde{D} \\
\tilde{C}_1 & 0
\end{bmatrix}, \quad \tilde{L} = \begin{bmatrix}
L_2 \\
Q_2
\end{bmatrix}. \tag{3.42}
\]

has the form of a standard state estimator (the error system), where \( \tilde{L} \) can be allowed to be dynamical. Hence in light of the \( \mathcal{H}_\infty \) filtering results in [64], minimization of \( \| \tilde{T} \|_\infty \) over all dynamical and stabilizing state estimator gain \( \tilde{L} \) is the same as minimization of \( \| \tilde{T} \|_\infty \) over all static stabilizing state estimator gain \( \tilde{L} \in \mathbb{C}^{(N+M)\times(P-M)} \), the set of all complex matrices of size \( (N + M) \times (P - M) \). That is,

\[
\gamma_{opt} = \inf_{\tilde{L} \in \mathbb{C}^{(N+M)\times(P-M)}} \| \tilde{T} \|_\infty = \inf \left\{ \| T_{inv} \Gamma \|_\infty : Q \in \mathcal{R} \mathcal{H}_\infty, K \text{ stabilizing} \right\}.
\]

Consequently we need consider only the case when \( \tilde{L} \) is a constant matrix in realization of \( \tilde{T}(z) \).

**Remark 3.3** It can be verified that with \( \tilde{B} \) in (3.40) and \( \tilde{D} \) in (3.41),

\[
\tilde{D} \begin{bmatrix}
\tilde{B}^* \\
\tilde{D}^*
\end{bmatrix} = \begin{bmatrix}
0 & I_{P-M}
\end{bmatrix}, \tag{3.43}
\]
by nonsingularity of \( R^2 := D_{0\perp}^* \Gamma^* D_{0\perp} \). Furthermore

\[
\text{rank} \left\{ \begin{bmatrix} \tilde{A} - zI & \tilde{B} \\ \tilde{C}_2 & \tilde{D} \end{bmatrix} \right\} = \text{rank} \left\{ \begin{bmatrix} I_N & 0 & L_1 R \\ 0 & I_M & Q_1 R \\ 0 & 0 & R \end{bmatrix} \begin{bmatrix} A_{L_1} - zI_N & 0 & \tilde{B}_1 \Gamma \\ C_{Q_1} & -zI_M & \tilde{B}_2 \Gamma \\ R^{-1}D_{0\perp}^* C & 0 & R^{-1}D_{0\perp}^* \Gamma \end{bmatrix} \right\}
\]

\[
= \text{rank} \left\{ \begin{bmatrix} A_0 - zI_N & 0 & -BD_0^+ \\ D_0^t C & -zI_M & D_0^x \\ D_{0\perp}^* C & 0 & D_{0\perp}^* \end{bmatrix} \right\}
\]

\[
= M + \text{rank} \left\{ \begin{bmatrix} A_0 - zI_N & -BD_0^+ \\ D_{0\perp}^* C & D_{0\perp}^* \end{bmatrix} \begin{bmatrix} I_N & 0 \\ -C & I_{P-M} \end{bmatrix} \right\}
\]

\[
= M + \text{rank} \left\{ \begin{bmatrix} A - zI_N & -BD_0^+ \\ 0 & D_{0\perp}^* \end{bmatrix} \right\}
\]

\[
= P + N \quad (\forall |z| \geq 1)
\]  (3.44)

by full rank of \( \Gamma \), and by stability of \( A \).

We are now ready to prove the main result of this chapter. By applying the results in [64] to our optimal channel equalization problem, the following theorem establishes an equivalent condition for solving the suboptimal worst-case equalizer design problem, and gives the construction of a specific suboptimal left inverse \( T^{\text{inv}}(z) \).

**Theorem 3.3** Let \( \gamma_{\text{opt}} \) be the optimal value for \( \| T^{\text{inv}} \Gamma \|_\infty \) among all causal and stable left inverses of \( T(z) \). Then \( \gamma > \gamma_{\text{opt}} \), if and only if the discrete-time filtering algebraic Riccati equation (ARE)

\[
Y = A_x Y (I_N + C^* \Psi C Y)^{-1} A_x^* + B \Pi (I_M - \gamma^{-2} \Pi)^{-1} B^*
\]  (3.45)
admits a stabilizing\textsuperscript{3} solution $Y \geq 0$, where with $R$ as in (3.38), $L_1$ and $Q_1$ as in (3.39),

$$A_x = A_{L_1} - \gamma^{-2}B\Pi(I_M - \gamma^{-2}\Pi)^{-1}C_{Q_1}, \quad A_{L_1} = A_0 + BL_1, \quad C_{Q_1} = D_0^+C + Q_1D_0^*C,$$

$$\Psi = D_0^+R^{-2}D_0^{1\perp} - D_R(D_0^*)^*(\gamma^2I_M - \Pi)^{-1}D_0^+D_R^*, \quad D_R = I_P - D_0^1R^{-2}D_0^{1\perp}\Gamma^*,$$

$$\Pi = D_0^1\Gamma(I_r - \Gamma^*D_0^1R^{-2}D_0^{1\perp}\Gamma)^*(D_0^+)^*.$$

Let $Y$ be a stabilizing solution to the ARE (3.45) for any $\gamma > \gamma_{\text{opt}}$. Then a specific suboptimal left inverse $T^{\text{inv}}(z)$ achieving $\|T^{\text{inv}}\|_{\infty} < \gamma$ is given by

$$T^{\text{inv}}(z) = \begin{bmatrix}
A_{L_1}(I_N + YC^*D_0^1R^{-2}D_0^{1\perp}C)^{-1} & -B_0
\end{bmatrix}
(I_P + CYC^*D_0^1R^{-2}D_0^{1\perp})^{-1}
\begin{bmatrix}
D_0^+
\end{bmatrix}$$

\begin{equation}
(3.46)
\end{equation}

with $B_0 = AYC^*D_0^1R^{-2}D_0^{1\perp} + BD_0^+.$

Proof: Since (3.43) and (3.44) hold true, the result in [64] can be applied to the state estimator problem in (3.42). By Theorem 2 of [64], $\|T(z)\|_{\infty} < \gamma$, if and only if the following ARE

$$Z = \tilde{A}Z\tilde{A}^* + \tilde{B}\tilde{B}^* - \tilde{A}Z\tilde{C}_2^*(I_{P-M} + \tilde{C}_2Z\tilde{C}_2^*)^{-1}\tilde{C}_2Z\tilde{A}^* + \gamma^{-2}Z\tilde{C}_1^*(I_M + \gamma^{-2}\tilde{C}_1Z\tilde{C}_1^*)^{-1}\tilde{C}_1Z$$

\begin{equation}
(3.47)
\end{equation}

has a stabilizing solution $Z \geq 0$. Partition $Z$ into a $2 \times 2$ block matrix $Z_{ij}$ for $i, j = 1, 2$, compatible with the partition of $\tilde{A}$. If the stabilizing solution $Z \geq 0$ exists, then the suboptimal state estimator gain is given by [64]

$$\tilde{L} = -\tilde{A}Z\tilde{C}_2^*(I_{P-M} + \tilde{C}_2Z\tilde{C}_2^*)^{-1}$$

\textsuperscript{3}Y is stabilizing if $(I_N + C^*\Psi CY)^{-1} A_x^*$ is stable.
\[
-A = - \begin{bmatrix} A_{L_1} \\ C_{Q_1} \end{bmatrix} Z_{11} C^* D_{0,1} R^{-1} (I_{P-M} + R^{-1} D_{0,1}^* C Z_{11} C^* D_{0,1} R^{-1})^{-1}
\]
\[
= - \begin{bmatrix} A_{L_1} \\ C_{Q_1} \end{bmatrix} Z_{11} (I_N + C^* D_{0,1} R^{-2} D_{0,1}^* C Z_{11})^{-1} C^* D_{0,1} R^{-1},
\] (3.48)

and \(\tilde{A} + \tilde{L}\tilde{C}_2\) is stable. Substituting the expression of \(\tilde{A}\) gives

\[
\tilde{A} Z \tilde{A}^* = \begin{bmatrix} A_{L_1} Z_{11} A_{L_1}^* & A_{L_1} Z_{11} C_{Q_1}^* \\ C_{Q_1} Z_{11} A_{L_1}^* & C_{Q_1} Z_{11} C_{Q_1}^* \end{bmatrix}.
\] (3.49)

Since \((I_r - \Gamma^* D_{0,1} R^{-2} D_{0,1}^* \Gamma)^2 = I_r - \Gamma^* D_{0,1} R^{-2} D_{0,1}^* \Gamma\), which is a projection matrix,

\[
\tilde{B} \tilde{B}^* = \begin{bmatrix} -B \\ I_M \end{bmatrix} D_0^+ \Gamma (I_r - \Gamma^* D_{0,1} R^{-2} D_{0,1}^* \Gamma)^2 \Gamma^* (D_0^+)^* \begin{bmatrix} -B \\ I_M \end{bmatrix}^*
\] = \begin{bmatrix} B \Pi B^* & -B \Pi \\ -\Pi B^* & \Pi \end{bmatrix}.
\] (3.50)

Via direct calculation,

\[
\tilde{A} Z \tilde{C}_{2}^* = \begin{bmatrix} A_{L_1} \\ C_{Q_1} \end{bmatrix} Z_{11} C^* D_{0,1} R^{-1},
\]

\((I_{P-M} + \tilde{C}_2 Z \tilde{C}_2)^{-1} = (I_{P-M} + R^{-1} D_{0,1}^* C Z_{11} C^* D_{0,1} R^{-1})^{-1}.
\)

It follows that

\[
-\tilde{A} Z \tilde{C}_{2}^* (I_{P-M} + \tilde{C}_2 Z \tilde{C}_2)^{-1} \tilde{C}_2 Z \tilde{A}^* = - \begin{bmatrix} A_{L_1} T A_{L_1}^* & A_{L_1} T C_{Q_1}^* \\ C_{Q_1} T A_{L_1}^* & C_{Q_1} T C_{Q_1}^* \end{bmatrix}
\] (3.51)

where \(T = Z_{11} C^* D_{0,1} R^{-1} (I_{P-M} + R^{-1} D_{0,1}^* C Z_{11} C^* D_{0,1} R^{-1})^{-1} R^{-1} D_{0,1}^* C Z_{11}\). Note that

\[
Z \tilde{C}_1^* = \begin{bmatrix} Z_{12} \\ Z_{22} \end{bmatrix}, \quad (I_M + \gamma^{-2} \tilde{C}_1 Z \tilde{C}_1^*)^{-1} = (I_M + \gamma^{-2} Z_{22})^{-1}.
\)
We now have that
\[
\gamma^{-2}Z\tilde{C}^*_1(I_M + \gamma^{-2}\tilde{C}^*_1Z\tilde{C}^*_1)^{-1}\tilde{C}^*_1Z = \gamma^{-2}\begin{bmatrix} Z_{12} \\ Z_{22} \end{bmatrix}(I_M + \gamma^{-2}Z_{22})^{-1}\begin{bmatrix} Z_{21} & Z_{22} \end{bmatrix},
\] (3.52)

In light of (3.50), (3.49), (3.51) and (3.52), the ARE (3.47) can now be decomposed into:

\[
Z_{11} = A_{L_1}Z_{11}A_{L_1}^* + B\Pi B^* - A_{L_1}TA_{L_1}^* + \gamma^{-2}Z_{12}(I_M + \gamma^{-2}Z_{22})^{-1}Z_{21},
\]
(3.53)
\[
Z_{12} = A_{L_1}Z_{11}C_{Q_1}^* - B\Pi - A_{L_1}TC_{Q_1}^* + \gamma^{-2}Z_{12}(I_M + \gamma^{-2}Z_{22})^{-1}Z_{22},
\]
(3.54)
\[
Z_{22} = C_{Q_1}Z_{11}C_{Q_1}^* + \Pi - C_{Q_1}TC_{Q_1}^* + \gamma^{-2}Z_{22}(I_M + \gamma^{-2}Z_{22})^{-1}Z_{22}.
\]
(3.55)

Let \(S = Z_{11} - T\). We have

\[
S = Z_{11} - Z_{11}C_{D_0}^*D_{0,\perp}R^{-1}(I_N + R^{-1}D_{0,\perp}^*CZ_{11}C^*D_{0,\perp}R^{-1})^{-1}R^{-1}D_{0,\perp}^*CZ_{11}
\]
\[
= Z_{11} - (I_N + Z_{11}C_{D_0}^*D_{0,\perp}R^{-2}D_{0,\perp}^*C)^{-1}Z_{11}C_{D_0}^*D_{0,\perp}R^{-2}D_{0,\perp}^*CZ_{11}
\]
\[
= (I_N + Z_{11}C_{D_0}^*D_{0,\perp}R^{-2}D_{0,\perp}^*C)^{-1}Z_{11}
\]
\[
= Z_{11}(I_N + C_{D_0}^*R^{-2}D_{0,\perp}^*CZ_{11})^{-1}.
\]
(3.56)

Then the expressions in (3.53) — (3.55) can be simplified into

\[
Z_{11} - \gamma^{-2}Z_{12}(I_M + \gamma^{-2}Z_{22})^{-1}Z_{21} = B\Pi B^* + A_{L_1}SA_{L_1}^*,
\]
(3.57)
\[
Z_{12}(I_M + \gamma^{-2}Z_{22})^{-1} = -B\Pi + A_{L_1}SC_{Q_1}^*,
\]
(3.58)
\[
Z_{22}(I_M + \gamma^{-2}Z_{22})^{-1} = \Pi + C_{Q_1}SC_{Q_1}^*,
\]
(3.59)

respectively. In light of (3.59) we have the following:

\[
(I_M + \gamma^{-2}Z_{22})^{-1} = I_M - \gamma^{-2}Z_{22}(I_M + \gamma^{-2}Z_{22})^{-1} = I_M - \gamma^{-2}(\Pi + C_{Q_1}SC_{Q_1}^*).
\]
It follows from (3.58) that

$$Z_{21} = Z_{12}^* = \left[ I_M - \gamma^{-2} \left( \Pi + C_{Q_1}SC^*_{Q_1} \right) \right]^{-1} \left( -B\Pi + A_{L_1}SC^*_{Q_1} \right)^*$$

Now equation (3.57) becomes

$$Z_{11} = \gamma^{-2} \left( -B\Pi + A_{L_1}SC^*_{Q_1} \right) \left[ I_M - \gamma^{-2} \left( \Pi + C_{Q_1}SC^*_{Q_1} \right) \right]^{-1} \left( -B\Pi + A_{L_1}SC^*_{Q_1} \right)^* + B\Pi B^* + A_{L_1}SA^*_{L_1}.$$ \hspace{1cm} (3.60)

Write the above equation as

$$Z_{11} = \Sigma_A + \Sigma_B - \Sigma_{AB} - \Sigma^*_{AB}$$

with

$$\Sigma_A = A_{L_1}SA^*_{L_1} + \gamma^{-2}A_{L_1}SC^*_{Q_1} \left[ I_M - \gamma^{-2} \left( \Pi + C_{Q_1}SC^*_{Q_1} \right) \right]^{-1} \left( A_{L_1}SC^*_{Q_1} \right)^*, \hspace{1cm} (3.61)$$

$$\Sigma_B = B\Pi B^* + \gamma^{-2}B\Pi \left[ I_M - \gamma^{-2} \left( \Pi + C_{Q_1}SC^*_{Q_1} \right) \right]^{-1} (B\Pi)^*, \hspace{1cm} (3.62)$$

$$\Sigma_{AB} = \gamma^{-2}B\Pi \left[ I_M - \gamma^{-2} \left( \Pi + C_{Q_1}SC^*_{Q_1} \right) \right]^{-1} \left( A_{L_1}SC^*_{Q_1} \right)^*. \hspace{1cm} (3.63)$$

Through a tedious derivation, equations (3.61) — (3.63) become the following:

$$\Sigma_A = A_{L_1}Z_{11} \left( I_N + C^*\Psi C_{11} \right)^{-1} A^*_{L_1} \hspace{1cm} (3.64)$$

$$\Sigma_B = (\gamma^{-2})^2B\Pi(I_M - \gamma^{-2}\Pi)^{-1}C_{Q_1}Z_{11} \left( I_N + C^*\Psi C_{11} \right)^{-1}C^*_{Q_1}(I_M - \gamma^{-2}\Pi)^{-1}\Pi*B^* + B\Pi(I_M - \gamma^{-2}\Pi)^{-1}B^* \hspace{1cm} (3.65)$$

$$\Sigma_{AB} = \gamma^{-2}B\Pi(I_M - \gamma^{-2}\Pi)^{-1}C_{Q_1}Z_{11} \left( I_N + C^*\Psi C_{11} \right)^{-1} A^*_{L_1} \hspace{1cm} (3.66)$$

Via direct computation (we skip the detailed steps),

$$Z_{11} = A_\pi Z_{11} \left( I_N + C^*\Psi C_{11} \right)^{-1} A^*_\pi + B\Pi(I_M - \gamma^{-2}\Pi)^{-1}B^*. \hspace{1cm} (3.67)$$

Equation (3.67) is identical to (3.45) with \( Y = Z_{11} \). Since \( \bar{L} \) in (3.48) depends only on \( Z_{11} \), \( Z \) is stabilizing, if and only if \( Z_{11} \) is stabilizing. It is thus concluded that
\[ \gamma > \gamma_{\text{opt}}, \text{ if and only if } (3.45) \text{ has a stabilizing solution } Y = Z_{11} \geq 0, \text{ in light of [64].} \]

Indeed, if (3.45) has a stabilizing solution \( Y \geq 0 \), then \( Z_{22} > 0 \) can be computed from (3.59), and \( Z_{12} \) can be obtained from (3.58), based on \( Z_{11} = Y \). Since any solution to (3.47) satisfies \( Z \geq 0 \), and the state estimator gain in (3.48) depends only on \( Z_{11} \), \( Z \) is stabilizing as well. We thus conclude that \( \| \tilde{T} \Gamma \|_\infty = \| T^{\text{inv}} \Gamma \|_\infty < \gamma \) with \( L = L_1 + L_2 R^{-1} \), and \( Q = Q_1 + Q_2 R^{-1} \), where \( L_2 \) and \( Q_2 \) are computed from (3.48), and with \( K = B \chi + L \). The construction of suboptimal \( T^{\text{inv}}(z) \) can be carried out through routine calculation.

\section*{3.5 Computation of \( \gamma_{\text{opt}} \) and Summary of the Design Algorithm}

We consider computation of \( \gamma_{\text{opt}} \), which is the largest \( \gamma \) such that the ARE (3.45) fails to produce the stabilizing solution. If \( T(z) \) as in (3.25) satisfies the power complementary condition [55]

\[ [T(e^{j2f\pi})]^* T(e^{j2f\pi}) = I_M \quad \forall f \in [0, 1], \] (3.68)

and \( \Gamma = I_M \), then an analytical expression of \( \gamma_{\text{opt}} \) can be obtained.

\textbf{Theorem 3.4} Suppose that \( T(z) \) as in (3.25) is causal, stable, and satisfies the strict minimum phase condition (3.26) with \( D \) full column rank. Let \( X \) and \( P \) be the unique solutions to

\[ X - AXA^* = BB^*, \quad P - A^*PA = C^*C, \]
respectively. If (3.68) holds, then

\[
\gamma_{\text{opt}} = \inf_{Q \in \mathcal{RH}_\infty} \|T^{-\text{inv}}\|_{\infty} = \frac{1}{\sqrt{1 - \lambda_{\text{max}}(XP)}}.
\] (3.69)

Proof: Finding minimum induced norm for operators in Hilbert space is termed Corona problem. It has been studied in [13, 15] for the \( \mathcal{H}_\infty \)-norm case in the continuous-time. It should be clear that the same procedure in [13, 15] applies to the discrete-time systems to yield the analytic expression in (3.69), if the strict minimum phase condition (3.26) with \( D \) full column rank, and (3.68) are satisfied. The details are omitted.

In light of the results in [41], joint transceiver optimization requires the power complementary condition (3.68). Thus the assumption on (3.68) makes sense, if joint transceiver optimization is allowed in design of the transmitter filters \( \{F_i(z)\}_{i=0}^{M-1} \) in Figure 3.3. However in some applications, transmitter filters may not be free for design, or channel characteristics may vary with respect to time. In this case, the condition (3.68) may not hold, and there is no analytic expression for \( \gamma_{\text{opt}} \). As an alternative, bisection method can be used to iteratively search for \( \gamma_{\text{opt}} \), which is outlined as follows.

**Bisection method for computation of \( \gamma_{\text{opt}} \)**

- Step 1: Choose the tolerance \( \epsilon > 0 \), and initial upper and lower bounds \((\overline{\gamma}, \underline{\gamma})\) satisfying \( \underline{\gamma} < \gamma_{\text{opt}} < \overline{\gamma} \).
• Step 2: Set $\gamma = (\overline{\gamma} + \underline{\gamma})/2$. If $|\overline{\gamma} - \underline{\gamma}| \leq \epsilon$, set $\gamma_{\text{opt}} = \gamma$. Stop. Otherwise do the following:

  - Compute the stabilizing solution to ARE (3.45). If the stabilizing solution $Y \geq 0$ exists, set $\overline{\gamma} = \gamma$. Otherwise, set $\overline{\gamma} = \underline{\gamma}$.
  - Repeat Step 2.

End.

Since $\gamma_{\text{opt}}^2 D^* D \geq I_M$, an initial lower bound $\overline{\gamma} = \underline{\gamma}_0 := \sqrt{\lambda_{\text{max}}[(D^* D)^{-1}]}$ can be chosen. As for the initial upper bound, one may first compute a stable left inverse $T^+(z)$ which has the smallest mean-square value as in [18] for the case of white noise, and then set the initial upper bound as $\overline{\gamma} = \overline{\gamma}_0 := \|T^+\|_\infty$. Let $n$ be the total number of iterations in the algorithm. Then the bisection algorithm implies that

$$\frac{\overline{\gamma}_0 - \underline{\gamma}_0}{2^n} \leq \epsilon \iff n \geq \log_2 \left( \frac{\overline{\gamma}_0 - \underline{\gamma}_0}{\epsilon} \right).$$

Hence the computational complexity is dependent on the initial guess on the upper and lower bounds of $\gamma_{\text{opt}}$, as well as the required accuracy $\epsilon$ for $\gamma_{\text{opt}}$.

Finally we summarize our proposed design algorithm as follows.

**Design Algorithm for Optimal Channel Equalizers:**

• Step 1: Find minimal realizations for the blocked transfer function matrices: $\overline{H}(z)$ and $\overline{F}(z)$.

• Step 2: Find a realization for $T(z)$ in (3.25) satisfying (3.26).
• Step 3: If equation (3.68) is satisfied and $\Gamma = I_M$, $\gamma_{opt}$ can be computed by (3.69). Solve the discrete time ARE (3.45) by taking $\gamma > \gamma_{opt}$.

• Step 4: If equation (3.68) is not satisfied, solve ARE (3.45) along with the process of iteratively finding $\gamma_{opt}$ using the bisection method described above.

• Step 5: Based on the ARE solution from Step 3 or Step 4, compute $G = T^{inv}(z)$ as in (3.46).

• Step 6: Set $G_k(z) = \sum_{i=0}^{P-1} z^{-i} G_{k,i}(z^P)$ for $0 \leq k < M$, where $G_{k,i}(z)$ is the $(i-k)$th element of $G(z)$, obtained in Step 5.

End.

3.6 An Illustrative Example

In this section, we consider the example studied in [41] and [18]. For the purposes of comparison, we choose $\Gamma$ to be an identity matrix, and the channel to be the same as the one in [41], which is given by

$$H(z) = \sum_{i=0}^{L} h(i) z^{-i} = 1 - 0.3z^{-1} + 0.5z^{-2} - 0.4z^{-3} + 0.1z^{-4} - 0.02z^{-5} + 0.3z^{-6} - 0.1z^{-7}. $$

Thus $L = 7$. We take $P = 4 > M = 3$ and assume that $E(z) = \begin{bmatrix} I_{M} & 0 \end{bmatrix}^T$. It can be verified that [41]

$$H(z)F(z) = \sum_{i=0}^{2} H^j_i z^{-i}, \quad H^j_i = \begin{bmatrix} h(iP) & \cdots & h(iP-P+2) \\ h(iP+1) & \ddots & \vdots \\ \vdots & \ddots & \vdots \\ h(iP+P-1) & \cdots & h(iP+1) \end{bmatrix}. \quad (3.70)$$
It follows that a simple realization

\[
H(z)F(z) = \begin{bmatrix}
0_{M \times M} & 0_{M \times M} & I_M \\
I_M & 0_{M \times M} & 0_{M \times M} \\
H_1^f & H_2^f & H_0^f
\end{bmatrix}
\]

can be easily obtained. In order to satisfy (3.68) to achieve joint optimization [41], we compute spectral factorization:

\[
F^*(\bar{z}^{-1})H^*(\bar{z}^{-1})H(z)F(z) = \Omega^*(\bar{z}^{-1})\Omega(z),
\]

and set \( E_{\text{new}}(z) = \begin{bmatrix} I_M & 0 \end{bmatrix}^T \Omega^{-1}(z) \). The transmitter filters \( \{F_k(z)\}_{k=0}^2 \) can be easily computed based on their polyphase components in \( E_{\text{new}}(z) \). In this case \( T(z) = H(z)E_{\text{new}}(z) \) satisfies (3.68). See also [18]. To design a channel equalizer, which is arbitrarily close to the optimal one in the worst-case, Theorem 3.4 is used to obtain \( \gamma_{\text{opt}} = 1.104299 \). Then \( \gamma = 1.0001 * \gamma_{\text{opt}} = 1.104409 \) is taken to compute the stabilizing solution to the discrete-time ARE (3.45). The corresponding suboptimal channel equalizer is then obtained with \( G(z) = T^{\text{inv}}(z) \) as in (3.46), from which the optimal receiver filters \( \{G_k(z)\}_{k=0}^2 \) can be obtained via elementary manipulations of \( G(z) \).

Define the average frequency responses of the transmitter and receiver filters by

\[
|F(f)| := \frac{1}{M} \sum_{m=0}^{M-1} |F_m(e^{j2f\pi})|, \quad |G(f)| := \frac{1}{M} \sum_{p=0}^{M-1} |G_p(e^{j2f\pi})|.
\]

We plot \( |F(f)| \) (solid line) versus the channel frequency response (dashed line) in Figure 3.4, and plot \( |G(f)| \) (solid line) versus the channel frequency response (dashed
line) in Figure 3.5. All the graphs are normalized with respect to the respective maximum.

Figure 3.4: Average frequency responses of $|F(f)|$ versus $|H(e^{j2f\pi})|$

Figure 3.5: Average frequency responses of $|G(f)|$ versus $|H(e^{j2f\pi})|$

For comparison, we calculated both the $\mathcal{H}_\infty$-norm and $\mathcal{H}_2$-norm for this example and the method in [18], in which the same channel and transmitter are taken, but with
different optimization technique. The computation results are as follows: For $\mathcal{H}_\infty$ criterion in this dissertation, $\|G\|_\infty = 1.104380$, $\|G\|_2 = 1.794239$; For $\mathcal{H}_2$ criterion in [18], $\|G\|_\infty = 1.166611$, $\|G\|_2 = 1.785585$. In other words, our worst-case design does not suffer poor performance even if the white noise is present, with only 4.8% deterioration compared with the optimal case.

In the remainder of the section we consider design of the optimal channel equalizer for the same channel $H(z)$ as earlier with again $M = 3$, and $P = 4$, but a different set of transmitter filters $\{F_k(z)\}_{k=0}^2$. We adopt the CDMA model as in [41, 52], and take the coefficient $f_k$ of $F_k(z)$ as the $k$th spreading sequence of length 7 for $0 \leq k \leq 2$, which are given by

\[
\begin{align*}
    f_0 &= \begin{bmatrix} 1 & 1 & 1 & -1 & -1 & 1 & -1 \end{bmatrix}, \\
    f_1 &= \begin{bmatrix} 1 & 1 & -1 & -1 & 1 & -1 & 1 \end{bmatrix}, \\
    f_2 &= \begin{bmatrix} 1 & -1 & -1 & 1 & -1 & 1 & 1 \end{bmatrix}.
\end{align*}
\]

Thus the equivalent channel model $T(z) = H(z)F(z)$, and its state-space realization can be easily constructed, which is strictly minimum phase.

The bisection algorithm in Section 3.5 is used to compute $\gamma_{opt}$, which yields $\gamma_{opt} = 2.902226$. An $\mathcal{H}_\infty$ channel equalizer is designed for the case $\gamma = 1.0001\gamma_{opt}$. Its magnitude frequency responses are plotted in Figure 3.6 in terms of the maximum singular value with solid line (The frequency is normalized with respect to the maximum). The optimal $\mathcal{H}_2$ channel equalizer is designed using the algorithm in [18]. Its maximum singular value at each frequency sample is also computed, and shown
in the dash-dot line in Figure 3.6. As seen, there is a sharp contrast between the
two frequency responses. In fact the optimal \( H_2 \) channel equalizer has an \( H_\infty \)-norm,
which is 28.1% greater than that of the \( H_\infty \) channel equalizer. But there is only
about 14.3% difference in the RMS values between the two channel equalizers.

Figure 3.6: Maximum singular value response for \( H_\infty \) and \( H_2 \) channel equalizers

To better illustrate the advantages of the \( H_\infty \) channel equalizer, we assume that
the colored noise with unknown PSD is generated by passing the white noise through
a bandpass filter whose passband is \( \left[ \frac{0.4}{2\pi}, \frac{0.5}{2\pi} \right] \), over which the two channel equalizers
differ the most. The averaged BERs for the two different channel equalizers are
plotted in Figure 3.7, assuming BPSK using the same scheme as in [41]. It is seen
that the \( H_\infty \) channel equalizer outperforms the \( H_2 \) channel equalizer. On the other
hand if the noise is white, then the $\mathcal{H}_2$ channel equalizer outperforms the $\mathcal{H}_\infty$ channel equalizer. See Figure 3.8.

![Figure 3.7: BER comparisons between the $\mathcal{H}_\infty$ and $\mathcal{H}_2$ equalizers (colored noise)](image1)

![Figure 3.8: BER comparisons between the $\mathcal{H}_\infty$ and $\mathcal{H}_2$ equalizers (white noise)](image2)
3.7 Concluding Remark

In this chapter, optimal channel equalization is investigated for multirate filterbank transceivers such as transmultiplexers. The observation noise is assumed to be non-white (colored) with unknown spectral but bounded power norm. Because the colored noise incorporates cross-talk, inter-channel interference, and residual echos [40], it is an important research problem for channel equalization. In the case of known PSD for the observation noise, MMSE design can be extended to achieve optimal channel equalization. However if no knowledge on the PSD of the observation noise, except some crude bound, is available, then the worst-case approach to optimal channel equalization in the presence of non-white noise yields an $\mathcal{H}_\infty$ optimization problem, provided that the equivalent blocked channel satisfies the strict minimum phase condition. The worst-case approach provides the performance guarantee for those colored noises with bounded power norm no matter what the PSD shape is. The design algorithm is obtained for the suboptimal channel equalizer which is arbitrarily close to the optimal one via solving the stabilizing solution of an algebraic Riccati equation associated with $\mathcal{H}_\infty$ filtering. The complexity for the $\mathcal{H}_\infty$ design is the same as the $\mathcal{H}_2$ design, except that the optimal performance bound $\gamma_{\text{opt}}$ needs be computed beforehand. Numerical examples are worked out to illustrate the proposed design method.
Chapter 4

Optimal Precoder Design with Minimum BER

The wireless channel often suffers from attenuation due to destructive addition of multipaths in the propagation media, and interferences from other users, which render it difficult for the receiver to reliably detect the transmitted signal. One of the most important techniques to solve this problem is to use diversity, which provides a less-attenuated replica of the transmitted signal to the receiver [46, 48]. Among all the diversity techniques, antenna diversity (spatially separated or differently polarized antenna) is more appealing because of its practical and effective nature. The advantages of deploying multiple antennas at both the transmitter and receiver to achieve spatial diversity is the added reliability due to multiple receive chains. Should one of the receive chains fail, and the other chains are operational, may the signal still be detected. The large capacities available to communication systems employing multiple antennas have been the subject of much research in recent years. The information capacity of wireless communication systems may be increased dramatically by de-
ploying multiple antennas at both the transmitter and the receiver [12, 49, 47], thus achieving very high data rates on narrow-band wireless channels.

In the transmission of digital data over the MIMO high-speed communication systems, channel induced ISI and ICI are major performance limiting factors. To mitigate such effects, channel equalization has been studied extensively as a method of combating ISI and ICI. Optimal designs developed in the past, have received great attention because of the interest in joint transmit-receive diversity schemes [29, 43, 39, 65, 66]. Other results have been previously obtained such as [26] where the optimal equalizer/precoder is derived independently and hence reduced the hardware implementation compared to the joint design. Recently, there has been investigations regarding block precoding transmission technique to shift the signal processing burden from the receiver to transmitter [40, 63]. In this case, a precoding filter (precoder) is designed at the transmitter side and is applied prior to transmission to equalize the signal at the output of the receive filter. This is particularly of interest in the downlink mobile radio channel where it is desired to keep the receiver units as simple as possible. Precoder design is expected to allow the receiver to be considerably simplified, which in turn, reduces computational complexity and power consumption. Much research has been carried out to design optimal precoders based on minimum mean-squared error (MMSE), maximum information rate, and etc. However, it is the bit error rate (BER) in transmission with which users are most concerned. In this chapter, the problem of designing a minimum BER precoder for MIMO systems with
additive noise having known spectra is addressed under the perfect reconstruction (PR) condition.

The remainder of this chapter is organized as follows: A general MIMO communication system model is introduced in Section 4.1 along with the formulation of the design problem. Section 4.2 describes an optimal control problem and its solution, which is then used for the optimal precoder design in Section 4.3, where the optimal precoder is derived in closed form and the corresponding design algorithm is developed. Finally Section 4.4 reports the numerical simulation results, and Section 4.5 concludes this chapter.

4.1 Problem Formulation

System performance can be significantly benefited from precoding, when the channel information is known at the transmitter side. Throughout this chapter, it is assumed that the channel state information (CSI) is available at the transmitter. CSI can be acquired at the transmitter either if a closed loop system with feedback channel is present, or when the transmitter and receiver operate in time division duplex (TDD) where the two links (downlink and uplink) share the same frequency band so that the time-invariant MIMO channel transfer function is the same in both ways, and the channel impulse response can be estimated from the uplink for downlink processing [43]. Although theoretically our design will be valid for time-variant channels as well, we will only consider the precoder design for the time-invariant system in this section. This is due to the fact that the assumption of the knowledge of the CSI
at the transmitter is not realistic in the case of time-varying channels. For practical rapidly varying fading channels, feedback of CSI is not up-to-date, which may result in performance degradation.

Consider a narrow-band MIMO time-invariant channel with \( p \) transmitters and \( q \) receivers, as shown in Figure 4.1. We deal with the case when \( p > q \) for the precoder design which is a commonly used assumption for the downlink model, where the transmitter side can have abundant resource uses. The precoder \( \mathbf{F} \) maps \( q \) streams of input symbols \( \{s_i(k)\}_{i=1}^{q} \) to \( p \) streams of symbols \( \{b_\ell(k)\}_{\ell=1}^{p} \) at the transmitter site, where the integer \( k \) denotes the time index. The precoded \( p \) data streams \( \{b_\ell(k)\}_{\ell=1}^{p} \) are transmitted through the MIMO channel \( \mathbf{H} \). By the assumption, the received signal consists of \( q \) data streams \( \{r_j(k)\}_{j=1}^{q} \), corrupted by additive observation noise. Let \( h_{j,\ell}(k) \) be the channel impulse response from the \( \ell \)th transmitter \((\ell = 1, 2, \ldots, p)\) to the \( j \)th receiver \((j = 1, 2, \ldots, q)\). Let \( f_{\ell,i}(k) \) be the precoder impulse response from the \( i \)th input symbol stream \( \{s_i(k)\} \) \((i = 1, 2, \ldots, q)\) to the \( \ell \)th transmitter. Then the

Figure 4.1: MIMO channel with \( p \) transmitters and \( q \) receivers

\[
\begin{align*}
    &s_1(k) \xrightarrow{\mathbf{F}} b_1(k) \xrightarrow{\mathbf{H}} r_1(k) \\
    &s_q(k) \xrightarrow{\mathbf{F}} b_p(k) \xrightarrow{\mathbf{H}} r_q(k)
\end{align*}
\]
received distorted sequence at the receiver $j$ is given by

$$r_j(k) = \sum_{\ell=1}^{p} h_{j,\ell}(k) \ast b_{\ell}(k) + v_j(k), \quad j = 1, 2, \cdots, q, \quad (4.1)$$

where the noise $\{v_j(k)\}_{j=1}^{q}$ is assumed to be i.i.d. additive white Gaussian noise (AWGN), and the signal $b_{\ell}(k)$ at the $\ell$th transmitter is generated via

$$b_{\ell}(k) = \sum_{j=1}^{q} f_{\ell, i}(k) \ast s_{i}(k), \quad \ell = 1, 2, \cdots, p. \quad (4.2)$$

The $q$ streams of symbols $\{s_{i}(k)\}_{i=1}^{q}$ are assumed to be uncorrelated and white. If not, a pre-whitening operation can be performed over the symbol blocks prior to precoding [43]. Hence both input symbols, and AWGN are assumed to be zero mean with covariance matrices given by

$$R_s = \sigma_s^2 I, \quad R_v = \sigma_v^2 I, \quad (4.3)$$

respectively. It follows that the signal-to-noise ratio (SNR) equals to $\sigma_s^2 / \sigma_v^2$ for each sub-channel, which is a constant. Our goal is to design precoder $F$ to eliminate the ISI and ICI, and to minimize the BER of a downlink MIMO communication system by preprocessing the transmitted signal.

Since both the MIMO channel $H$, and the precoder $F$ are linear, and time-invariant, they admit transfer function matrices $H(z)$, and $F(z)$ respectively. A baseband equivalent MIMO communication system with precoder can be illustrated with block diagram in Figure 4.2 where $s(k)$ is the input signal of size $q \times 1$, $v(k)$ is the additive white Gaussian noise of size $q \times 1$, and $r(k)$ is the output signal of size $q \times 1$,
all are the blocked version of the original scalar data streams. Consequently \( F(z) \)
represents the precoder with size \( p \times q \), and \( H(z) \) the linear time-invariant channel
with size \( q \times p \). Assume that the linear channel \( H(z) \) is causal, and stable. We say
that the channel \( H(z) \) is perfectly recoverable (PR), if there exists a linear, causal,
and stable \( F(z) \) such that

\[
H(z)F(z) = \text{diag}(z^{-d_1}, z^{-d_2}, \ldots, z^{-d_q}) ,
\]

(4.4)
for some positive integers \( \{d_i\}_{i=1}^q \). Roughly speaking \( d_i \geq 0 \) is the transmission delay
from the input signal \( s_i(k) \) to the observed output \( r_i(k) \) with \( 1 \leq i \leq q \). The PR
condition implies that the \( q \) data streams \( \{s_i(k)\}_{i=1}^q \) can be perfectly recovered in
the absence of noise, and thus achieve the channel equalization. Without loss of
generality, we can assume that

\[
\text{diag}(z^{d_1}, z^{d_2}, \ldots, z^{d_q}) H(z)
\]

is a causal transfer function. For this reason we may consider directly

\[
H(z)F(z) = I,
\]

(4.5)
which is termed as the zero-forcing condition. The following result holds.
**Proposition 4.1** Let $H(z)$ be a stable transfer function matrix with size $q \times p$, and $q < p$. Then the zero-forcing condition is true for some stable transfer function matrix $F(z)$, if and only if

$$\text{rank}\{H(z)\} = q \quad \forall \; |z| \geq 1 \text{ and } z = \infty. \quad (4.6)$$

Proof: Suppose that the zero-forcing condition (4.6) is true. Then the hypothesis $F(z)$ being stable implies that $F(z)$ is bounded for each $z$ on and outside the unit circle. It follows from the zero-forcing condition (4.5) that $H(z)$ is bounded, and has full rank $q$ for all $z$ on and outside the unit circle. Moreover in the limit $H(\infty)F(\infty) = I$ implying that $H(\infty)$ has full rank $q$ as well by the causality of $H(z)$, and $F(z)$. Hence the zero-forcing condition (4.5) implies (4.6). It can also be shown that the condition (4.6) ensures the zero-forcing condition (4.5), which will be made clear in the next section, when it is used to construct the optimal precoder.

It should be clear by $p > q$ that the zero-forcing condition (4.5), once satisfied for some causal and stable $F(z)$, admits infinitely many solutions $F(z)$, which are causal, and stable. In the next section we will parameterize all causal and stable $F(z)$ such that (4.5) is true. Our design objective in this chapter is to optimize certain performance index among all such $F(z)$s. Clearly BER is the most desirable performance measure, which is determined by the related SNR. To analyze the associated BER performance, suppose that the zero-forcing condition (4.5) holds, then the received signal is given by

$$r_i(k) = s_i(k) + v_i(k), \quad i = 1, 2, \ldots, q. \quad (4.7)$$
Or in a blocked (vector) version, we can write (4.7) as

\[ r(k) = s(k) + v(k). \]  (4.8)

In light of (4.3), and the discussion in the previous section, the SNR for each sub-channel \( i \) at the receiver site is given by

\[
\text{SNR} = \frac{\sigma_s^2(i)}{\sigma_v^2(i)} = \frac{1}{q} \sum_{i=1}^{q} \frac{\sigma_s^2(i)}{\sigma_v^2(i)} = \text{Average SNR.} \]  (4.9)

That is, the SNR for each sub-channel \( i \) is the same at the receiver site. It follows that

\[
\text{BER} = Q\left(\sqrt{\text{Average SNR}}\right) = Q\left(\sqrt{\frac{\sigma_s^2}{\sigma_v^2}}\right), \]  (4.10)

by assuming the binary phase shift keying (BPSK) modulation, where

\[
Q(x) = \frac{1}{\sqrt{2\pi}} \int_{x}^{\infty} \exp(-\tau^2/2) \, d\tau
\]

is a monotonically decreasing function. Hence minimization of BER is equivalent to maximization of \( \sigma_s^2 \). However the total transmission power at the transmitter site is limited, and given by

\[
\sigma_b^2 = E[b^*(k)b(k)] = \text{trace} \{ E[b(k)b^*(k)] \}
= \text{trace} \left\{ \int_{0}^{1} F(e^{j2f\pi}) E[s(k)s^*(k)] F^*(e^{-j2f\pi}) \, df \right\}
= \text{trace} \left\{ \int_{0}^{1} F(e^{j2f\pi}) F^*(e^{-j2f\pi}) \, df \right\} \sigma_s^2
\leq \| F \|_2^2 \sigma_s^2 \leq pE_b \]  (4.11)

with \( E_b \) the bit energy at each transmitter, and \( \| F \|_2 \) the \( \mathcal{H}_2 \)-norm for the precoder.
It follows that the SNR in (4.9) at the receiver site is bounded as

\[
\text{SNR} = \frac{\sigma_s^2}{\sigma_v^2} \leq \frac{pE_b}{\sigma_v^2 \| F \|_2^2}
\]  

(4.12)

with the right hand side the maximum SNR achievable, yielding the smallest BER. Hence minimization of BER (4.10) is equivalent to maximization of SNR (4.9), or the right hand side of (4.12), which is in turn equivalent to minimization of \( \| F \|_2 \).

**Remark 4.1** The optimal precoder design considered in this chapter aims to synthesize the precoder \( F(z) \) such that BER performance is optimized, or equivalently \( \| F \|_2 \) is minimized, subject to the zero-forcing condition (4.6). It will be shown in the next section that the optimal precoder can be designed using the latest result in optimal control theory. We note that minimization of \( \| F \|_2 \) as entailed for BER performance is the same in spirit with that in [26] for the precoder design, where minimization of each sub-channel of the precoder is the focal point. We also note that the MIMO channel under investigation can be equivalently decomposed into parallel independent sub-channels [31, 43], and such a rearrangement should not result in the loss of information. More importantly our results in the next two sections will show that the optimal precoder is IIR in general, among all precoders satisfying the zero-forcing condition. Thus optimal FIR precoders as used in the existing literature are suboptimal at best, and they approach to the optimal one obtained in this chapter as their orders increase to infinity.
4.2 Full Information Optimal Control

As discussed in the previous section, optimal precoder with the minimum BER criterion is equivalent to a constrained optimization problem: Design a causal and stable \( F(z) \) such that \( \| F \|_2 \) is minimized, subject to the zero-forcing condition (4.6). We will derive an optimal solution in the closed form based on the latest result from optimal control theory.

We consider the following state-space model

\[
\begin{align*}
x(k + 1) &= Ax(k) + B_1d(k) + B_2u(k), \quad x(0) = 0 \\
w(k) &= Cx(k) + D_1d(k) + D_2u(k),
\end{align*}
\] (4.13)

where \( x(k) \) of dimension \( n \) is the system state vector at the discrete time \( k \). The disturbance input \( d(k) \) of size \( m_1 \) is a white random process with mean zero, and covariance identity. The control input \( u(k) \) with size \( m_2 \) has the access of both state vector \( x(k) \), and disturbance \( d(k) \) (full information). The design objective is to synthesize a full information control law

\[
u(k) = K[x(k), d(k)]
\] (4.14)

with \( K[\cdot, \cdot] \) continuous such that the mean-squared value of the controlled output

\[
J = E[w^*(k)w(k)] = \text{tr} \{E[w(k)w^*(k)]\}
\] (4.15)

is minimized. If the full information control law in (4.14) is stabilizing, then the above \( J \) is finite. This problem has a known solution [69].
Theorem 4.2 [69] Consider the state-space system \((4.13)\). Assume that \(\text{rank}\{D_2\} = m_2\), and
\[
\begin{align*}
\text{rank} \begin{bmatrix}
A - zI & B_2 \\
C & D_2
\end{bmatrix} &= n \forall |z| \geq 1, \quad \text{rank} \begin{bmatrix}
A - zI & B_2 \\
C & D_2
\end{bmatrix} = n + m_2 \forall |z| = 1.
\end{align*}
\]

Then the following algebraic Riccati equation (ARE)
\[
X = A^*XA - (A^*XB_2 + C^*D_2)(D_2^*D_2 + B_2^*XB_2)^{-1}(A^*XB_2 + C^*D_2)^* + C^*C \quad (4.17)
\]

admits an unique solution \(X \geq 0\). In this case the optimal full information control law has the form of linear constant feedback
\[
u_{\text{opt}}(k) = K_1x(k) + K_2d(k) \quad (4.18)
\]
which is stabilizing, with \(K_1, K_2\) given by
\[
\begin{align*}
K_1 &= -(D_2^*D_2 + B_2^*XB_2)^{-1}(B_2^*XA + D_2^*C), \quad (4.19) \\
K_2 &= -(D_2^*D_2 + B_2^*XB_2)^{-1}(B_2^*XB_1 + D_2^*D_1). \quad (4.20)
\end{align*}
\]

It is interesting to observe that the optimal control law \((4.18)\) results in the feedback system
\[
\begin{align*}
x(k+1) &= (A + B_2K_1)x(k) + (B_1 + B_2K_2)d(k), \quad x(0) = 0, \\
w(k) &= (C + D_2K_1)x(k) + (D_1 + D_2K_2)d(k). \quad (4.21)
\end{align*}
\]

Hence the transfer function matrix for the feedback system \((4.21)\) is given by
\[
T_{dw}(z) = (D_1 + D_2K_2) + (C + D_2K_1)(zI - A - B_2K_1)^{-1}(B_1 + B_2K_2). \quad (4.22)
\]
We will denote $T_{dw}(z)$ compactly as
\[
T_{dw}(z) =: \begin{bmatrix}
A + B_2 K_1 & B_1 + B_2 K_2 \\
C + D_2 K_1 & D_1 + D_2 K_2
\end{bmatrix},
\tag{4.23}
\]
which is IIR in general. Because $d(k)$ is white with covariance identity, we obtain the minimum achievable mean-squared value for the controlled output:
\[
J_{\text{min}} = \text{tr} \left\{ \frac{1}{2\pi} \int_{-\pi}^{\pi} [T_{dw}(e^{j\omega})][T_{dw}(e^{j\omega})]^* \, d\omega \right\} = \|T_{dw}\|^2_2. \tag{4.24}
\]

**Remark 4.2** It is noted that (4.14) includes all admissible control laws, including nonlinear, and dynamical ones. However the optimal full information control law is given as in (4.18), which has the linear constant feedback form, and which results in IIR closed-loop systems. In light of the well known Parserval’s Theorem, the optimal full information control also minimizes the power norm of the output of the feedback system (4.21) in time-domain. Moreover the optimal feedback gains have the closed-form as in (4.19), and (4.20), which can be used to design optimal precoders.

### 4.3 Optimal Precoders for MIMO Channels

We consider the MIMO channel of $p$ inputs, and $q$ outputs, which admits a state-space realization
\[
H(z) = D + C(zI - A)^{-1}B =: \begin{bmatrix}
A \\
C
\end{bmatrix}
\begin{bmatrix}
B \\
D
\end{bmatrix}. \tag{4.25}
\]
Every channel $H(z)$ admits a state-space realization with $A$ stable, or $\rho(A) < 1$ where $\rho(\cdot)$ denotes the spectral radius, because of its causality and stability. In particular for the FIR channel
\[
H(z) = H_0 + H_1 z^{-1} + H_2 z^{-2} + \cdots + H_l z^{-l}, \quad H_l \neq 0, \tag{4.26}
\]
where each $H_i$ is a $q \times p$ matrix for $0 \leq i \leq l$ with $l$ the length of the FIR channel, it admits a simple realization $(A, B, C, D)$ as

$$
A = \begin{bmatrix}
0 & I_q & 0 & \cdots & 0 \\
0 & 0 & I_q & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & I_q \\
0 & \cdots & \cdots & 0 & 0
\end{bmatrix}, \quad B = \begin{bmatrix}
H_1 \\
\vdots \\
H_l
\end{bmatrix}, \quad C = \begin{bmatrix}
I_q & 0 & \cdots & 0
\end{bmatrix}, \quad D = H_0.
$$

(4.27)

In the above $A$ is of size $n \times n$ with $n = ql$, $B$ of size $n \times p$, $C$ of size $q \times n$, and $D$ of size $q \times p$. Clearly such an $A$ is stable. Recall that the optimal precoder design seeks an optimal precoder $F(z)$ such that $\|F\|_2$ is minimized, subject to the zero-forcing condition (4.6). We will show that such an optimal design problem is equivalent to the optimal full information control as in the previous subsection.

We assume that $D$ in (4.25) has full row rank. Then there exists $D_\perp$ such that

$$
D_a = \begin{bmatrix}
D \\
D_\perp
\end{bmatrix}
$$

is square and nonsingular. A specific $D_\perp$ can be chosen from the minimum rank Cholesky factorization

$$
D_\perp^* D_\perp = I - D^* (DD^*)^{-1} D.
$$

(4.28)

Thus there exist right inverses of $D$ and $D_\perp$, denoted by $D^+$ and $D_\perp^+$, respectively, and satisfy

$$
D_a D_a^{-1} = \begin{bmatrix}
D \\
D_\perp
\end{bmatrix} \begin{bmatrix}
D^+ & D_\perp^+
\end{bmatrix} = I.
$$

(4.29)

A particular right inverse can be chosen as

$$
D^+ = D^* (DD^*)^{-1}.
$$

(4.30)
It follows that \( H(z) = D \left[ I + (\mathcal{D}C - D^\perp K)(zI - A)^{-1}B \right] \) for any \( K \) of size \( p \times n \).

Taking right inverse of \( H(z) \) we have
\[
H^+(z) = \begin{bmatrix} A_0 + BD^\perp K & BD^+ \\ -D^+C + D^* K & D^+ \end{bmatrix}, \quad A_0 = A - BD^+C.
\]

By the definition of \( D^\perp \), \( H_a(z) = D_a \left[ I + (\mathcal{D}C - D^\perp K)(zI - A)^{-1}B \right] \) is square, and strict minimum phase, if \( H(z) \) is, and \( K \) is stabilizing. In this case,
\[
H_a^{-1}(z) = \begin{bmatrix} H^+(z) & H^\perp(z) \\ H^\perp(z) & H^+(z) \end{bmatrix} = \begin{bmatrix} A_0 + BD^* K & B \\ -D^+C + D^* K & I \end{bmatrix} \begin{bmatrix} D^+ & D^\perp \end{bmatrix}. \quad (4.31)
\]

There thus holds
\[
H_a(z)H_a^{-1}(z) = \begin{bmatrix} H(z) & H^\perp(z) \\ H^\perp(z) & H^+(z) \end{bmatrix} = I. \quad (4.32)
\]

**Proposition 4.3** Consider channel transfer function matrix \( H(z) \) of size \( q \times p \) as in (4.25) with \( \rho(A) < 1 \), and \( \text{rank}\{D\} = q \). Suppose that \( H(z) \) is strict minimum phase. Then there exists stabilizing \( K \) such that \( A_0 + BD^\perp K \) is stable. In this case, \( H^+(z) \) and \( H^\perp(z) \) as in (4.31) are stable, and satisfies (4.32). Moreover all stable right inverses of \( H(z) \) are given by
\[
H^{(\text{rinv})}(z) = H^+(z) + H^\perp(z)Q(z), \quad (4.33)
\]
where \( Q(z) \) is an arbitrary stable transfer function matrix.

Proof: Suppose that \( H(z) \) is strict minimum phase, then
\[
\text{rank} \left\{ \begin{bmatrix} A - zI & B \\ C & D \end{bmatrix} \right\} = n + q \forall \ |z| \geq 1.
\]
Since elementary operations do not change rank,
\[
n + q = \text{rank} \left\{ \begin{bmatrix} A - zI & B \\ C & D \end{bmatrix} \begin{bmatrix} I & 0 & 0 \\ D^* K - D^+ C & D^* & D^+ \end{bmatrix} \right\}
\]
\[
= \text{rank} \left\{ \begin{bmatrix} A_0 + BD^*_ K - zI & BD^*_ K & BD^*_ K \\ 0 & 0 & I \end{bmatrix} \right\}
\]
\[
= q + \text{rank} \left\{ \begin{bmatrix} A_0 + BD^*_ K - zI & BD^*_ K \\ 0 & 0 & I \end{bmatrix} \right\}
\]
which implies the existence of \( K \) such that \( A_0 + BD^*_ K \) is stable. Thus causal and stable right inverses \( H^+(z) \) exist.

By \( H(z)H^+(z) = I \), and \( H_1(z)H^+(z) = 0 \), we have for \( H^{(\text{rinv})}(z) \) as in (4.33),
\[
H(z)H^{(\text{rinv})}(z) = I.
\]
Thus \( H^{(\text{rinv})}(z) \) as in (4.33) is a stable right inverse of \( H(z) \). Conversely for any stable right inverse \( H^{(\text{rinv})}(z) \), we claim that it has the form (4.33) with \( Q(z) = H_1(z)H^{(\text{rinv})}(z) \), due to
\[
\begin{bmatrix} H(z) \\ H_1(z) \end{bmatrix} H^{(\text{rinv})}(z) = \begin{bmatrix} I \\ Q(z) \end{bmatrix}
\]
where \( Q(z) \) is indeed stable.

It is noted that the parameterized stable right inverse can be written as
\[
H^{(\text{rinv})}(z) = \begin{bmatrix} A_0 + BD^*_ K & B \\ -D^+C + D^*_ K & I \end{bmatrix} (D^+ + D^*_ K)
\]
\[
= \begin{bmatrix} A_0 + BD^*_ K & BD^+ + BD^*_ K \\ -D^+C + D^*_ K & D^+ + D^*_ K \end{bmatrix}
\]
(4.34)
by an abuse of notation. We thus observe that (4.34) has the same form as (4.23), based on which the following result can be obtained.
Theorem 4.4 Under the same hypotheses as in Proposition 4.3, there hold $D_\perp D_\perp^* > 0$, and

\begin{align}
(\text{i}) \quad \text{rank}\left[ \begin{array}{cc} A_0 - zI & BD_\perp^* \\
-D^+ C & D_\perp^* \end{array} \right] &= n \forall |z| \geq 1, \\
(\text{ii}) \quad \text{rank}\left[ \begin{array}{cc} A_0 - zI & BD_\perp^* \\
-D^+ C & D_\perp^* \end{array} \right] &= n + p - q \forall |z| = 1,
\end{align}

(4.35)

with $A_0 = A - BD^+ C$. Then the optimal precoder is the right inverse $H^{(\text{rinv})}(z)$ of $H(z)$ with the minimum $\mathcal{H}_2$-norm, given by

\begin{align}
F_{\text{opt}}(z) &= H^{(\text{rinv})}_{\text{opt}}(z) = \begin{bmatrix} A_0 + BD_\perp^* K_{\text{opt}} & BD^+ + BD_\perp^* Q_{\text{opt}} \\ -D^+ C + D_\perp^* K_{\text{opt}} & D^+ + D_\perp^* Q_{\text{opt}} \end{bmatrix}, \\
K_{\text{opt}} &= -(I + D_\perp B^* X B D_\perp^*)^{-1} D_\perp B^* X A_0, \\
Q_{\text{opt}} &= -(I + D_\perp B^* X B D_\perp^*)^{-1} D_\perp B^* X B D^+,
\end{align}

(4.36) (4.37) (4.38)

where $X \geq 0$ is the unique solution to the ARE

\begin{align}
X &= A_0^* X A_0 - A_0^* X B D_\perp^* (I + D_\perp B^* X B D_\perp^*)^{-1} D_\perp B^* X A_0 + C^* (D D^*)^{-1} C.
\end{align}

(4.39)

Proof: The expression for $F(z) = H^{(\text{rinv})}(z)$ as in (4.34) indicates that design of the optimal precoder is equivalent to that of the optimal full information control for the state-space system

\begin{align}
x(k+1) &= A_0 x(k) + BD^+ s(k) + BD_\perp^* u(k), \quad x(0) = 0, \\
w(k) &= -D^+ C x(k) + D^+ s(k) + D_\perp^* u(k)
\end{align}

(4.40) (4.41)

where the input to $F(z)$ is $s(k)$, which is white by the assumption, and $u(k) = K x(k) + Q s(k)$. The strict minimum phase assumption implies (i) of (4.35). For (ii)
of (4.35), the same assumption implies
\[
\begin{align*}
\text{rank} \left\{ \begin{bmatrix} A_0 - zI & BD_\perp^* \\ -D^+C & D_\perp^* \\ \end{bmatrix} \right\} &= \text{rank} \left\{ \begin{bmatrix} A_0 - zI & BD_\perp^* \\ -C & I \\ 0 \\ \end{bmatrix} \right\} = n + p - q \quad \forall |z| = 1
\end{align*}
\]
by elementary operation. Hence Theorem 4.2 applies to optimal control problem for
the state-space system in (4.40) and (4.41). Since the optimal control input over all
stabilizing K, and stable dynamical Q(z) is given in Theorem 4.2, it is straightforward
to obtain the results of the theorem.

As discussed earlier, the existing optimal precoders are almost exclusively FIR
type, and the design of optimal precoders assumes the coprimeness condition for the
channel in order to satisfy the zero-forcing condition. Theorem 4.4 indicates that
the true optimal precoder is IIR in general. Thus the optimal precoder results in
the existing literature are only suboptimal, and they approach to the optimal one,
as the orders of the FIR precoders approach to infinity. It should also be noted that
the strict minimum phase condition in this chapter is weaker than the coprimeness
condition in the existing literature.

**Design Algorithm and Its Complexity**

We summarize the design algorithm as follows.

- **Step 1**: For a given MIMO FIR channel \( H(z) \), find its state-space realization
  \((A, B, C, D)\) according to (4.27).

- **Step 2**: For the case of full row rank \( D \), compute \( D_\perp \), as in (4.28), and \( D^+ \) as
  in (4.30), respectively.
• Step 3: Verify condition (i) and (ii) as in (4.35), and if so, compute the unique solution $X \geq 0$ to the discrete control ARE (4.39).

• Step 4: Compute the optimal gains $K$, and $Q$ according to (4.37), and (4.38), respectively.

• Step 5: Set the optimal precoder $F(z)$ as in (4.36).

For the design algorithm summarized above, we can see that the computational complexity is mainly in Step 3. In fact conditions (i) and (ii) are the existence condition for $X \geq 0$ to the ARE (4.39) with computational complexity $O(n^3)$. MATLAB command “dare” can be used to accomplish Step 3.

4.4 Illustrative Examples

In this section, we provide two simulation examples to demonstrate the feasibility and effectiveness of the optimal precoder design technique established in Theorem 4.4.

Example 4.1 Our first example focuses on the performance evaluation of the optimal precoder designed with our proposed technique, and compared with that of the Bezout precoder in [26]. Often the performance of the wireless communication system is measured by the average BER and by the average bit rate (bit/s) that the wireless link can provide. The channel model used for simulation matches the single user downlink communication system using BPSK modulation, as specified in Section 4.1. One hundred ISI channels of order $l = 5$ are randomly generated, each having 4-input/2-output. Then the optimal precoders are designed for each random channel,
and average BER curves associated with each optimal precoder are computed for different SNR values, defined as $E_b/N_0$, based on the results presented in Section 4.1. The obtained BER curves are then averaged over all the randomly generated channels and plotted in Figure 4.3 with the solid line to provide the BER performance for the optimal precoder design.

![Figure 4.3: BER comparison for the optimal precoder and Bezout precoders](image)

To compare with the Bezout precoder design proposed in [26], BER curves for the Bezout precoder of order 12, 20 and 32 are plotted with the dotted line, dash-dotted line, and dashed line in Figure 4.3, respectively. These curves are also averaged over 100 designs in order to make a fair comparison. The optimal precoder designed with our proposed technique is labeled “Optimal precoder”, and the one from [26] is labeled “Bezout precoder”. It is seen that when the order of the Bezout precoder becomes larger, the BER performance gets better, which approaches to that of the optimal precoder. Hence the Bezout precoder in [26] is suboptimal in terms of BER, and the
optimality can be reached asymptotically as the order of the Bezout precoders tends to infinity, as we have pointed out at the end of Remark 4.1.

We now examine the system performance in terms of the transmission rate. First we compute the MIMO channel capacity in the Shannon theoretic sense, which is plotted in Figure 4.4 in dashed line, and serves as the upper bound for the transmission rate of the MIMO system (see [3], [21]). The Shannon capacity of a single user time-invariant channel corresponds to the maximum data rate that can be transmitted over the channel with arbitrary small error probability.

![Figure 4.4: Aggregate rate comparison for the optimal precoder and Bezout precoder](image)

Then we define the aggregate rate in terms of SNR as [26]

$$\text{Aggregate Rate} =: \sum_{k=1}^{q} \frac{1}{4\pi} \int_{-\pi}^{\pi} \log_2(1 + \text{SNR}\|F_k(e^{j\theta})\|^{-2})d\theta,$$

where $F_k(z)$ for $k = 1, \ldots, q$, corresponds to the $k$th column vector of the precoder $F(z)$. In Figure 4.4, the solid line is the aggregate rate versus SNR for our optimal
precoder, while the dash-dotted line is the aggregate rate for the Bezout precoder of order 32. Both are averaged over the same randomly generated channels as before.

We can see from Figure 4.4 that for the optimal precoder proposed in this chapter, there is an average of about 1 bit difference from the Shannon capacity, indicating an effective design with the achievement of improved BER performance at the cost of a little bit worse rate performance than the Bezout precoder at high SNR.

**Example 4.2** The multirate filterbank transceivers have been widely studied as an unified MIMO system framework [26, 41, 63]. They are applicable to OFDM (orthogonal frequency division multiplexing), DMT (discrete multitone), TDMA (time-division multiple access), and CDMA/DWMA (code-division/discrete-wavelet multiple access). Our second example focuses on the performance comparison between our optimal design and that in [63], where the SISO channel is chosen as

$$h(z) = \frac{1}{9} \left( 1 + 2z^{-1} + 2.5z^{-2} + 2z^{-3} + z^{-4} \right).$$

The precoder (transmitter filterbank) in [63] is specified as

$$G = \begin{bmatrix} I_q \\ 0_{(p-q)\times q} \end{bmatrix},$$

where $p$ denotes the number of transmitter filters, and $q$ the receiver filters (In [63] $N$ is used in place of $p$ to denote the $N$ channels and $K$ is used in place of $q$ to denote the decimation $K$ for the nonmaximally decimated multirate filterbank). We
first consider the case for \( p = 3 \) and \( q = 2 \). The \( p \times p \) pseudo-circulant matrix with polyphase component [55] is computed as

\[
\tilde{H}(z) = \frac{1}{9} \begin{bmatrix}
1 + 2z^{-1} & 2.5z^{-1} & 2z^{-1} + z^{-2} \\
2 + z^{-1} & 1 + 2z^{-1} & 2.5z^{-1} \\
2.5 & 2 + z^{-1} & 1 + 2z^{-1}
\end{bmatrix}.
\]

Hence a virtual MIMO system is formulated. The optimal receiver satisfying the zero-forcing condition \((R(z)\tilde{H}(z)G(z) = I)\) is obtained as [63]:

\[
R(z) = [\tilde{H}(z)G(z)]^+ = 9 \begin{bmatrix}
-\frac{16}{35} - \frac{56}{35}z^{-1} - \frac{24}{35}z^{-2} & \frac{68}{35} + \frac{130}{35}z^{-1} + \frac{48}{35}z^{-2} & -\frac{34}{35} - \frac{96}{35}z^{-1} - \frac{36}{35}z^{-2} \\
\frac{4}{7} + \frac{12}{7}z^{-1} & -\frac{17}{7} - \frac{24}{7}z^{-1} & \frac{12}{7} + \frac{18}{7}z^{-1}
\end{bmatrix}.
\]

(4.43)

For fair comparison, our example aims at designing an optimal precoder for the combined system consisting of \( \tilde{H}(z) \) and \( R(z) \), i.e., to seek an optimal precoder \( F(z) \) for \( H(z) = R(z)\tilde{H}(z) \) such that it satisfies \( H(z)F(z) = R(z)\tilde{H}(z)F(z) = I \) and achieves the minimum \( \|F\|_2 \) possible. By following the design recipe in Section 4.3, the optimal precoder \( F(z) \) of size \( 3 \times 2 \) is obtained with \( \|F\|_2 = 1.2292 \). For the precoder (4.42) with \( p = 3 \) and \( q = 2 \), it is obvious that \( \|G\|_2 = 1.4142 \). The frequency response of the precoder in (4.42) is plotted (solid line) along with the channel magnitude response (dashed line) in Figure 4.5.

As a comparison, the plot in Figure 4.6 depicts the average frequency response of our designed optimal precoder (solid line), defined by

\[
|\mathcal{F}(f)| := \frac{1}{q} \sum_{k=1}^{q} |F_k(e^{j2\pi f})|,
\]
together with the channel magnitude response (dashed line).

Figure 4.5: (Normalized) Frequency response of precoder versus channel

Figure 4.6: (Normalized) Frequency response of precoder versus channel

The BER performance for our optimal design and that in [63] is evaluated, and the BER curves are plotted in Figure 4.7 (solid line for our design and dashed line
for [63]). We can see from Figure 4.7 that our design outperforms the result in [63] regarding the average BER, which is ensured by the norm computation shown earlier as $\|F\|_2 = 1.2292 < 1.4142 = \|G\|_2$. This example shows that the BER performance in [63] can be further improved, in addition to the optimal receiver design in [63], via optimal design of precoders rather than using the simple precoder as in (4.42).

![Figure 4.7: BER comparison for $p = 3$ and $q = 2$](image)

If we choose $p = 4$ and $q = 2$, we have that the pseudo-circulant matrix is

$$
\hat{H}(z) = \frac{1}{9} \begin{bmatrix}
1 + z^{-1} & 2z^{-1} & 2.5z^{-1} & 2z^{-1} \\
2 & 1 + z^{-1} & 2z^{-1} & 2.5z^{-1} \\
2.5 & 2 & 1 + z^{-1} & 2z^{-1} \\
2 & 2.5 & 2 & 1 + z^{-1}
\end{bmatrix}.
$$

(4.44)

A simple receiver can be obtained as a constant matrix:

$$
R = [\hat{H}(z)G]^+ = \begin{bmatrix}
0 & 0 & 10 & -8 \\
0 & 0 & -8 & 10
\end{bmatrix}.
$$

(4.45)
The BER curve for such a design is plotted in Figure 4.8 with the dashed line.

![Figure 4.8: BER comparison for \( p = 4 \) and \( q = 2 \)](image)

Using our proposed design technique, an optimal precoder \( F(z) \) of size \( 4 \times 2 \) for the combined system \( H(z) = R \bar{H}(z) \) is obtained with \( \|F\|_2 = 1.1790 \) satisfying

\[
H(z)F(z) = R \bar{H}(z)F(z) = I.
\]

Its BER curve is plotted in Figure 4.8 with solid line. We can see the better BER performance compared with those in Figure 4.7, which indicates the improvement by increasing the number of transmitters, and shows the benefit of adopting transmit diversity. Finally we also would like to point out that our optimal design does not suffer from the spectral-null property of the channel due to the introduction of redundancy, as can be clearly seen from the result in this example.
4.5 Concluding Remark

In this chapter, the design of channel precoders which minimize the BER under PR (or zero-forcing) condition subject to a limited transmit power—a task entailing more than simple mitigation of ISI and ICI, was proposed for a MIMO downlink communication channel assuming the perfect channel knowledge. Analytic solution to the optimal precoder was derived, and an effective design algorithm was provided. The performance evaluations indicate that the optimal precoder design proposed herein is an attractive/reasonable alternative to the existing precoder design techniques when the highly constrained resource at the mobile unit is a priority.
Chapter 5

Conclusion and Future Research

This dissertation investigated two research problems in wireless data communications. The first one is optimal channel equalization for MIMO systems, where the channel is linear and time-invariant, and the corrupting noises are non-white with unknown power spectral densities. Under the multirate filterbank framework and the mean-squared error criterion, a worst-case approach to optimal channel equalization leads to an $\mathcal{H}_\infty$ optimization problem. The second one is optimal precoder design for multiple antennas systems, where the channel is again linear and time-invariant, but the corrupting noises are white and Gaussian. The design objective is to minimize the BER, assuming the perfect channel knowledge. It was shown that the optimal precoder has the form of optimal full information controllers. Complete solutions were derived for these two research problems, and simulation examples were worked out to illustrate the proposed design algorithms.

Much progress has been made in the research area of wireless data communications. This dissertation advances further the research work for MIMO communication
systems. Nevertheless the MIMO research on the equalization and precoding topics has largely yet to mature and there exist a number of unsolved problems. This chapter suggests several topics for possible future research, as a conclusion of this dissertation.

- The results in this dissertation are based on somewhat unrealistic assumptions about the underlying channel model and how well it can be tracked at the receiver as well as at the transmitter. More realistic assumptions can dramatically impact the potential performance of the proposed MIMO design techniques. In practice, signal detection is complicated by the imprecise channel knowledge in a dynamic mobile communication environment. The channel imprecision is mainly caused by channel fading, which can also come from the channel estimation error as a result of imperfect training, or alternatively be attributed to the gradual change in the channel response. Hence robust channel equalization and precoding in the presence of modeling errors need be investigated.

- For most of the cases in real applications, the channel model information is unavailable. When the channel model is not available, it is desirable to be estimated adaptively and blindly, because the use of training signals, or pilot tones can consume significant spectrum resources. For this reason blind adaptive channel estimation has been active [28, 59, 68]. If blind and adaptive channel estimation is used in conjunction with optimal channel equalization, blind channel equalization can be made possible. However, the overall performance employing the optimal channel equalization in conjunction with the blind and
adaptive channel estimation algorithm may not be the best achievable due to the existence of the modeling error. Even though blind channel equalization has been studied extensively in the literature [6, 8, 9, 23, 44, 42, 51], how to analyze, improve, and achieve the optimal overall performance for blind channel equalization does not have a complete solution, which needs exploration in the future.

- The optimal equalizer design for the filterbank transceiver in Chapter 3 of this dissertation, and that in [18] assume that the precoders are previously given. In most of the real applications, the precoder is a design subject also along with the equalizer, thus giving rise to the problem of joint optimal design, i.e., to seek the optimal precoder and equalizer jointly to achieve the best performance. Currently existing results for the joint design such as [29, 43, 39, 63, 65, 66] are almost exclusively FIR type. The main results obtained in this dissertation indicate that the true optimal equalizers and precoders are IIR in general. Hence the optimal design results in the existing literature are suboptimal at best. A possible approach to optimal joint design is to employ the Lagrange multiplier method used in the $H_2$ and mixed $H_2/H_\infty$ optimal control problems, by setting the MMSE equalizer as a function of the parameterized precoder, and then searching for the optimal precoder which minimizes the BER in data detection. However our initial attempts encountered extremely complicated and lengthy equations which prevented us from obtaining the final optimal solution. Other
methods different from the Lagrange multiplier may have to be employed to
tackle the optimal joint design problem.

There are many open problems for wireless data communications, especially for
the MIMO wireless systems. The aforementioned research problems are only small
portion of the growing research area, which are related to this dissertation work. It
is hoped that the results in this dissertation, and in future research will eventually
lead to considerably higher data rates with higher reliability for future wireless data
communications than what we have today.
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