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p.1, end of line 9, The following should be added.
The development history of PCPT is well addressed by Kurup (1993) as follows.
P.1, beginning of line 10, “ should be inserted.
P.1, end of line 19, ” should be inserted.
p.11, line 1, “Leavadous” should be corrected to “Levadoux”.
P.11, line 5, “below” should be corrected to “below as addressed by Kurup (1993) and Abu-Farsakh (1998)”
p.31, line 3, “over consolidated” should be corrected to “overconsolidated”.
p.32, line 4, “pressures” should be corrected to “pressure”
p.75, before line 5, the following sentence should be inserted.
Numerical formulation and FEM implementation are similar to Abu-Farsakh (1998) but modified to reflect AMCCM.
p.94, line 5, The following should be added.
The fundamental experimental procedure (Laboratory Experiments and Calibration Chamber Tests) is transferred from Kurup (1993) and de Lima (1990).
P.95, The title of Table 4.1.2 must be changed to “Fundamental properties of soil mixtures (Kurup, 1993)”
p.100, between line 2 and 3, the following should be added.
The fundamental procedure for sample preparation, slurry (re)consolidation, saturation process and general penetration is the same as that shown in Kurup (1993) and de Lima (1990), but quoted here for completeness.
p.113, line 14, “results” should be corrected to “result”.
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ABSTRACT

In order to obtain the hydraulic conductivity or the coefficient of consolidation of the soil from PCPT, the pore pressure response during dissipation test is typically used. This method, however, requires the intermittent stopping of the advancement of the piezocone penetrometer for the dissipation test. Also, this method does not fully take into account the pore pressure interaction between near and far fields as pointed out by previous researchers (Kurup and Tumay, 1997).

Thus a new rational approach is investigated here. The proposed method utilizes the pore water pressure during the penetration of the piezocone penetrometer. By its nature, the pore pressure response around the cone tip is neither a fully drained nor a fully undrained condition, it is in between. Since this is a partially drained condition, the excess pore pressure during the piezocone penetration is the function of the hydraulic conductivity of the soil as well as the function of stress strain parameters. Inversely, the hydraulic conductivity of the soil can be predicted from the measured pore pressure response during piezocone penetration test.

In this study, an anisotropic modified Cam Clay model with micro-mechanical consideration is derived and incorporated with coupled theory of mixtures for large strains. The derived model is used to predict the hydraulic conductivity of the soil from the excess pore pressure generated during the piezocone penetration test. Updated Lagrangian reference frame is used for a more rational modeling of large strain behavior. Formulation of the equations is based on the theory of mixtures for inelastic porous media proposed by Prevost (1980) and in an updated Lagrangian reference frame by Voyiadjis and Abu-Farsakh (1997).
Model evaluation was conducted by comparing the results with the isotropic model. Comparisons were also made with the field data. The calibration chamber test results, existing field data, and the theoretically predicted results showed acceptable agreement with each other, and shed the promising light on the new method of determination of the hydraulic conductivity of soils from the continuous intrusion piezocone penetration test.
CHAPTER 1. INTRODUCTION

The piezocone penetrometer is becoming an important in situ soil investigation tool of choice for real time characterization and assessment of in situ states and soil properties. The piezocone penetration test (PCPT) provides continuous soil profiles, that are reliable, fast and economical and may be used in conjunction, supplementing conventional laboratory tests in order to obtain the engineering soil parameters. In recent years, it is being widely used for site exploration; construction control and assessment of ground improvement effectiveness; assessment of contaminant transport in geomaterials; and for direct correlation in the design of shallow and deep foundations.

Measurements of pore water pressures generated while advancing a probe into the ground, and their subsequent dissipation were first made in the early 1970's. No simultaneous measurements of cone resistance and sleeve friction were feasible at that time. In 1969-73, the Norwegian Institute of Technology used a piezometric probe that could measure only the pore pressures; it was necessary to carry out separate cone penetration tests (CPT) in order to combine the measurements of pore pressure and cone resistance. Subsequent developments in transducer technology during the early 1970's involved the incorporation of piezometric elements to the standard electric cone penetrometers which made it possible the simultaneous measurements of pore pressures, cone resistance, and sleeve friction (Tumay et al., 1981). The determination of coefficient of consolidation and hydraulic conductivity from PCPT utilizes the pore
pressure dissipation test data which were obtained during the stopping period of the Piezocone (Acar et al., 1982; Tumay and Acar, 1985).

However, this method has two major explicit drawbacks such that the required time for dissipation test is substantially long and the continuous hydraulic conductivity profile is impossible.

Typically, it takes several hours (including idling time) for one dissipation test. Without the dissipation test, the whole procedure for one piezocone penetration test takes 1.5 to 2 hours for a 30 m penetration. Thus, in fact, the dissipation test largely decreases the efficiency of the piezocone penetration test.

Also, because of the prolonged required time for the dissipation test, only a limited number of dissipation tests can be carried out. Thus, continuous hydraulic conductivity profiles cannot be obtained, even though other profiles (cone resistance, friction resistance, etc.) are practically continuous.

This research presents the new method of determining the hydraulic conductivity of soils utilizing the coupled theory of soil-water mixtures; which does not require the dissipation test; hence, does not require additional test time but provides a continuous hydraulic conductivity profile.

It is argued that the piezocone obtained hydraulic conductivity is for the disturbed condition, and not for the intact condition (Lunne et al., 1998). Thus, it is believed that the change of the soil structure may affect the hydraulic conductivity. The previous researches (Baligh and Levaloux, 1986; Robertson et al.; 1992), however, showed reasonable agreement between the laboratory test results and the
piezocone dissipation test results. Attempts such as freezing or solidifying the soils around the penetrating piezocone are considered but are not practical so far.

1.1 Historical Review

Crude types of penetrometers were introduced as early as the Roman era; at that time, the number of slaves required to push the rod into the ground was counted and used to quantify the strength of the ground. With the advent of modern science, this method was diversified and several kinds of penetrometers were developed, such as the cone penetrometer, the standard penetrometer, the Swedish penetrometer, etc. Among these penetrometers, the cone penetrometer was acknowledged as the most widely used penetrometer due to its superior capability (repeatability, convenience, economics and etc.).

A modern type of cone penetrometer was first introduced in the early 20th century in European countries and it is called the mechanical cone penetrometer. Mechanical cone penetrometer pushed the cone into the ground by a mechanical driving system (chain + gear system), and measured the end resistance by the probing rings. Later a cone penetrometer that could measure both end bearing and friction simultaneously appeared, and it was called mantle cone penetrometer. Holland contributed a lot to the development of the modern cone penetrometer. It is probably, the country that used the cone penetrometer most widely in the earlier days. The name of the “Dutch Cone” is almost an international standard of the mechanical cone penetrometer. The mechanical cone penetrometer was not equipped with the modern sensors and automatic driving systems, but presented more consistent and more reliable results with less cost compared to its strong cousin SPT (Standard Penetration
Test): thus, it continued the evolution. Traditional mechanical cone penetrometers use the double rod system – inner rods and outer rods. The measurement was carried out by pushing the inner rods for resistance measurements, and subsequently by pushing the outer rods for the advancement of the whole system. Thus, the test procedure was not continuous, it was stop and go process.

With the aid of the modern sensors and electric technology, the electric cone penetrometer was introduced in 1970's (Torstensson, 1975), which resulted in the greatly increased productivity and overall performance. The electric cone penetrometer utilized the load cells and motorized driving system instead of the probing rings and manual driving system; thus, the reading could be done electronically without stopping the penetration process. The penetration speed could be also controlled more accurately.

The piezocone is a type of electric cone penetrometer, which has pore pressure monitoring capability to enhance the assessment of engineering parameters, especially the hydraulic properties of the soils. Measurement of the pore water pressure generated while advancing a cone tip into the ground, and its subsequent dissipation when the penetration is stopped was first made in Sweden in the early 1970's (Wissa et al., 1975; Torstensson, 1975). Early type of piezocone penetrometer did not have the capability of simultaneous measurement of cone resistance (end bearing and/or friction) and pore pressure. Subsequent developments in transducer technology during the early 1980's involved the incorporation of piezometric elements into the standard electric cone penetrometers. This made it possible to measure the pore pressures, cone resistance and skin friction simultaneously. Tumay et al.(1981) is known as the first
group who utilized the simultaneous measurement of cone resistance and pore pressure (Zuidberg et al., 1982). Later, many researchers contributed the valuable application of the simultaneous measurement of cone resistance and pore pressure (Baligh et al., 1981; Campenalla and Robertson, 1981; Muromachi, 1981; de Ruiter, 1981; Zuidberg et al., 1982; Smiths, 1982; Lunne et al., 1997), and opened the era for the fully equipped piezocone penetrometer.

Currently, many other sensors can be attached to the cone probe at the same time in order to obtain the various soil properties. Accelerometers can be attached to detect the seismic response of soils (Campanella, 1994). Electric resistivity sensors, thermal sensors or infrared sensors can be attached to detect the ground contamination. A microphone may be also attached to detect the sonic response of ground, while the radioactive sensors can be attached to detect the radioactive materials in the ground (Muromachi, 1981; Lunne et al., 1997). Virtually any kind of sensors can be incorporated with the modern cone penetrometers. For geotechnical purposes, the most widely used combination is the two load cells for the end bearing and the side friction, one piezometer for pore pressure response, and one inclination sensor for the inclination check. All of these sensors are electronic sensors, and an industrial-computer based electronic readout is used, so most of the measured response is recorded and analyzed with real-time basis. In fact, many of the modern piezocone manufacturers also supply the real-time measuring readout and analysis software.

Recently, there are several efforts to increase the efficiency of the PCPT even further by mechanical improvement. Tumay et al. (1998) and Tumay and Kurup
(1999) developed the spiral rod for continuous advancing of the cone tip, which does not require the connection of the pushing rod. The Envi. Corp. (1996) developed the wireless piezocone penetrometer, which does not require the hassle of wiring during PCPT. Mayne (1996) developed the combination of pressure meter and cone penetrometer for the simultaneous tests of the pressure meter and cone penetrometer.

1.2 Determination of Hydraulic Conductivity or Coefficient of Consolidation

Along with the significant evolution of mechanics of PCPT, there were also, great achievements in the analysis method for the PCPT results. However, many of these works were concentrated on the interpretation of stress-strain properties of soils. From the view of utilization of the penetration pore pressure response, most of the efforts were focused on the correction of the end bearing and side friction, or soil classification purpose. Relatively fewer efforts were focused on the direct interpretation of penetration pore pressure response itself. In fact, even these efforts aimed at the analysis of the pore pressure dissipation data, and not at the analysis of the penetration pore pressure in order to obtain the hydraulic properties. Thus, in spite of the highly modernized and speedy features of the piezocone penetrometer, the determination of the hydraulic conductivity was not adequately modernized and was not speedy enough. This may be partly from the fact that most of the research was concentrated on the stress-strain behavior of the PCPT and(or) partly from the fact that the initial research on hydraulic conductivity started with a rather simpler method – the so called dissipation test or holding test method. Dissipation test method utilizes the pore pressure dissipation test results, which were obtained during the stopping (or
arresting) period of the piezocone. Even today, numerous research is conducted using this method. However, this method has two major explicit drawbacks as follows.

a. Required time for dissipation test is long: Typically, it takes more than 1 hour for the hydraulic conductivity test at one point. Without the dissipation test, the whole procedure for one piezocone penetration test takes 1.5 to 2 hours for a 30 m penetration. Thus the dissipation test largely decreases the efficiency of the piezocone penetration test.

b. Continuous hydraulic conductivity profile is impossible: Because of the prolonged required time for the dissipation test, only a limited number of dissipation tests can be carried out. Thus, continuous hydraulic conductivity profiles cannot be obtained, even though other profiles (cone resistance, friction resistance, etc.) are practically continuous.

The research presented in this work introduces a new method in order to determine the hydraulic conductivity of soils. It is based on the coupled equations of soil-water mixture (which does not require the dissipation test; hence, does not require additional test time) and provides a continuous hydraulic conductivity profile. The main idea of this research is using the back calculation method to determine the hydraulic conductivity of soils from the measured pore pressure data at the cone tip. In other words, the measured pore pressure will be used as an input data, and the hydraulic conductivity will be computed as an output.
The Chapters of this dissertation are organized as follows for easy understanding. Chapter one is the introduction of the proposed method. Chapter two is the literature review. Chapter three is the theoretical derivation of the anisotropic model with micro-mechanical considerations. Chapter four is the experimental procedure. Chapter five is the presentation of the theoretical and experimental results and discussions. Chapter six is the conclusions and the recommendations for future study.
CHAPTER 2. LITERATURE REVIEW

2.1 Overview

Along with the improvements of the hardware technology of PCPT, there were also considerable improvements in the analysis methods. Baligh et al. (1980), Lunne and Kleven (1981), Robertson et al. (1986), Lunne et al. (1985) developed the method to estimate the undrained shear strength from PCPT. Senneset and Janbu (1984), Jones and Rust (1982), Robertson et al. (1986) developed the soil classification systems. Vesic (1972), Battaglio et al. (1981), Randolph and Wroth (1979), Henkel and Wade (1966), Massarch and Broms (1981), Campanella et al. (1985) developed the relationship between the pore pressure ($\Delta u$) and the undrained shear strength based on the cavity expansion theory. Sandven et al. (1988), Konrad and Law (1987), Sully et al. (1988), and Mayne (1994) developed a method to obtain the pre-consolidation pressure from PCPT. Torstensson (1975, 1977), Randolph and Wroth (1979), Baligh and Levadoux (1980), Acar et al. (1982), Turnay and Acar (1985), Gupta and Davidson (1986) computed the coefficient of consolidation from the pore pressure dissipation data of PCPT. Zhang and Tumay (1999) developed the unique FUZZY approach for the soil classification.

Attempts have been made in recent years to develop analytical models for simulating the complex problem of the cone penetration process. Most solutions consider fully undrained or fully drained conditions, though the real conditions could be somewhere between the two extreme cases.

The consolidation of clayey soils around the advancing cone tip is essentially a large strain problem. Advanced one-dimensional consolidation theories incorporating
the finite strain, change of hydraulic conductivity and compressibility characteristics
were developed by Gibson et al. (1967, 1981), and Schiffman (1980). Carter et al.
(1977, 1979) and Prevost (1980, 1981) extended these theories to incorporate the
elasto-plastic soil behavior and the finite strains in 3-D consolidation. Prevost (1980)
developed a general theory for porous media based on the concepts of theory of
mixtures. Voyiadjis and Abu-Farsakh (1997) and Abu-Farsakh et al. (1998) used the
theory of mixtures and the effective stress concept in order to numerically simulate the
cone penetrometer in clayey soils.

In the relatively earlier theories (Carter et al. and Prevost) the mathematical
formulation has been formulated in the Eulerian coordinate frame using the Jauman
stress rate. However, these theories limit the applicability of these methods to soils
that do not exhibit kinematic hardening as was pointed out by Lee et al. (1983),
use of ALE (Arbitrary Lagrangian Eulerian Coordinate) to improve this problem.
Voyiadjis and Abu-Farsakh (1997) adopted the updated Lagrangian coordinate frame
to avoid this problem and increase the accuracy.

In order to determine the hydraulic properties of soils from the PCPT by the
traditional approach, the pore pressure dissipation method is used as follows.

2.2 Prediction of Initial Excess Pore Pressure and Subsequent Dissipation

The initial excess pore pressure distribution due to piezocone penetration in
clay is an important factor affecting the interpretation of the coefficient of
consolidation. Detailed parametric studies using different initial excess pore pressure
distribution (constant, linear and logarithmic distribution) involving cylindrical and
spherical cavities have been performed by Levadous and Baligh (1980). Different methods have been also proposed based on cavity expansion theories, strain path method, finite element analysis, semi-empirical methods in order to predict the initial excess pore pressure distribution. The important features of these methods are given below.

2.2.1 Cavity Expansion Method

During the PCPT, some surface heave occurs at shallow depths of the penetration. At larger penetration depth, little surface heave is noticed and it has been argued that the soil moves predominantly outward. This has led to the modeling of the PCPT as a cylindrical cavity expansion process from zero radius to the radius of the cone penetrometer. The general form of soil movement at the penetrometer tip has been visualized as that due to the expansion of a spherical cavity from zero radius to an equivalent penetrometer radius \( r_p \), (Torstensson, 1975, 1977). Theories for cylindrical and spherical cavity expansion in soils have been developed by Soderberg (1962), Ladanyi (1963), and Vesic (1972). These are one-dimensional models and do not take into account the two-dimensional nature of the penetration process. The method proposed by Torstensson assumes isotropic initial stress distribution, ideal elastic-perfectly plastic material, and undrained one-dimensional cavity expansion (cylindrical or spherical). It also neglects shear induced excess pore pressures and uses a linear, uncoupled finite difference scheme to analyze the pore pressure dissipation and consolidation.

The radius of the plastified zone \( r_p \) is given by:

Cylindrical cavity
\[ r_p = r_o \sqrt{\frac{G}{s_u}} \]  \hspace{1cm} (2.2.1)

Spherical cavity

\[ r_p = r_o \sqrt[3]{\frac{G}{s_u}} \]  \hspace{1cm} (2.2.2)

In equations (2.2.12) and (2.2.2) \( r_o = \) equivalent penetrometer radius, and \( G/s_u = I_r = \) rigidity index. The initial excess pore pressure distribution at any radius ‘\( r \)’ in the plastic zone is given by:

Cylindrical cavity

\[ \Delta u_i = s_u \left[ \ln \frac{G}{s_u} - 2 \ln \frac{r}{r_o} \right] \]  \hspace{1cm} (2.2.3)

Spherical cavity

\[ \Delta u_i = 4s_u \left[ \frac{1}{3} \ln \frac{G}{s_u} - 2 \ln \frac{r}{r_o} \right] \]  \hspace{1cm} (2.2.4)

The initial excess pore pressure in the elastic zone is assumed to be zero. The following expression was suggested for the interpretation of the radial coefficient of consolidation:

\[ c_r = \frac{T_{50} r_o^2}{t_{50}} \]  \hspace{1cm} (2.2.5)

In equation (2.2.5) \( T_{50} = \) time factor at 50% dissipation (given for both cylindrical and spherical solution), \( t_{50} = \) time for 50% dissipation, and \( r_o = \) equivalent penetrometer radius. The cylindrical cavity expansion model was considered to be applicable for filter elements located along the cylindrical shaft some distance away from the cone base. The spherical solution was considered to be more appropriate for
the filter elements located on the conical tip. For filter elements located just above the cone base, the interpretation is more complex especially in stiff overconsolidated soils because of large pore pressure gradients (and possible soil separation). The interpretation curve proposed by Torstensson for the cylindrical and spherical solutions are shown in Figure 2.2.1.

Closed form solutions developed by Randolph and Wroth (1979) and cavity expansion studies using work hardening elastoplastic soil models (Randolph, et al., 1979; Banerjee and Yousif, 1986, Chopra and Dargush, 1992) to analyze pile installation and subsequent consolidation may also be used to interpret PCPT results.

2.2.2 Strain Path Method (SPM)

The strain path method (Baligh, 1975, 1985) may be used to determine the initial excess pore pressure distribution during piezocone penetration. A linear, uncoupled or a nonlinear, coupled dissipation analysis can be performed. The determination of the initial excess pore pressure distribution using SPM (Levadoux and Baligh, 1980) is done in the following manner:

1. Predict soil velocities and strain rates using potential theory (for ideal compressible fluid flow) and a suitable distribution of sources and sinks to simulate the geometry of the cone.

2. The strain rates are integrated along streamlines to determine the strain path of the elements as they move past the cone.

3. Deviatoric stresses and shear-induced pore pressures are computed using a total stress soil model.

4. Determination of the excess pore pressures considering the equilibrium in the radial direction.
Figure 2.2.1, Time factors for Torstensson's model: (a) cylindrical solution; and (b) spherical solution
The SPM takes into account the two-dimensional aspect of the penetration phenomenon. Researchers studied the effects of stress-induced anisotropy, linear coupling, cone angle, filter element location and pore pressure measurement errors (Levadoux and Baligh, 1986). Excellent agreement was reported for the predicted normalized excess pore pressure distribution with the field measurements (Baligh and Levadoux, 1986). They also suggested that the initial normalized excess pore pressure distribution determined for Boston Blue Clay are reasonable applicable to other clays. The predicted values of time factor (Boston Blue Clay) for different cone angles, filter element location and degrees of consolidation is shown in Table 2.2.1.

The strain path method supplemented by a large strain finite element analysis was adopted by Houlsby and Teh (1988), Teh and Houlsby (1991) to analyze the PCPT in clays. Their method incorporated certain improvements over the previous methods suggested by Baligh and Levadoux (1986). Instead of attempting to reproduce and approximate penetrometer geometry by a combination of sources and sinks in a uniform field, the actual geometry of the penetrometer was included explicitly in the analysis.

An elastic-perfectly plastic material model of the von Mises type was used. The initial stress condition was obtained using the solution from the SPM. The inequilibrium of the initial stresses (reflecting the error in the assumed flow field) are corrected by applying incrementally equal and opposite forces: with the cone held stationary.
Table 2.2.1, Predicted values of time factor for Boston Blue clay
(after Levadoux and Baligh, 1986)

<table>
<thead>
<tr>
<th>Cone Angle (°)</th>
<th>Location</th>
<th>Degree(^b) of Consolidation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>20</td>
</tr>
<tr>
<td>60</td>
<td>Tip(^c)</td>
<td>0.44</td>
</tr>
<tr>
<td>60</td>
<td>Cone Base</td>
<td>0.69</td>
</tr>
<tr>
<td>60</td>
<td>Shaft</td>
<td>7.3</td>
</tr>
<tr>
<td>18</td>
<td>Tip(^d)</td>
<td>0.064</td>
</tr>
<tr>
<td>18</td>
<td>Midcone</td>
<td>0.52</td>
</tr>
<tr>
<td>18</td>
<td>Cone Base</td>
<td>1.8</td>
</tr>
<tr>
<td>18</td>
<td>Shaft</td>
<td>5.9</td>
</tr>
</tbody>
</table>

\(^a\) Time factor, \(T = c_t t / r_0^2\).

\(^b\) Degree of consolidation = \((1 - \Delta u / \Delta u_i) \times 100\).

\(^c\) Porous element location anywhere on the cone face.

\(^d\) Apex of the cone.
After the inequilibrium was eliminated, the cone was pushed further until a steady load was reached. A large strain finite element method was used.

The computed excess pore pressure was used as the initial condition in a dissipation analysis based on the Terzaghi-Rendulic uncoupled consolidation theory. The non-dimensional dissipation curves (for \( I_r = 100 \)) for different filter element locations is shown in Figure 2.2.2. The dissipation curves depend on the initial pore pressure distribution (which is dependent on the value of \( I_r \)) and are hence not unique. In order to unify the results at different \( I_r \) values (Figure 2.2.3), they proposed a modified time factor \( T^* \) and the following expression was suggested to estimate \( c_r \):

\[
c_r = \frac{T_{so}^* r_o^2}{t_{so}} \sqrt{I_r}
\]  

(2.2.6)

The values of \( T^* \) at various stages of dissipation and for different filter element locations are shown in Table 2.2.2.

### 2.2.3 Large Strain Finite Element Method

Large strain finite element technique have been used in the past to analyze the cone penetration problem (De Borst and Vermeer, 1984; Kiousis, et al., 1988). De Borst and Vermeer used an Eulerian approach, in which the soil is modeled as a von Mises material, flows through a fixed finite element mesh. Instead of adjusting the position of the nodes (as done in the updated Lagrangian method), the state of the material was adjusted by taking convection into account. The material flow through the fixed mesh was calculated by introducing prescribed material displacement of 1 mm at the bottom of the mesh. They used the above technique to avoid the numerical difficulties encountered in an updated Lagrangian finite element formulation.
Table 2.2.2, Modified time factors at different stages of dissipation  
(after Houlsby and Teh, 1988)

<table>
<thead>
<tr>
<th>Degree of Consolidation (%)</th>
<th>Modified Time Factor $T^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cone Tip</td>
</tr>
<tr>
<td>20</td>
<td>0.001</td>
</tr>
<tr>
<td>30</td>
<td>0.006</td>
</tr>
<tr>
<td>40</td>
<td>0.027</td>
</tr>
<tr>
<td>50</td>
<td>0.069</td>
</tr>
<tr>
<td>60</td>
<td>0.154</td>
</tr>
<tr>
<td>70</td>
<td>0.345</td>
</tr>
<tr>
<td>80</td>
<td>0.829</td>
</tr>
</tbody>
</table>

$$T^* = \frac{c_t}{r_o^2} \frac{1}{\sqrt{I_r}}$$
Figure 2.2.2, Time factors predicted by the strain path method for $I_r = 100$
(after Houlsby and Teh, 1988)
Figure 2.2.3, Modified time factor, $T^*$, by the strain path method (after Houlsby and Teh, 1988)
An FEM analysis of PCPT using an elasto-plastic large strain formulation was performed by Kiousis, et al. (1988). An elasto-plastic cap model (DiMaggio and Sandler, 1971) was used. The basic (non-rate) constitutive relation was developed in a spatial reference frame and were subsequently transformed in Lagrangian coordinates. The rate equations were obtained through simple time differentiation. The method was implemented into a finite element program capable of dealing with moving boundary conditions to simulate the continuous process of cone penetration (Figure 2.2.4a). The analysis was based on the assumption of negligible interface between the soil and the penetrometer. Isotropic initial state of stress was assumed and penetration was started from a certain depth until complete failure was achieved. The excess pore water pressure distribution (Figure 2.2.4b) was obtained assuming undrained penetration and was calculated using the relation:

\[ \dot{\phi} = K \dot{J} \]  

(2.2.7)

In equation (2.2.7) \( \dot{\phi} \) = time derivative of the pore pressure, \( K \) = undrained bulk modulus of the soil-water system, and \( \dot{J} \) = material time derivative of the Jacobian of deformation (expression of the volumetric strain rate).

A separation of the soil and cone shaft (for a length of 35 mm) just above the cone base and a pore pressure gradient around the cone tip was observed.

2.2.4 Semi-Empirical Methods

Chan (1982) used the normalized excess pore pressure distribution around the cone penetrometer obtained from field measurements as the initial pore pressure distribution.
Figure 2.2.4a, Modeling piezocone penetration using large strain FEM (after Kiousis, et al., 1988)
Figure 2.2.4b, Initial pore pressure distribution predicted by large strain FEM (after Kiousis et al., 1988)
A linear uncoupled dissipation analysis was performed to develop the interpretation time factors. This method assumes that the normalized initial excess pore pressure distribution is geometrically similar in all soils (NC).

The method suggested by Gupta and Davidson (1986) for determining the in situ coefficient of consolidation consists of matching the field piezometer probe dissipation curve with computer-generated dissipation plots. The computer plots were obtained by a two-dimensional uncoupled axisymmetric consolidation dissipation of an assumed initial excess pore pressure distribution. The method assumes that the advance of the cone produces in its immediate vicinity a series of successive spherical cavity expansions (Figure 2.2.5). The excess pore pressure distribution around the probe was related to the measured penetration pore pressure at that location by using Vesic's (1972) logarithmic distribution (spherical cavity expansion).

Computations are made in an incremental manner to permit pore pressure dissipation during the advance of the probe. Two-dimensional axisymmetric consolidation problem (for isotropic and anisotropic conditions) were solved with assumed values of in situ coefficient of consolidation until a good match between the field and computer generated dissipation curves were obtained.

2.3 Evaluation of Conventional Method of Determining Hydraulic Properties

Currently, most of the methods used for determination of the hydraulic conductivity of soils from the piezocone penetration test utilize the pore pressure dissipation test data (Torstensson, 1975, 1977; Baligh et al. 1980; Baligh, 1985; Baligh and Levasoux, 1980, 1986, Tumay et al. 1981; Jamiolkowski et al. 1985;
Figure 2.2.5, Modeling piezocone penetration as successive spherical cavity expansions (after Gupta and Davidson, 1986)
Campanella and Robertson, 1981; Campanella et al. 1985; Carter et al. 1977, 1979; Houlsby and Teh, 1988). This conventional method was first suggested by Torstensson (1975, 1977), and utilized the excess pore pressure (Δu) vs. time dissipation data and the proper boundary conditions around the cone tip. The advantage of this method is that it does not require the cumbersome coupled theory of mixtures and it is one of the most convenient methods. A typical procedure for determining the coefficient of consolidation from this method is shown in Table 2.3.1. This method is good for hand calculations though it has several implicit drawbacks which are discussed below.

The partial differential equations, boundary conditions and initial conditions for the method in Table 2.3.1 (for the consolidation of soils subjected to radial drainage) are shown below respectively:

Partial Differential Equation:
\[ \frac{\partial \sigma}{\partial t} - (\frac{\partial u}{\partial t}) - \frac{\partial u}{\partial t} = -c_h \left[ (\frac{\partial^2 u}{\partial r^2} + \frac{1}{R} \frac{\partial u}{\partial r}) \right] + c_v \left[ (\frac{\partial^2 u}{\partial z^2}) \right] \] (2.3.1)

Boundary Conditions:
- \( u = 0 \) at \( r = \infty, \ z = \infty \), and \( z = -\infty \)
- \( u' = k \) at \( r = R, z = 0 \)

Initial Condition:
\( F = g \) (stress strain functions such as those obtained from the cavity expansion theory)

In equation (2.3.1), \( \sigma' \) is the effective stress, \( \sigma \) is the total stress, \( u \) is the excess pore pressure, \( t \) is the elapsed time, \( c_h \) is the horizontal consolidation coefficient, \( c_v \) is the vertical consolidation coefficient, \( R \) is the radius of the cone, \( r \) is the radial axis and \( z \) is the vertical axis of the cylindrical coordinate system.
Table 2.3.1. Procedure for determining the coefficient of consolidation

<table>
<thead>
<tr>
<th>Step</th>
<th>Activity</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Compare $\Delta u$ vs. $t$ curve with standard curves. If the $\Delta u$ vs. $t$ curve is similar to standard curves, then go to step 2. If not, this method is improper to calculate the coefficient of consolidation.</td>
<td>$\Delta u$: excess pore pressure; $t$: elapsed time</td>
</tr>
<tr>
<td>2</td>
<td>From the curve obtain $T_{50}$ and $t_{50}$</td>
<td>$T_{50}$: time factor at 50% consolidation; $t_{50}$: time for 50% consolidation</td>
</tr>
<tr>
<td>3</td>
<td>Compute $C_r = T_{50} \times R^2/t_{50}$</td>
<td>$C_r$: radial coefficient of consolidation; $R$: radius of cone tip</td>
</tr>
<tr>
<td>4</td>
<td>$k = C_r \times \gamma_w/M$</td>
<td>$k$: hydraulic conductivity; $\gamma_w$: unit weight of water; $M$: constrained modulus</td>
</tr>
</tbody>
</table>
The solution of equation (2.3.1) is not straightforward. It can be solved using a special numerical technique such as the Crank - Nicholson technique. Torstensson (1975, 1977) assumed negligible vertical drainage (assumes the effect of $c_2$ and related term is minor) and a constant total stress (assume $(\partial \sigma/\partial t) = 0$). Torstensson (1975, 1977) thus simplified equation (2.3.1) into equation (2.3.2):

Partial Differential Equation:

\[
(\partial u/\partial t) = -c_h [(\partial^2 u/\partial r^2 + (1/R) (\partial u/\partial r)]
\]  

Boundary Conditions:

\begin{align*}
& u = 0 \text{ at } r = r_p, \\
& u' = k \text{ at } r = R \\
\end{align*}

Initial Condition:

\[
F = g(\text{stress strain functions such as those obtained from the cavity expansion theory})
\]

In equation (2.3.2), $r_p$ is the plastic radius. Equation (2.3.2) is much simpler to solve than equation (2.3.1). Torstensson (1975, 1977) presented a convenient graphical solution which is similar to that of Terzaghi's (1943) one dimensional consolidation solution. Thus one can see that the above partial differential equations (2.3.1) and (2.3.2) can both be good simulations to the real phenomenon, if and only if the field conditions are close to the assumptions given by equation (2.3.1) or (2.3.2). However, inaccurate results can also result if the field conditions are not close to the assumptions given above. Gupta and Davidson (1986), used equation (2.3.1) instead of equation (2.3.2) with the assumed boundary conditions (since equation (2.3.1) cannot be solved with boundary conditions such as $u = 0$ at $r = \infty$). Although Gupta and
Davidson (1986) obtained better results, however, the fundamental drawbacks of equation (2.3.1) or (2.3.2) are not removed.

Essentially, the pore pressure response from the piezocone penetration test should follow the curves shown in Figure 2.3.1. This figure shows a conceptual and a slightly exaggerated excess pore pressure response of the soil element which is located at the projected center line of the piezocone penetration route. Initially, the location of the piezocone tip is far above this soil element, and there is no excess pore pressure. This means that the soil element is very far from the cone tip and is not affected by the piezocone penetration. As the time progresses, the penetrating cone tip comes closer to the soil element, and the stress bulb of the penetrating cone tip gradually starts to distribute it to this soil element.

This will result in the gradual increase of the excess pore water pressure. This increase may or may not be linear. As the penetrating cone tip passes through this soil element, the maximum disturbance occurs and the maximum excess pore pressure takes place (for normally consolidated soils). When the penetrating cone tip stops at this soil element location, there will be an immediate drop of the excess pore pressure due to the reduced axial force. At the same time, the interaction of pore pressure between the near and far fields take place, and results in the small increase or small decrease of the pore pressure. As observed previously by Voyiadjis and Abu-Farsakh (1997), the pore pressure during penetration is maximum at the cone face (typically known as \( u_1 \) position). Thus, if one has the porous element at the cone tip location (typically known as \( u_{1,tip} \) or \( u_2 \) position, a small increase of pore pressure will be expected because of the pore water inflow from the \( u_1 \) position.
Figure 2.3.1, Conceptual shape of pore pressure response for a soil element during the penetration of piezocone penetration.
If one has the porous element at the $u_i$ element location, this change of pore pressure will be very small, and may not be distinguishable. This explanation is for the normally consolidated soils. For the over consolidated soils, similar behavior can be predicted if the dilation phenomenon is considered.

Considering the above discussed factors, one can accept that the dissipation test in the piezocone penetrometer is carried out in an unstable background pore pressure condition. But the assumed dissipation curve is based on the ideally stable background pore pressure condition. Thus the conventional method cannot avoid the disagreement in the boundary condition. Based on this discussion, the following drawbacks for the conventional method can be predicted.

The first drawback is that the time of the initial excess pore pressure ($\Delta u_o$) becomes difficult to determine and inaccurate. This is because the real starting time of the dissipation is somewhere between the assumed starting time and the real starting time of dissipation (see Figure 2.3.1.). Thus the resulting coefficient of consolidation is less reliable. Song et al. (1992) computed the coefficient of consolidation from the field measured pore pressure data, and pointed out the difficulties in determining the coefficient of consolidation for the case when the time of the initial pore pressure is unclear. Song et al. (1992) pointed out that the errors are especially large when the elapsed time is small. This is because the elapsed time is in the denominator of the equation for the coefficient of consolidation (see step 3 in Table 2.3.1). Thus, even a small change in the denominator ($t_{so}$) can result in a big change in the coefficient of consolidation when time is small.
The second drawback is described below. The penetration pore pressure is a combination of simultaneous generation and dissipation. From Figure 2.3.1 and Figure 2.3.2, it can be found that the pore pressure is generated well in advance of the piezometer location. Thus, the measured pore pressures at the piezometer location is the sum of the early generated and dissipated pore pressures and the newly generated pore pressures. This means that there is a doubt about the validity of the magnitude of the initial pore pressure.

Kurup and Tumay (1997) also pointed out the interference of pore pressure between near field and far fields (near field: location radially close to the cone tip; far field: location radially away from the cone tip). According to Kurup and Tumay (1997) and Kurup et al. (1994), the dissipation of pore pressure during piezocone penetration is unavoidable, and this phenomenon results in the interference of the spatial distribution of the pore pressure as shown in Figure 2.3.3.

In Figure 2.3.3, the measured pore pressure at the near field is already dissipated by a certain amount, and the measured pore pressure at the far field is already increased slightly due to the pore water inflow from the near field. This results in the more gentle dissipation slope than the theoretically predicted curve. The curvature represents the pore pressure dissipation rate; thus the computed hydraulic conductivity or coefficient of consolidation may not be correct. Senneset et al. (1988) pointed out the validity of $\Delta u_0$ when $B_q<0.4$ (these soils correspond to clayey silts.). Conceptually $B_q$ is the ratio between the pore pressure and the cone resistance. The small value of $B_q$ implies a high hydraulic conductivity. Thus, the validity of $\Delta u_0$ is questionable for the soils which have higher hydraulic conductivity than clayey silts.
Figure 2.3.2, Generation of excess pore pressure around the cone tip
(after Voyiadjis and Abu-Farsakh, 1997)
Figure 2.3.3, Spatial distribution of excess pore pressure around the protruding object (after Roy et al., 1981)
Senneset et al. (1988)'s statement is based on the empiricism, but it agrees well with what has already been discussed in this section. Elsworth (1993) showed that $B_q$ can be a function of the hydraulic conductivity when $B_q<0.5$. Beyond that $B_q$ is almost constant regardless of $k$ (Figure 11 in Elsworth (1993)). This phenomenon shows that for permeable soils, the validity of $\Delta u_o$ is questionable.

The effects of the boundary conditions were not discussed in detail. However, from the above discussion, it is clear that one cannot avoid several problems in determining the hydraulic conductivity of soils by using the current interpretation method of the piezocone penetration test. The error induced from the above difficulties may be negligible or may be significant depending on the soil condition. However, it is clear that a more rational approach for conducting the hydraulic conductivity test is needed.

Elsworth (1991, 1992, 1993) computed the hydraulic properties of soils with the linear elastic model using the dislocation method which is based on Cleary (1977)'s work. From the view point of computational cost, the evaluation of the hydraulic properties using the linear elastic model is quite efficient. Considering that the strain is high at the vicinity of the cone tip (or porous tip), the linear elastic solution is not a very desirable solution. Ultimately, one should go to the elasto-plastic large strain problem.

2.4 Determination of Hydraulic Conductivity or Coefficient of Consolidation Using Penetration Pore Pressure

In 1977, Cleary proposed equations for the formulations of pore pressure as the function of hydraulic conductivity on the basis of linear elasticity. Cleary's (1977)
solution, thus is valid for the small strain problems or for the incremental approach. Also, Clearly's solution was derived for the assumed loading condition; one point load, which disregards the shape of the loading condition. Thus, one can presume that Cleary's solution can analyze the response of the piezocone penetration test data approximately.

Elsworth (1991, 1993) computed the hydraulic conductivity of the soils from the penetration pore pressure based on Cleary's solution. Elsworth improved Cleary (1977)'s equation by considering the shape of the cone tip. The results of Elsworth (1993) showed agreement with test data in some aspects, but did not showed agreement in some other aspects. Particularly, the disagreement was substantial in the hydraulic conductivity by showing that the predicted hydraulic conductivity was much larger than the measured value. Elsworth (1993) also showed that the pore pressure dissipation test response with piezometric element at the side of the shaft is independent of the hydraulic conductivity or coefficient of consolidation. It seems that these limitations of Elsworth (1991, 1993) is because that the fundamental soil model is linear elastic material, while in reality, it is large strain elasto-plastic material.

Elsworth (1991, 1993) was the first one who tried to compute the hydraulic conductivity of soil from the piezocone penetration pore pressure, and not from the dissipation tests. However, it is clear that the large strain approach must be adopted for the rational modeling of the piezocone penetration problem.

Manasaro (1994) proposed the unique method to predict the hydraulic conductivity of slurry wall, however, it did not attract the popular concern.
CHAPTER 3. PROPOSED METHOD

3.1 Overview

Soil consists of an assemblage of particles with different sizes and shapes which form a skeleton whose voids are filled with water and air or gas. The word “soil”, therefore, implies a mixture of assorted mineral grains with various fluids. Hence, soil in general must be looked at as a multiphase material whose state is to be described by the stresses and displacements (velocities) within each phase. The stresses carried by the soil skeleton are conventionally termed “effective stresses” in the soil mechanics literature (Terzaghi, 1943), and those by the water are called the “pore water pressures”. When free drainage conditions prevail, the steady state pore-water pressure depends only on the hydraulic conditions and is independent of the soil skeleton response to external loads. Therefore, in that case, a single phase continuum description of soil behavior is certainly adequate. Similarly, a single phase description of soil behavior is also adequate when no drainage (i.e. no flow) conditions prevail. However, in intermediate cases in which some flow can take place, there is an interaction between the skeleton strains and the pore water flow. The solution of these problems requires that the soil behavior be analyzed by incorporating the effect of the transient flow of the pore-water through the voids and the stress-strain behavior of soils. Therefore, a multiphase continuum formulation is required for porous media.

Conversely, when the response of a soil is known, the hydraulic characteristics of the soil can be known from the hydro-mechanical analysis – the so called coupled theory of mixtures. Biot (1955, 1978) first developed such a theory for an elastic porous medium.
However, it is observed experimentally that the stress-strain-strength behavior of the soil skeleton is strongly non-linear, anisotropic, and elastoplastic. An extension of Biot’s theory into the non-linear, anisotropic range is, therefore, necessary in order to analyze the transient response of soil deposits. This extension has acquired considerable importance in recent years due to the increased concern with the dynamic behavior of saturated soil deposits and associated liquefaction of saturated sand deposits under seismic loading conditions. Such an extension of Biot’s formulation was proposed by Prevost (1980).

Prevost (1980)’s theory of mixture was coupled with Terzaghi (1943)’s effective stress theory for finite strain by Kiousis and Voyiadjis (1985), and Voyiadjis and Abu-Farsakh (1997), thus a complete coupled theory of mixture was obtained. In this study, the works of Voyiadjis and Abu-Farsakh (1997) is further extended for the anisotropic stress condition with the micro-mechanical consideration.

The main idea of this research is to determine the hydraulic conductivity of cohesive soils using the piezocone PCPT without relying on the pore pressure dissipation data. This method uses the hydro-mechanical analysis by the coupled theory of mixtures. Thus, the test time can be reduced significantly and the continuous hydraulic conductivity profile can be obtained. Also, this method utilizes the fundamental behavior of soils, thus it can avoid the problems (boundary condition problem, Mandel-Cryer effect, problems of determining initial pore pressure, interference of radial pore pressure etc.) in the conventional method of determining the hydraulic conductivity using the piezocone penetration test. To perform this, the formulation of the coupled field equations for soils using the theory of mixtures in an
updated Lagrangian frame based on the principle of virtual work and implemented in a finite element program will be used. An, axi-symmetric finite element program which is capable of describing the behavior of soils with the advance of piezocone tips will be coded. Finally, the validity of the proposed model will be examined by comparing it with well-documented test results from previous research.

3.2 Coupled Theory of Mixtures

As discussed previously, the drainage condition around the penetrating cone tip is somewhere between the fully drained and the fully undrained condition. This condition is called the partially drained condition or the transient flow condition. For the transient flow condition it can be presumed that the pore pressure is a function of the hydraulic conductivity and other parameters (stress-strain parameters). Full derivation of the coupled theory of mixtures can be referred to Prévost (1980). In this study, a relatively concise derivation is shown.

The general form of Darcy’s law for the flow of water through the porous medium is given by:

\[(v^w - v^s) = -\frac{1}{\gamma^w} K^{ws} (\text{grad}(P^w) - \rho^w b)\]  \hspace{1cm} (3.2.1)

In equation (3.2.1), the superscripts \(w\) and \(s\) do not indicate tensors but the water and solid phases respectively. \(b\) is the body force vector, \(\gamma^w\) is the unit weight of water, and \(K^{ws}\) is the hydraulic conductivity tensor in (m/sec). Also from Prévost (1980), the following divergency equation is obtained:

\[\text{div}(v^s) - \text{div}(v^w) = \frac{1}{n^w} [\text{div}(v^s) + (v^w - v^s) \text{grad}(n^w)]\]  \hspace{1cm} (3.2.2)
Taking the divergence of both sides of equation (3.2.1) and substituting the results into equation (3.2.2) one obtains:

\[
\text{div}(v') - \text{div}\left[ \frac{n}{\gamma_w} K^{WS} (\text{grad}(P_w) - \rho_w b) \right] = 0 \quad (3.2.3)
\]

Making use of the following relation:

\[
\text{div}(v') = \frac{\partial}{\partial Z_a} \left[ K^{WS}_{ab} (\text{grad}(P_w) - \rho_w b) \right] = 0 \quad (3.2.4)
\]

then equation (3.2.3) can be re-written as follows:

\[
\frac{\partial}{\partial Z_a} \left[ K^{WS}_{ab} (\text{grad}(P_w) - \rho_w b) \right] = 0 \quad (3.2.5)
\]

Also making use of the following relationship for the coordinate transformation, one obtains equation (3.2.10):

\[
K^{WS}_{ab} = X_{a,A}^t X_{b,B}^t K^{WS}_{AB} \quad (3.2.6)
\]

\[
b_b = X_{b,B} B_B \quad (3.2.7)
\]

\[
\frac{\partial P_w}{\partial Z_b} = X_{C,b} \frac{\partial P_w}{\partial X_C} \quad (3.2.8)
\]

\[
\frac{\partial}{\partial Z_a} = X_{D,a} \frac{\partial}{\partial X_D} \quad (3.2.9)
\]

\[
J^e C^{e^{-1}}_ij \dot{\epsilon}_{ij} - J^e C^{e^{-1}}_ij \frac{\partial}{\partial X_D} \left[ \frac{n}{\gamma_w} K^{WS}_{AB} X_{a,A} \left\{ \frac{\partial P_w}{\partial X_B} - \rho_w B_b \right\} \right] = 0 \quad (3.2.10)
\]

In equation (3.2.10) \( C^e_{ij} = X^e_{a,j} X^e_{b,i} \). Equation (3.2.10) is the coupled equation in an updated Lagrangian reference frame.
3.3 Anisotropic Modified Cam Clay Model

The anisotropic modified Cam clay model is used in this study in order to describe the plastic behavior of soils. When a material is subjected to large deformation, substructure changes may take place. Thus the substructure changes need to be taken into account for a more reasonable analysis of the material behavior. This substructure change is minimal for the small strain problems such as linear elastic problems. However, it becomes more pronounced and vital when the strain becomes finite. The substructure change is caused by the external work energy, thus it should be taken into account for the correct equilibrium of energy.

For geo-materials, this behavior is more prominent because the bonding force between the particle is relatively weak compared to other materials such as steel. Also, the strain range for some of the geotechnical problems such as after failure problems, cone penetration tests, etc, are several tens to several hundreds percent. Thus, severe substructure changes can take place.

Another main characteristic of geo-material is the anisotropy. By nature of deposition of the granular materials, inherent anisotropy exists in geo-materials. During the deformation, the material undergoes a new anisotropy because of the substructure change of the material. This means that geo-materials have initial anisotropy and this anisotropy evolves with the strain. Thus for an accurate consideration of the anisotropy of geo-materials, one should incorporate the substructure change. Consideration of the substructure change is discussed in the next section.
3.4 Micro-mechanical (Substructure) Consideration

Large deformation formulation of inelasticity often requires the use of stress rates in the constitutive equations. For small deformation theories, the problem of choosing a proper stress rate is not a critical one as for the strictly linear behavior, all stress rates are approximately the same. For large deformations, however, the problem becomes important as different stress rates lead to dramatically different results. Indeed, it was first noted by Truesdell (1955) that an oscillatory stress solution is obtained when a standard linearly hypoelastic material is subject to large deformation as shown in Figure 3.4.1. He attributed the phenomenon to plastic effects, calling it simply hypoelastic yield, without discussing further its physical relevance. It seems that this behavior did not appeal to Prager (1961) who produced a non-oscillatory solution to the simple shear problem by retaining the Jaumann stress rate but incorporating extra terms into the standard constitutive equation of linear hypoelasticity. Again, however, he provided neither a motivation for the extra terms nor an explicit discussion on the appropriateness of oscillatory stresses.

It appears that the first to question the physical relevance of oscillatory solutions in connection with standard linear hypoelasticity theory was Dienes (1979) who attributed the effect to the use of the Jaumann rate into the constitutive equation. He obtained non-oscillatory response by using, instead, a different objective rate and retaining the same constitutive equation. In fact, this rate was based on a spin earlier introduced by Green and Naghdi (1965) and used by Green and McInnis (1967) on the basis of an intermediate unrotated configuration uniquely defined in terms of the rotation \( \mathbf{R} \) obtained from the polar decomposition of the deformation gradient \( \mathbf{F} \).
Figure 3.4.1, Oscillatory behavior for large strains (after Zbib and Aifantis, 1988)
The work on corotational stress rates and the related issue of oscillatory response seems to have passed rather unnoticed until a workshop in Stanford, where Nagtegaal and de Jong (1982) presented numerical solutions of the simple shear problem by employing a von Mises material and a Prager-Ziegler kinematic hardening rule together with the use of Jaumann rates for the stress and the back stress. Again, an oscillating stress results in response to a monotonically increasing strain and the effect was attributed to the inadequacy of the Prager-Ziegler hardening rule. Immediately thereafter Lee et al. (1983) suggested that the problem lies in the use of the Jaumann rate rather than the constitutive equation, and they proposed yet another corotational rate defined by the angular velocity or spin of a unit vector attached to the material and instantaneously oriented along a principal direction of the back stress. They illustrated that oscillatory effects are removed this way. Subsequently, Johnson and Bammann (1984) and Dafalias (1983) solved independently the above kinematic hardening problem by employing the same corotational rate that Dienes (1979) used earlier for hypoelasticity. Both of these works presented analytic solutions illustrating the removal of oscillations even in the case of linear kinematic hardening. In the same paper, Dafalias (1983) suggested the possibility of using a new corotational rate for the evolution of the back stress which is attached to the material substructure, and must rotate with a spin given by the difference between the overall spin of the continuum (vorticity or total spin \( W \)) and the spin induced by the substructure (plastic spin \( W^p \)). This suggestion was directly motivated by the earlier works of Mandel (1971) and Kratochvil (1971) who, essentially, pointed out the need of constitutive equations for the plastic spin but did not pursue the matter further. Dafalias (1983,
1985) and independently Loret (1983) and Onat(1984) were the first to assume a simple relation for the plastic spin $W^p$ and show, among other things, that oscillations do not occur in the solution of simple shear problem with kinematic hardening when the rate of back stress is taken corotationally with respect to the difference between the total and the plastic spins. The particular expression used for the plastic spin is $W^p = \zeta(\alpha D^p - D^p \alpha)$ with $\zeta$ being a constant, $\alpha$ the back stress, and $D^p$ the symmetric part of the plastic velocity gradient. Dafalias and Aifantis (1984) rigorously derived it using a microscopic basis.

A seemingly different approach to the aforementioned problem of oscillatory stress was proposed by Atluri (1984). He insisted on the use of the Jaumann rate but suggested to generalize the constitutive equations of linear hypoelasticity for the rate of stress and Prager-Ziegler kinematic hardening rule for the rate of back stress. This approach, being reminiscent to the practice suggested by Prager (1961) and the opinion expressed by Nagtegaal and de Jong (1982), does suppress the oscillations in simple shear problems but does not provide any insight or systematic way on how to meaningfully generalize the constitutive equation.

Zbib and Aifantis (1988) (Figure 3.4.1) proposed a method for selecting the appropriate stress rate to be used in the constitutive equations. It rests upon utilizing the concept of non-coaxiality between stress and strain rate. The suggestion is based on the fact that if such non-coaxiality is not properly accounted for it may lead to undesirable predictions; for example, oscillatory stresses.

More details of the methodologies are discussed at the next section.
3.4.1 Relative Spin

The relative spin concept was proposed by Zbib and Aifantis (1988b). The fundamental ideas are as following:

The corotational rate that one chooses to express the constitutive equation is computed with respect to the spin $W_s$ corresponding to the material frame whose angular velocity coincides with that of stress. In lieu of a prior knowledge of this spin, one expresses it as the difference between the overall spin of the continuum $W$ and the relative spin $W_{DS}$ signifying the angular velocity of the principal directions of strain rate relative to that of the principal directions of stress. Then it is natural to assume that $W_{DS}$ is a function of $D$ and $S$ which in view of invariance considerations of frame indifference has a definite polynomial-like representation with the first term being of the form $\zeta(SD-DS)$. This is reminiscent of the expression for the plastic spin $W^p$ earlier adopted by Dafalias (1983), Loret (1983) and Onat (1984) but is more general in concept as it does not require the notion of plasticity or an underlying substructure. Indeed, it can be shown that a relatively simple structural model for the continuum leads to a rigorous derivation of the expression $W_{DS} = \zeta(SD-DS)$ without invoking the notion of plasticity or slip. If an appeal is made to constitutive theory, then higher-order terms appear in the representation of $W_{DS}$ and this, in effect, may be used to illustrate the formal equivalence between the approach of ad hoc generalizations of constitutive equations with Jaumann rates and the approach of replacing the Jaumann rate by suitable corotational rates via the use of the relative spin $W_{DS}$ and appropriate constitutive representations for it. In some other references (Dafalias, 1998), the relative spin is termed material spin.
3.4.2 Plastic Spin

The plastic spin approach is similar to the relative spin in considering the micro-mechanical behavior of soil through the plastic spin. However, it is different from relative spin by not making use of the co-axial (of stress and strain rate) concept, but to modify the plastic spin itself. The following equations show the similarity and difference of plastic spin and relative spin.

If \( F (\det F > 0) \) denotes the deformation gradient, the polar decomposition theorem reads:

\[
F = VR = RU
\]  
(3.4.1)

In equation (3.4.1), \( V \) and \( U \) are the left and right stretch tensors respectively, and \( R \) is the rotation. When assuming that the common eigenvalues of \( V \) and \( U \) are real, we can write:

\[
V = R_E A R_E^T
\]  
(3.4.2)

\[
U = R_L A R_L^T
\]  
(3.4.3)

In equations (3.4.2) and (3.4.3), \( A \) is the diagonal matrix of the eigenvalues \( (\lambda_i, i = 1, 2, 3) \) while the proper orthogonal tensors \( R_E \) and \( R_L \) are commonly known as the Eulerian and Lagrangian rotations respectively.

On the basis of \( R, R_E, R_L \) we can define corresponding spins by the relations as follows (Zbib and Aifantis, 1987):

\[
W_R = \dot{R} R^T
\]  
(3.4.4)

\[
W_E = \dot{R}_E R_E^T
\]  
(3.4.5)

\[
W_L = \dot{R}_L R_L^T
\]  
(3.4.6)
These equations are less familiar than the vorticity or spin of the continuum defined as usual by:

$$W = \frac{1}{2}(L - L^T) \quad (3.4.7)$$

Equation (3.4.7) represents the antisymmetric part of the velocity gradient $L$ whose symmetric part $D$ is the stretching tensor, i.e.

$$L = \text{grad} \nu \quad (3.4.8)$$

$$D = \frac{1}{2}(L + L^T) \quad (3.4.9)$$

$$L = D + W \quad (3.4.10)$$

When we consider a unit vector $\nu$ attached to the material:

$$\dot{\nu} = W_{\nu} \nu \quad (3.4.11)$$

$$W_{\nu} = W - [(\nu \otimes \nu)D - D(\nu \otimes \nu)] \quad (3.4.12)$$

The concept of relative spin by Zbib and Aifantis (1987) is expressed as follows:

$$W' = W - \omega \quad (3.4.13)$$

Literally, $W$ is the spin of the "geometric structureless continuum" and $\omega$ is the "underlying structural material" (Zbib and Aifantis, 1988a). Quoting Dafalias (1998), the same term $\omega$ takes into account the sub-structural change. Quoting Lee (1993), $\omega$ takes into account the correction of embedded stress which causes the sub-structure change. By choosing $W_{\nu}$ in equation (3.4.12) to represent the material spin $W$ such that $\nu$ coincides with an eigenvector of the back stress, and substituting it into equation (3.4.13) one obtains:

$$W' = (\nu \otimes \nu)D - D(\nu \otimes \nu) \quad (3.4.14)$$
For the background for the subsequent analysis, some fundamental kinematic relationships for large deformation elasto-plasticity are listed on the basis of multiplicative decomposition as follows:

\[ F = R^n U^c F^p \]  (3.4.15)

In equation (3.4.15) \( R^n \) denotes the material rotation (as opposed to the rotation of the continuum), \( U^c \) is the elastic stretch, and \( F^p \) represents the purely plastic part of the deformation gradient. The velocity gradient \( L \) can now be computed by equation (3.4.15) as follows:

\[ L = \dot{F} F^{-1} = R^n R^n T + R^n U^c U^{-1} R^n T + R^n U^c \dot{F}^p F^{-1} U^{-1} R^n T \]  (3.4.16)

Noting that the symmetric and anti-symmetric part of equation (3.4.16) by subscripts "s" and "a" respectively one obtains:

\[ D = D^c + D^p \]  (3.4.17a)

\[ W = \omega + W^c + W^p \]  (3.4.17b)

In equation (3.4.17) the terms are defined as follows:

\[ \omega = \dot{K} R^n T \]  (3.4.18a)

\[ D^c = (R^n U^c U^{-1} R^n T)_s \]  (3.4.18b)

\[ W^c = (R^n U^c U^{-1} R^n T)_a \]  (3.4.18c)

\[ D^p = (R^n U^c \dot{F}^p F^{-1} U^{-1} R^n T)_s \]  (3.4.18d)

\[ W^p = (R^n U^c \dot{F}^p F^{-1} U^{-1} R^n T)_a \]  (3.4.18e)

Equation (3.4.18) shows that for pure plastic deformation \((U^c=1)\), the elastic stretching and spin vanish \((D^c = W^c = 0)\), but the material spin \( w \) is clearly different.
than zero and adds up with the plastic spin \( W^p \) to give the total spin of the continuum or vorticity \( W \). The physical relevance of \( W^e \) and \( W^p \) and their relation to \( W^r \) is understood by comparing equations (3.4.18) and (3.4.14) from which we obtain:

\[
W^r = W^e + W^p
\]  

Equation (3.4.19) shows that the summation of elastic spin and plastic spin is the relative spin. To proceed further one can assume that the internal orientation of the body is described by a unit vector \( v \) which is attached to the material and denotes the direction of anisotropy. From equations (3.4.11) and (3.4.12), and using equation (3.4.18) one obtains the following:

\[
W^e = (v \otimes v) D^e - D^e (v \otimes v) \]  

(3.4.20a)

\[
W^p = (v \otimes v) D^p - D^p (v \otimes v) \]  

(3.4.20b)

Assuming small elastic deformations so that elastic spin is essentially zero, one obtains the following expression:

\[
\omega = W - W^p
\]  

(3.4.21)

Equation (3.4.21) suggests that the plastic spin and relative spin are identical for this case and they are both determined by the direction of anisotropy (\( v \)) and the rate of plastic deformation (\( D^p \)). In equation (3.4.21), \( W \) is also called the constitutive spin (Dafalias, 1998).

Dafalias (1998) also showed that the factors for plastic spin are not only the texture change or crystal re-orientation but can be any kind of sub-structure change. These additional sub-structure changes can be incorporated as the extra term in equation (3.4.21) as follows:

\[
\omega = W - (W^p_1 + W^p_2 + W^p_3 + \ldots + W^p_n) , \text{ where } n = 1, 2, 3, \ldots \]  

(3.4.22)
3.4.3 Microplane Model

The microplane model was proposed by Zienkiewicz and Pande (1977), Bazant (1984), Bazant and Kim (1986), and Prat and Bazant (1989). This model is quite different from the relative spin or plastic spin model. While the relative spin or plastic spin model is a plasticity-based model, microplane model is the microscopic material characteristics-based model which is a kind of the classical slip theory of plasticity.

The original idea of microplane method is due to Taylor (1938), who proposed that the stress-strain relation be specified independently on planes of various orientations in the material. He also assumed that either the stresses on that plane (now called the microplane) are the resolved components of the macroscopic stress tensor (static constraint), or the strains on the plane are the resolved components of the macroscopic strain tensor (kinematic constraint). The response on the planes of various orientations are then related to the macroscopic response simply by superposition or, as has been done in recent works (Bazant, 1984; Carol et al. 1990), by means of the principle of virtual work. In the initial application to metals, beginning with Batdorf and Budiansky (1949), only the static constraint was considered. So it was the early applications to soils (Zienkiewicz and Pande, 1977; Pande and Sharma, 1980, 1983; Pande and Xiong, 1982) which successfully described some basic aspects of soil behavior, other than strain softening. It appeared, however, that the microplane system under a static constraint becomes unstable when strain softening takes place (Bazant and Oh, 1983, 1985; Bazant and Gambarova, 1984). To cope with these problems, Prat and Bazant (1989) improved the microplane model for dynamic constraint.
In application for clays, the microplanes may be imagined to represent the slip on the contact planes between clay platelets or the planes normal to the platelets on which slip is manifested by normal strain as shown in Figure 3.4.2. Although the correlation to the microstructural mechanism of inelastic deformations is largely intuitive, the microplane model has the advantage that it can distinguish among the intensities of inelastic strains at various orientations and describe how they are mutually constrained. Therefore, the microplane strains $\varepsilon_N$ and $\varepsilon_T$ in Figure 3.4.3 may be imagined to represent the sum of the inelastic relative displacements on all the weak planes contained within a unit volume of the material, plus the associated elastic deformations of all the particles. The equilibrium equation for constitutive law was set up by equating the macro level strain energy is equal to the summation of the micro level strain energy caused by $\varepsilon_N$ and $\varepsilon_T$ as follows.

$$\Delta V_o \sigma_{ij} \delta \varepsilon_{ij} = \int_{\Omega} \Delta V_o (\sigma'_N \delta \varepsilon_N + \sigma'_T \delta \varepsilon_T) \Psi_N d\Omega$$

(3.4.23)

In equation (3.4.23), $\Delta V_o$ = unit volume, $\sigma_{ij}$ = macroscopic stress tensor, $\delta \varepsilon_{ij}$ = increment of macroscopic strain tensor, $\sigma'_N$ = normal stress in microplane, $\sigma'_T$ = tangential stress in microplane $\Psi_N = \alpha_N N_N$, and $d\Omega = \sin \theta d\theta d\phi$, with $\theta$ and $\phi$ = angular spherical coordinates.

The prior advantage of microplane model is that the constitutive law is written in terms of the current stresses and strains (not in terms of their increments), which allows the model to be explicit with all the numerical advantages shown by Carol et al. (1990).
Figure 3.4.2. Microplane in Cohesive Soil: 1 = Microplane as Slip Plane between Clay Platelets; 2 = Microplane as Normal Plane to Clay Platelets (after Prat and Bazant, 1990)
Figure 3.4.3, Strain Components on Microplane
(after Prat and Bazant, 1990)
However, it is also pointed out by Prat and Bazant (1989) that it is impossible for the effective microplane stresses $\sigma'_N$ and $\sigma'_T$ to equilibrate the effective macrostress $\sigma'_{ij}$ exactly since the microplanes are constrained kinematically.

### 3.4.4 Particulate Mechanics

This approach may be said to be the advanced method since it deals with each particle of soils. This method, by its nature needs extended computation time. At the current stage, its application is limited only to sandy soils. It assumes that the behavior of sand aggregate is very similar to that of polycrystals since the individual grain packing within the sand could be considered in first approximation to behave like randomly oriented crystals (Voyiadjis et al., 1995, 1992). However, the main difference is that the properties of these grain packing are pressure dependent and the amount of slip in each of these packing, in contrast to the polycrystalline aggregate, depends on the mean stress. For example, a simple cubic array of equal spheres is a pressure dependent monocrystal with three sliding planes, and with each plane containing two sliding directions (Voyiadjis and Foroozesh, 1990). Moreover, sand may experience dilation under shear that does not occur in polycrystalline aggregates. Finally, unlike metals, soils exhibit nonlinear inelastic stress strain behavior even at very small strains.

The definition of “yielding” in granular media is critical since yielding in soils is likely to be a controversial statement. This is a result of the nonlinear force-deformation behavior (Mindlin and Deresiewicz, 1953) at the interparticle contacts that causes granular media to exhibit nonlinear inelastic stress-strain behavior at very
small strain levels. Therefore, strictly speaking, cohesionless aggregates, unlike metals, do not have a clear "linear elastic region" defined by an initial yield surface.

There are two distinct deformation mechanisms which take place during loading of a granular medium. At very small strains (γ<10^2 %) there are no particles sliding and all macroscopic nonlinearity is the result of nonlinearities at the intergranular contacts and of the redistribution of contact forces (one aspect of the material fabric) during loading. The normal component of the deformation at the contact is nonlinear elastic, while the tangential component is nonlinear inelastic as a result of the slip at the edges of the contact annulus between two spheres (Mindlin and Deresiewicz, 1953). In soils, hysteric behavior is observed during low level shear strain cycling in the resonant column device, but no permanent volumetric changes or pore pressure buildup accumulates.

At larger strains (γ>10^2 %), there is sliding between particles which move and rearrange themselves. Therefore, the geometric aspects of the fabric changes as well. This change of geometric fabric manifests itself by irreversible volumetric changes if the loading takes place under drained conditions. The strain level at which this occurs has been experimentally determined (Dobry, 1985) to be on the order of 10^2 % for the level of mean stress used in soil testing (40 - 270 kPa) and it is called the threshold strain, r. This sliding of particles is directly analogous to the "slip" in metals. The macroscopic strain caused by grain slipping at the contact annulus is an order of magnitude smaller than the macroscopic strain caused by grain sliding, and can be considered to be a second order effect. Therefore, one possible definition of yielding,
in a manner directly analogous to yielding in metals, is the point in stress space at which the geometric fabric of the material changes irreversibly; that is when the first grain slides. Since the sliding of the first particle is very difficult to monitor in the laboratory, yielding could be defined as the locus of all points in stress space at which the value of the octahedral shear strain is equal to, or less than $10^{-2}\%$.

Following the above logic, the yield will be defined as the locus of all points in stress space $[\tau_{th}, \sqrt{(\sigma_{22} - \sigma_{rr})/2}]$ that has the same value of total (elastic plus plastic) octahedral shear strain, $\gamma_{oct} = \gamma_{oc} + \gamma_{oc}$. The value of $\gamma_{oct}$ should be as close to the threshold value as possible, given the restrictions posed by the experimental device, so that $\gamma_{oct}$ will be close to zero. While a criterion of an octahedral shear strain of $10^{-2}\%$ does not necessarily imply that only one sphere has slipped, it is assumed that a small percentage of particles have slipped and that the yield loci obtained using this approach are homothetic to the true yield surface. Numerical simulations (Petrakis et al. 1991b) support this last hypothesis. In the experiments performed by Petrakis and Dobry (Petrakis et al., 1991a; Dobry et al., 1991) at Rensselaer Polytechnic Institute, due to restrictions imposed by the accuracy of the measuring devices, the “yield” criterion was set to $3 \times 10^{-2}\%$. This value caused plastic strains to accumulate during the probing portion of the tests. The strain for yield is typically set at $1 \times 10^{-2}\%$ or less.

With the proper constitutive model, this method is expected to include most of the micro-mechanical behavior and hardening characteristics of the yield surfaces of a granular medium under various levels of pre-strain, and the observed normality and flow rules.
As mentioned previously this model is one of the advanced one. However, the major difficulty is the computation cost, and its application to clayey soils is not yet feasible.

3.4.5 Selection of Micro-Mechanical Consideration

As discussed previously, there are many approaches in order to incorporate the micro-mechanical considerations. In this study, the plastic spin is selected due to its convenience and simplicity in its formulation. There are other more rigorous methods, which may be probably better. However, the required effort to evaluate the material parameters, and incorporate them into the soil model makes them not feasible at this stage.

3.5 Formulation of the Anisotropic, Elasto-Plastic Large Strain Constitutive Relation with Micro-mechanical Considerations

3.5.1 Original Modified Cam Clay Model (isotropic)

From the equilibrium of work done and dissipated energy, equation (3.5.1) is obtained (Burland: 1965; Schoefield and Wroth: 1968) as follows:

\[ p \varepsilon_v^p + q \varepsilon_s^p = \frac{p}{2} \left( (\varepsilon_v^p)^2 + M^2 (\varepsilon_s^p)^2 \right)^{1/2} \]  

(3.5.1)

In equation (3.5.1), the variables are defined as follows:

\[ p = \text{mean principal stress} = \frac{\sigma_1 + \sigma_2 + \sigma_3}{3} = \frac{\sigma_1 + 2 \sigma_3}{3} \]

\[ q = \text{deviatoric stress} = \frac{\sigma_1 - \sigma_2}{2} \]

\[ \varepsilon_v^p = \text{plastic-volumetric strain} \]

\[ \varepsilon_s^p = \text{plastic-shear strain} \]

\[ M = \text{slope of critical state line in } p \text{ vs. } q \text{ space} \]
From equation (3.5.1), one can derive the well known yield criterion as follows:

\[ f = p^2 + p_o p + (1/M^2)q^2 = 0 \]  
*(3.5.2)*

In equation (3.5.2), \( p_o \) is the \( p \) at the hydrostatic condition (\( q = 0 \)). Equation (3.5.2) is the equation of an ellipse which passes through the origin and the \((p_o, 0)\) is as shown in Figure 3.5.1.

### 3.5.2 Anisotropic Modified Cam Clay Model

Equation (3.5.2) shows the evolution of the yield locus with an isotropic hardening behavior. \( p_o \) in equation (3.5.2) is the isotropic hardening parameter. However, the real soil is subjected to the anisotropic stress condition, and therefore the Anisotropic Modified Cam Clay Model (hereafter called AMCCM) is developed here following the work of Dafalias (1987). The shape of AMCCM in the principal stress space is oval shaped as shown in Figure 3.5.2. The cross section of the oval shape can be a circle, hexagon, or similar shape (not specifically known). However, one can guess that shape will be somewhere between the anisotropic von-Mises and Tresca type. When the yield locus in the principal stress space undergoes kinematic hardening, the yield locus will move around the \( \pi \)-plane. This behavior will appear as the rotation of the oval shape yield locus in the principal stress space. In the \( p \) vs. \( q \) plane \( p \) is the space diagonal and \( q \) is the deviatoric stress, thus the shape of the yield locus is the inclined cut of the three dimensional yield locus that appears in Figure 3.5.3. Therefore the yield locus of MCCM is of an elliptical shape. Thus the kinematic hardening will result in the rotation of the elliptical yield locus in the \( p \) vs. \( q \) space for which the origin does not change.
Figure 3.5.1, Yield Locus of Isotropic Cam Clay Model
Figure 3.5.2, Anisotropic MCCM in the principal stress space (after Banerjee and Yousif, 1986)
Figure 3.5.3, Kinematic hardening of AMCCM in $p$ vs. $q$ space ($p$ is the mean principal stress, $q$ is the deviatoric stress) (after Dafalias, 1987)
Consequently, the shape of the yield locus will be the distorted ellipse when subjected to the anisotropic hardening.

The anisotropic modified cam clay model for general stress state is obtained as follows (Dafalias, 1987):

\[ f = p^2 - pp_a + \frac{3}{2M^2} \{|(s_{ij} - p\alpha_{ij})(s_{ij} - p\alpha_{ij})| + (p_a - p)p\alpha_{ij}\alpha_{ij}\} = 0 \quad (3.5.3) \]

\[ \alpha_{ij} = \langle \lambda > \frac{1 + \nu}{\lambda - \kappa} \frac{\partial f}{\partial \sigma} \left| \frac{c}{p} (s_{ij} - xp\alpha_{ij}) \right| \] \quad (3.5.4)

In equation (3.5.3), \( \langle \lambda > \) is the Macauley bracket, \( < \lambda > \) is the loading index, \( \lambda \) is the compression index in \( e \) vs. \( \ln p \) curve, \( \kappa \) is the recompression index in \( e \) vs. \( \ln p \) curve, \( e_o \) is the initial void ratio, \( c \) and \( x \) are constants.

### 3.5.3 Elasto-Plastic Constitutive Relation

Also, from the normality rule (flow rule), equation (3.5.5) is obtained:

\[ d\varepsilon_{ij}^p = \lambda \frac{\partial f}{\partial \sigma_{ij}} = \lambda B_{ij} \] \quad (3.5.5)

For the case of small elastic strains one makes use of the additive decomposition of the incremental strain,

\[ d\varepsilon_{ij}^e = d\varepsilon_{ij} - d\varepsilon_{ij}^p \] \quad (3.5.6)

In order to obtain the constitutive relation one uses the following relations:

\[ d\sigma_{ij} = C_{ijkl} (d\varepsilon_{kl} - d\varepsilon_{kl}^p) \] \quad (3.5.7a)

\[ = C_{ijkl} d\varepsilon_{kl} - C_{ijkl} d\varepsilon_{kl}^p \] \quad (3.5.7b)

\[ = C_{ijkl} d\varepsilon_{kl} - C_{ijkl} \lambda B_{kl} \] \quad (3.5.7c)
In equation (3.5.7), \( \varepsilon_{ij}^e \) is the elastic strain, \( \varepsilon_{ij} \) is the total strain, \( \varepsilon_{ij}^p \) is the plastic strain, and \( C_{ijkl} \) is the elastic stiffness matrix.

Using equations (3.5.4) and (3.5.5), the incremental stress strain relation is given as follows

\[
\sigma_{ij} = (C_{ijkl}B_{mn}B_{pq} + C_{ipq} \frac{\partial f}{\partial \alpha_{mn}} d\alpha_{pq} \frac{1}{3} d\varepsilon_{ij}^p) d\varepsilon_{ij} \quad (3.5.8)
\]

Equation (3.5.8) is the well known elasto-plastic stiffness equation in the form, \([D^p] = [D^e] - [D^p] \) (where, \([D^p] \) represents the elasto-plastic stiffness, \([D^e] \) represents the elastic stiffness, and \([D^p] \) represents the plastic reduction). The explanation of the variables is presented in the next section. From equation (3.5.8), one can find that the back stress \( \sigma_{ij} \) directly affects the plastic stiffness.

### 3.5.4 Correlation of the Elasto-Plastic Constitutive Relation with the Material Properties

From Dafalias (1987) \( \dot{\alpha}_{ij} \) is defined by equation (3.5.5). Integrating equation (3.5.5) with respect to time \( t \), and expressing it in the incremental form, one obtains:

\[
d\alpha_{ij} = 3 \frac{1 + \varepsilon_{ij}}{\lambda - \kappa} d\varepsilon_{ij}^p \frac{c}{\rho_o} (d\varepsilon_{ij} - xd\alpha_{ij}) \quad (3.5.9)
\]

### 3.5.5 Micro-Mechanical Consideration (Plastic Spin)

Comprehensive understanding of this substructure change and anisotropy is not well known yet. Theoretical and experimental studies were performed by many researchers (Anandarajah, 1994). The model presented here considers the substructure change and anisotropy, and used the anisotropic modified Cam Clay model with plastic spin.
To deal with this substructure change and related anisotropy, one should go down to the substructure level (micro-mechanical behavior of the geo-materials) essentially. As discussed earlier there are several approaches for incorporating the micro-mechanical behavior of soils into the macro-mechanical modeling of soils such as the micorplane approach (Bazant and Kim, 1986), modified spin tensor (Dafalias, 1998; Lee, 1993), micro-mechanical models (Dobry et al., 1991) etc. Even though the atomic or molecular level approach will be the ultimate goal for implementing the micro-behavior of the material, however, the above mentioned methods are computationally feasible at this time (computation time, numerical error accumulation). The plastic spin tensor method modifies the spin tensor in the constitutive equation due to the substructure change. Substructure change may be illustrated by the rotation or realignment of soil grains. Rotation or realignment of the soil grains is the result of residual stresses which are embedded in the soil grains or other substructures. The embedded residual stress energy is part of the applied energy, thus the constitutive equation must consider these terms for the correct equilibrium conditions. The beauty of the plastic spin approach is that it is physically correct and can be incorporated easily into the macro-mechanical modeling.

The embedded stress is the definition of back stress. Thus by incorporating the back stress in the modified Cam Clay model, the plastic spin and the theory of mixtures, a fully anisotropic, finite strain soil constitutive equation is obtained.

With the anisotropic Modified Cam Clay model, the combined isotropic and kinematic hardening behavior is simulated. In equation (3.5.8), the elasto-plastic
modulus is expressed in terms of the back stress $p\alpha_{ij}$. Using the back stress $p\alpha_{ij}$, the plastic spin is computed as will be indicated in this section. From now on $p\alpha_{ij}$ is expressed as $\alpha_{ij}$, for convenience.

**Equation of equilibrium of the external and internal forces in an updated Lagrangian reference frame**

A schematic diagram of the updated Lagrangian reference frame is shown in Figure 3.5.4. As shown in Figure 3.5.4, the incremental scheme is used and the configuration is updated at every calculation step. From Bathe (1996), the principle of virtual work in an updated Lagrangian reference frame is obtained by equation (3.5.10):

$$R^{n+1} = \int_{V}^{n+1} S_{AB} \delta(\varepsilon_{AB}) d^nV$$  \hspace{1cm} (3.5.10)

In equation (3.5.10), $^nV$ is the volume of the element at the $n^{th}$ configuration, $^{n+1}S_{AB}$ is the second Piola-Kirchoff stress from $n^{th}$ to $(n+1)^{th}$ configuration, $\delta^{n+1}\varepsilon_{AB}$ is the increment of Green-Lagrangian strain from $n^{th}$ to $(n+1)^{th}$ configuration and $R^{n+1}$ is the external force at the $(n+1)^{th}$ configuration.

Equation (3.5.10) can be now expressed as follows:

$$R^{n+1} = \int_{V}^{n} (\sigma_{AB} + \Delta_n S_{AB}) \delta(\varepsilon_{AB} + \eta_{AB}) d^nV$$

$$= \int_{V}^{n} (\sigma_{AB} \delta(\varepsilon_{AB} + \eta_{AB}) d^nV + \int_{V}^{n} \Delta_n S_{AB} \delta(\varepsilon_{AB} + \eta_{AB}) d^nV$$  \hspace{1cm} (3.5.11)

In equation (3.5.11), $\Delta_n S_{AB}$ is the increment of the second Piola-Kirchoff stress at the $n^{th}$ configuration, $^n\varepsilon_{AB}$ is the linear strain at the $n^{th}$ configuration, and $^n\eta_{AB}$ is the non-linear strain at the $n^{th}$ configuration.
Figure 3.5.4, Updated Lagrangian reference frame
In equation (3.5.11), $\Delta S_{AB}$ can be expressed as:

$$\Delta S_{AB} = \int_{t}^{t+\Delta t} \dot{S}_{AB} dt$$

(3.5.12)

In equation (3.5.12) $\dot{S}_{AB}$ is the time rate of second Piola-Kirchoff stress. From Voyiadjis and Abu-Farsakh (1997), Voyiadjis (1988), and Voyiadjis and Kattan (1989), $\dot{S}_{AB}$ can be expressed as follows considering the effective stress and the pore water pressure, but assuming the plastic spin to be zero:

$$\dot{S}_{AB} = D^*_{ABCD} \dot{\varepsilon}_{CD} + J^* X^*_A X^*_B X^*_C X^*_D \dot{P}_w \delta_{ab}$$

(3.5.13)

The superscript "s" is used to distinguish the stress and strains of soils from those of water. In equation (3.5.13), $D^*_{ABCD}$ is expressed as follows:

$$D^*_{ABCD} = [D_{abcd} - \sigma''_{cd} \delta_{ad} - \sigma''_{ac} \delta_{bd} + \sigma''_{ab} \delta_{cd} + P_w \delta_{ab} \delta_{cd}$$

$$- 2P_w \delta_{ac} \delta_{bd} J^* X^*_A X^*_B X^*_C X^*_D]$$

(3.5.14)

The symbol "" is used to describe the effective stress. In equations (3.5.13) through (3.5.14), $D^*_{ABCD}$ is the modified elasto plastic modulus, $X^*_A =\partial X^*_A / \partial X^*_A$, $\dot{\varepsilon}_{CD}$ is the strain rate, $P_w$ is the pore water pressure, $\dot{P}_w$ is the pore pressure rate, $D_{abcd}$ is the elasto-plastic modulus, and $J$ is the Jacobian.

However, the plastic spin may not be negligible in reality though it is agreed that the plastic spin is not considered in the general (isotropic) MCCM. In this paper, kinematic hardening is coupled with AMCCM, and the plastic spin is incorporated.

**Plastic Spin**

By incorporating the plastic spin, equation (3.5.13) is modified such that:

$$\dot{S}_{AB} = [D_{abcd} - \sigma''_{cd} \delta_{ad} - \sigma''_{ac} \delta_{bd} + \sigma''_{ab} \delta_{cd} - P_w \delta_{ab} \delta_{cd}$$
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Equation (3.5.15) is expressed into a simpler form such that:

\[ S'_{AB} = D'^{\text{ABCD}} \delta_{CD} + D'^{\text{ABCD}} \delta_{CD} - J^i X_{a,a} X_{b,b} \dot{\delta}_{ab} \]  

(3.5.16)

In equation (3.5.16), \( D'^{\text{ABCD}} \) is the one defined by equation (3.5.14).

\( D_{a,b,c,d}^{\text{ABCD}} \) is explained as follows. The relation between the plastic spin tensor and the backstress tensor is given by Dafalias (1983, 1985), Lee et al. (1983), Paulin and Pecherski (1985), and Voyiadjis and Kattan (1989, 1990, 1991) as shown below:

\[ W' = \eta(\alpha d' - d' \alpha) \]  

(3.5.17)

In equation (3.5.17), \( \eta \) is a scalar function. The strain rate \( d' \) represents the strain rate of solid grains, and can be decomposed as shown below:

\[ d'_{\text{nn}} = d'_{\text{nn}} + d'_{\text{mm}} \]  

(3.5.18)

In equation (3.5.18), \( d'_{\text{nn}} \) is the total strain rate, \( d'_{\text{mm}} \) is the elastic strain rate, and \( d'_{\text{mm}} \) is the plastic strain rate. \( d'_{\text{nn}} \) is the same as \( \dot{\epsilon}_{\text{nn}} \), however, it is denoted as \( d'_{\text{nn}} \) for consistency with most notations implying strain rates for finite deformations.

The plastic component of the strain rate can be expressed as follows:

\[ d'_{ij} = \frac{<L>}{H} n_{ij} \]  

(3.5.19)

In equation (3.5.19), \( <L> \) is \( \dot{\sigma}_{ij} n_{ij} \), \( H \) is the hardening modulus, and \( n_{ij} \) is the normal to the yield surface. For the elastic behavior one obtains:

\[ \dot{\sigma}_{kl} = E_{klmn} d'_{mn} \]  

(3.5.20)
In equation (3.5.20) $E'_{klnn}$ is the modulus of elasticity corresponding to the solid grains, and is expressed as follows:

$$E'_{klnn} = \lambda' \delta_{kl} \delta_{mn} + G' (\delta_{km} \delta_{ln} + \delta_{kn} \delta_{lm})$$  \hspace{1cm} (3.5.21)

In equation (3.5.21), $\lambda'$ and $G'$ are Lame's constants. Using equations (3.5.18), (3.5.19), and (3.5.20), equation (3.5.22) is obtained:

$$\sigma_{kl} = E'_{klnn} \left( d_{mn}^\gamma - \frac{< L_\gamma >}{H} n_{mn} \right)$$  \hspace{1cm} (3.5.22)

Taking the inner product of the corotational stress tensor with the normal to the yield surface $\sigma_{kl} n_{kl}$, one obtains:

$$\sigma_{kl} n_{kl} = E'_{klnn} d_{mn}^\gamma n_{kl} \left( d_{mn}^\gamma \right) - \frac{E'_{klnn} L n_{kl} n_{mn}}{H}$$  \hspace{1cm} (3.5.23)

But $\sigma_{kl} n_{kl} = L$, thus equation (3.5.23) is rewritten into the following form:

$$L (H + E'_{klnn} n_{kl} n_{mn}) = HE'_{klnn} d_{mn}^\gamma n_{kl}$$  \hspace{1cm} (3.5.24)

One can now solve for $L$:

$$L = \frac{HE'_{klnn} d_{mn}^\gamma n_{kl}}{H + E'_{klnn} n_{ab} n_{cd}}$$  \hspace{1cm} (3.5.25-a)

$$= c H E'_{klnn} d_{mn}^\gamma n_{kl}$$  \hspace{1cm} (3.5.25-b)

In equation (3.5.25-b), $c$ is given as follows:

$$c = \frac{H}{H + D_{abcd} n_{ab} n_{cd}}$$  \hspace{1cm} (3.5.26)

Substituting equation (3.5.25-b) into equation (3.5.19), one obtains:

$$d_{ij}^\gamma = \frac{c E'_{klnn} d_{mn}^\gamma n_{kl} n_{ij}}{H}$$  \hspace{1cm} (3.5.27)
Equation (3.5.27) may be rewritten in a simpler form:

\[ d_{ij}^r = M_{ijmn}d_{mn} \]  

(3.5.28)

In equation (3.5.28), \( M = c \ C_k^l n_k n_j / H \).

Substituting equation (3.5.28) into equation (3.5.17) gives:

\[ W^r = \eta (\alpha_{am} d_{mb}^r - d_{an}^r \alpha_{nb}) \]  

(3.5.29)

\[ = \eta N_{abcd} d_{cd}^r \]  

(3.5.30)

In equation (3.5.30), \( N_{abcd} \) is defined as \( (\alpha_{am} M_{mbcd} - M_{an} \alpha_{nb}) \).

Constitutive Relation Including Plastic Spin

The expression \( [\sigma_{mb}^r W_{ma}^r + \sigma_{aj}^r W_{ja}^r] \) in equation (3.5.15) is obtained as follows:

\[ [\sigma_{mb}^r W_{ma}^r + \sigma_{aj}^r W_{ja}^r] = [\sigma_{mb}^r \eta N_{muca} d_{cd}^r + \sigma_{aj}^r \eta N_{jbcld} d_{cd}^r] \]  

(3.5.31-a)

\[ = \eta [\sigma_{mb}^r N_{muca} + \sigma_{aj}^r N_{jbcld}] d_{cd}^r \]  

(3.5.31-b)

By making use of the relation \( d_{cd}^r = X_{Cc} X_{Dd} \dot{\epsilon}_{CD} \), and multiplying \( J X_{Aa} X_{Bb} \) to both sides equation (3.5.31-b) is rewritten in the following form:

\[ [\sigma_{mb}^r W_{ma}^r + \sigma_{aj}^r W_{ja}^r] J X_{Aa} X_{Bb} \]  

\[ = \eta [\sigma_{mb}^r N_{muca} + \sigma_{aj}^r N_{jbcld}] (J X_{Aa} X_{Bb} X_{Cc} X_{Dd}) \dot{\epsilon}_{CD} \]  

(3.5.32-a)

\[ = D_{ABCD}^{**} \dot{\epsilon}_{CD} \]  

(3.5.32-b)

In equation (3.5.32-b) \( D_{ABCD}^{**} \) is defined as:

\[ D_{ABCD}^{**} = \eta [\sigma_{mb}^r N_{muca} + \sigma_{aj}^r N_{jbcld}] (J X_{Aa} X_{Bb} X_{Cc} X_{Dd}) \]  

(3.5.33)

From equation (3.5.33) and (3.5.16), equation (3.5.34) is obtained:

\[ \dot{S}_{AB} = D_{ABCD}^{**} \dot{\epsilon}_{AB} + D_{ABCD}^{**} \dot{S}_{ab} - J^{*} X_{Aa} X_{Bb} \dot{\epsilon}_{CD} \delta_{ab} \]  

(3.5.16)
\[
\dot{S}_{AB} = D^{***}_{ABCD} \dot{\varepsilon}_{AB} - J^i X^i_{A,a} X^i_{B,b} \dot{P}_w \delta_{ab} \quad (3.5.34)
\]

In equation (3.5.34), \(D^{***}_{ABCD}\) is defined as \(D^*_{ABCD} + D''_{ABCD}\). Substituting equation (3.5.34) into equation (3.5.13) one obtains the new expression for the second Piola-Kirchhoff stress:

\[
\Delta_s S_{AB} = \int_0^{\Delta t} \dot{S}_{AB} \, dt \quad (3.5.13)
\]

\[
= D^{***}_{ABCD} \Delta \varepsilon_{CD} + J^i X^i_{A,a} X^i_{B,b} \Delta P_w \delta_{ab} \quad (3.5.35)
\]

Substituting equation (3.5.35-b) into equation (3.5.12) and neglecting \(\Delta \eta \cdot \eta\) term (infinitesimal in incremental scheme), equation (3.5.36) is obtained:

\[
^\eta R = \int_V (\sigma^{\eta}_{AB} + \eta P_w \delta_{AB}) \delta^\eta \varepsilon_{AB} d^\eta V
\]

\[
+ \int_V (\sigma^{\eta}_{AB} + \eta P_w \delta_{AB}) \delta^\eta \eta_{AB} d^\eta V
\]

\[
+ \int_V D^{***}_{ABCD} (\Delta_s \varepsilon_{AB} + \Delta^\eta \eta_{AB}) \delta^\eta \varepsilon_{AB} d^\eta V
\]

\[
+ \int_V D^{***}_{ABCD} (\Delta_s \varepsilon_{AB}) \delta^\eta \eta_{AB} d^\eta V
\]

\[
+ \int_V J^i X^i_{A,a} X^i_{B,b} \delta_{ab} \Delta P_w (\sigma^{\eta}_{AB} + \eta \eta_{AB}) d^\eta V \quad (3.5.36)
\]

Equation (3.5.36) is the equation of equilibrium of the external and internal forces in an updated Lagrangian reference frame expressed in terms of the effective stress and pore water pressure.

So far, the relationship between the pore water pressure and the hydraulic conductivity is not shown. This relationship can be derived from Prevost (1980) such that:
In equation (3.5.37), \( \rho^s \) is the mass density of the soil, \( \rho^w \) is the mass density of the water, \( \mathbf{a}^w \) is the acceleration of water, \( \mathbf{K}^{ws} \) is the hydraulic conductivity tensor, \( \rho_w \) is the density of water, \( \mathbf{v}^s \) is the solid velocity, \( \mathbf{P}_w \) is the pore water pressure, and \( \mathbf{b} \) is the body force vector. In the case when the acceleration is negligible, equation (3.5.37) reduces to:

\[
- \text{div} \left[ \left( \frac{n^w}{\rho^w} \right) \mathbf{K}^{ws} (\text{grad} \ \mathbf{P}_w - \rho_w \mathbf{b}) \right] + \text{div} \ \mathbf{v}^s = 0 \quad (3.5.38)
\]

For an upgraded Lagrangian reference frame, equation (3.5.38) can be expressed as follows:

\[
J^i C^s_{ij} \dot{\mathbf{e}}_{ij} - J C^s_{ij} C^i_{jkl} X_{b,a} \frac{\partial}{\partial X^p} \left[ \frac{n^w}{\rho_w} \mathbf{K}^{ws} X_{a,A} \left( \frac{\partial \mathbf{P}_w}{\partial X^b} - \rho_w \mathbf{b} \right) \right] = 0 \quad (3.5.39)
\]

In equation (3.5.39), \( \mathbf{C}^s_{ij} = \mathbf{X}^s_{k,l} \mathbf{X}^s_{k,l} \), \( \dot{\mathbf{e}}_{ij} \) is the strain rate tensor, \( \mathbf{X}^s_{a,A} = \partial^s \mathbf{X}_a / \partial^s \mathbf{X}_A \), \( \mathbf{b} = \mathbf{b} / \mathbf{X}^s_{b,b} \), and \( J \) is the Jacobian. Using equations (3.5.37) and (3.5.39), the coupling of the stress, deformation, pore water pressure, and hydraulic conductivity is obtained. In matrix form, the coupling of equations (3.5.36) and (3.5.39) is expressed as shown below:

\[
\begin{bmatrix}
\mathbf{K} & -\mathbf{\Omega} & \Delta \mathbf{U} \\
-\mathbf{\Omega} & \mathbf{\Psi} & \Delta \mathbf{W} \\
\end{bmatrix} = 
\begin{bmatrix}
\mathbf{\Phi} \\
\mathbf{\Pi} \\
\end{bmatrix} \quad (3.5.40)
\]

In equations (3.5.40), \( \mathbf{K} \) is the stiffness matrix, \( \mathbf{\Omega} \) is the coupling matrix, \( \mathbf{\Psi} \) is the flow matrix, \( \Delta \mathbf{U} \) is the incremental nodal displacement, \( \Delta \mathbf{W} \) is the incremental pore water pressure, and \( t \) is the incremental time. More details of equations (3.5.40) are given below.
\[ K = K_L + K_{nl} + K' \]  \hspace{1cm} (3.5.41)

\[ K_L = \int B_L^T D^{\text{vol}} B_L \, d^V \]  \hspace{1cm} (3.5.42)

\[ K_{nl} = \int B_{NL}^T D^{\text{vol}} B_{NL} \, d^V \]  \hspace{1cm} (3.5.43)

\[ K' = \int B_{NL}^T \sigma_b B'_{NL} \, d^V \]  \hspace{1cm} (3.5.44)

\( B_{NL}^* \) is the geometric nonlinear strain displacement matrix.

\[ \Delta U = \text{incremental nodal displacement} \]

\[ \Omega = \int \bar{J} X^t \dot{X}_a X^b \{ n B_L^T + B_{nl}^T \} \bar{N} \, d^V \]  \hspace{1cm} (3.5.45)

\[ \bar{N} = mN, m^T = \{1,1,0\} \]  \hspace{1cm} (3.5.46)

\[ \Delta W = \text{incremental nodal pore water pressure} \]

\[ \Phi = \psi^R - \int \sigma_b B_L^T \, d^V \]  \hspace{1cm} (3.5.47)

\[ \Psi = \int \{ n (\bar{n} / \rho_w) C_{\bar{ij}} C_{\bar{ij}} - K_{AB}^w N_a N_b \} \, d^V \]  \hspace{1cm} (3.5.48)

\[ \Pi = \delta G - \delta \Psi W + \int q_a \bar{P}_w d^V \]  \hspace{1cm} (3.5.49)

\[ G = - \int \{ n n^w C_{\bar{ij}} C_{\bar{ij}} - K_{AB}^w N_a N_b \} \, d^V \]  \hspace{1cm} (3.5.50)

Thus, by solving equation (3.5.40), one can predict the behavior of the soil with AMCCM which is coupled with the large strain elasto-plastic constitutive equations in an updated Lagrangian reference frame which is again coupled with the theory of mixtures.
The previously discussed AMCCM and plastic spin theory were coded in a FORTRAN finite element program with the incremental scheme and analyses were carried out for the piezocone penetration test.

3.6 Numerical Formulation

The finite element discretization is used here for the displacement $u$ and the pore water pressure $P_w$ as follows:

$$u = h \cdot U$$  \hspace{1cm} (3.5.51)

$$P_w = N \cdot W$$  \hspace{1cm} (3.5.52)

In equation (3.5.52), $h$ is the displacement shape function, $N$ is the pore water pressure shape functions, $U$ is the nodal displacement, and $W$ is the nodal pore water pressure. The linear and nonlinear strains can be expressed as follows:

$$e = B_L \cdot U$$  \hspace{1cm} (3.5.53a)

$$\eta = \frac{1}{2} B_{NL} \cdot U$$  \hspace{1cm} (3.5.53b)

The variation of the linear and nonlinear strains are given as follows:

$$\delta e = B_L \cdot \delta U$$  \hspace{1cm} (3.5.54a)

$$\delta \eta = \frac{1}{2} B_{NL} \cdot \delta U$$  \hspace{1cm} (3.5.54b)

The pore water pressure gradient is given such that:

$$\frac{\partial P_w}{\partial X_s} = N \cdot W$$  \hspace{1cm} (3.5.54c)

In equation (3.5.54) $B_L$ and $B_{NL}$ are the linear and nonlinear strain-displacement matrices. Substitution of equations (3.5.52) and (3.5.54) into equation (3.5.36), one obtains:
\[ \delta U^T (\kappa L + \kappa_{NL} + \kappa^T_{NL} + \kappa^T) \Delta U - \delta U^T \cdot \Omega \Delta W = \delta U^T \cdot \Phi \] (3.5.55)

The equation is valid for any \( \delta U^T \) and therefore one obtains:

\[
(\kappa L + \kappa_{NL} + \kappa^T_{NL} + \kappa^T) \Delta U - \Omega \Delta W = \Phi \] (3.5.56)

Making use of the following expression:

\[
\kappa = (\kappa L + \kappa_{NL} + \kappa^T_{NL} + \kappa^T)
\]

the above equation is expressed as follows:

\[
\kappa \Delta U - \Omega \Delta W = \Phi \] (3.5.57)

The components of \( \kappa \) are expressed as follows:

\[
\kappa L = \int_{\Omega} B^T L \cdot D^{\kappa} \cdot B L \cdot d^V \] (linear stiffness matrix) (3.5.58)

\[
\kappa_{NL} = \int_{\Omega} B^T_{NL} \cdot D^{\kappa}_{NL} \cdot B_{NL} \cdot d^V \] (non-linear stiffness matrix) (3.5.59)

\[
\kappa^T = \int_{\Omega} C_{NL} \cdot d^V \] (non-linear geometric stiffness matrix) (3.5.60-a)

where, \( C_{NL} \) is

\[
C_{NL} = B^{T}_{NL} \cdot \sigma_{n} \cdot B_{NL} \] (3.5.60-b)

\( \Omega \) in equation (3.5.85) is expressed as follows:

\[
\Omega = \int_{\Omega} J^T X^{' \prime} X^{\prime \prime} (B^T_{L} + B^T_{NL}) \bar{N}_{ab} \cdot d^V \] (coupling matrix) (3.5.61)

where

\[
\bar{N} = mN \] (3.5.62)

In equation (3.5.62), \( m^T = \{1 1 0\} \) for two dimensions and \( m^T = \{1 1 1 0 0\} \) for three dimensions such that:

\[
\sigma = \sigma' + m P_w \] (3.5.63)
\( n \Phi \) in equation (3.5.58) is expressed as follows:

\[
_n \Phi = \pi^1 \mathbf{R} - \int_{n \mathbf{B}^T} \sigma d^n V \tag{3.5.64}
\]

The condition that the continuity equation (3.5.39) applies throughout the continuum and using Galerkin’s weighted residual method requires that:

\[
\int_{n \mathbf{w}} [J^* C_{ij} \hat{\epsilon}_{ij} - J^* C_{ij} \hat{C}_{ij}^{-1} \frac{\partial}{\partial x_A} \left\{ \frac{n^w}{\gamma_w} K_{AB}^{WS} \left( \frac{\partial P}{\partial x_B} - \rho_w B_B \right) \right\}] \frac{P}{d^n V} d^n V = 0 \tag{3.5.65}
\]

The weak form of above equation is obtained by applying Green’s theory (Zienkiewicz, 1977) as follows:

\[
\int_{n \mathbf{w}} J^* C_{ij} \hat{\epsilon}_{ij} P_{w} d^n V - \int_{n \mathbf{w}} \frac{n^w}{\gamma_w} J^* C_{RS}^{-1} C_{RS}^{-1} K_{AB}^{WS} \left( \frac{\partial P}{\partial x_B} - \rho_w B_B \right) \frac{\partial P}{\partial x_A} d^n V = 0 \tag{3.5.66}
\]

where,

\[
P_w = N \tilde{w} \tag{3.5.67}
\]

is the weighted residual (virtual pore pressure). The pressure gradient is given as follows:

\[
\frac{\partial P}{\partial x_A} = N_A \tilde{w} \tag{3.5.68}
\]

\( q_n \) is the seepage velocity normal to the boundary surface. Substituting equation (3.5.54) and (3.5.68) into equation (3.5.66), one obtains:

\[- n \Omega^T \dot{u} + n \Psi W = G - \int_{n \mathbf{w}} q_n P_w d^n A \tag{3.5.69}\]

\[
\Psi = \int_{n \mathbf{w}} \frac{n^w}{\gamma_w} J^* C_{RS}^{-1} C_{RS}^{-1} K_{AB}^{WS} N_n N_B B_B d^n V \tag{3.5.70}
\]
Equation (3.5.69) can be solved by various processes of time stepping as follows:

\[ u^{n+1} = u^n + \delta t_n \ddot{u}^{n+1} \]  \hspace{1cm} (3.5.71)

where

\[ u^{n+1} = (1 - \beta)u^n + \beta \ddot{u}^{n+1} \]  \hspace{1cm} (3.5.72)

such that a particular value of \( \beta \) corresponds to a particular integration rule. For example, \( \beta = 0 \) corresponds to a forward difference integration, \( \beta = 1/2 \) corresponds to a linear variation and the trapezoidal integration, and \( \beta = 1 \) corresponds to a backward difference integration. Considering the stability of the numerical time integration scheme, it is found that for stability \( \beta \geq \frac{1}{2} \) is required (Prevost, 1981).

Here the backward difference scheme is adapted with \( \beta = 1 \). Therefore equation (3.5.71) becomes:

\[ u^{n+1} = u^n + \delta t_n \dot{u}^{n+1} \]  \hspace{1cm} (3.5.73)

Equation (3.5.69) maybe expressed as follows:

\[ -\frac{\partial}{\partial t} \delta t \ddot{u}^{n+1} + \Psi \delta t_n W^{n+1} = \delta t_n G - \delta t \int_{\Omega} q_n \bar{p} \, d^A \]  \hspace{1cm} (3.5.74)

Utilizing the following relationships:

\[ \Delta U = \delta t_n \dot{u}^{n+1} \]  \hspace{1cm} (3.5.75)

\[ W^{n+1} = W^n + \Delta W \]  \hspace{1cm} (3.5.76)

equation (3.5.74) can be rewritten as follows:

\[ -\frac{\partial}{\partial t} \Delta U + \Theta \delta t \Delta W = n \Pi \]  \hspace{1cm} (3.5.77)

where, \( n \Pi \) is defined as follows:
\[ \Pi = \delta t_n G - \delta t_n \Psi W - \int_{\Omega} q_n \vec{P} \cdot d^*A \] (3.5.78)

Upon assembly of equations (3.5.58) and (3.5.77), one obtains the following coupled equations for the two-phase media:

\[
\begin{bmatrix}
\delta K & -\delta \Omega \\
-\delta \Omega & \delta \Omega^T
\end{bmatrix}
\begin{bmatrix}
\Delta U \\
\Delta W
\end{bmatrix}
= \begin{bmatrix}
\delta \Phi \\
\delta \Pi
\end{bmatrix}
\] (3.5.79)

3.7 Finite Element Implementation

The proposed coupled system of equations derived earlier are implemented into the finite element program CS-Soil developed by the author under the supervision of Dr. Voyiadjis. This program is used for the solution of the time-dependent deformation of the soil problem. In order to illustrate the process, element matrices are derived for 8-noded isoparametric plane strain element Q8P4. The use of the isotroparametric elements has an advantage due to their capability in describing the curved boundaries in the deformed configurations. The shape functions \( N \) for the 8-noded isoparametric element is given as follows:

\[
h = \begin{bmatrix}
h_1 & 0 & h_2 & 0 & h_3 & 0 & h_4 & 0 & h_5 & 0 & h_6 & 0 & h_7 & 0 & h_8 & 0 \\
0 & h_1 & 0 & h_2 & 0 & h_3 & 0 & h_4 & 0 & h_5 & 0 & h_6 & 0 & h_7 & 0 & h_8
\end{bmatrix}
\] (3.5.80)

The element displacements are related to the nodal displacement using the shape functions \( h \) as follows:

\[ u_i = \sum_{k=1}^{8} h_k u_i^{(k)} \] (3.5.81)

The linear and nonlinear incremental strains are related to the displacement derivatives as follows:
\[ n e_{AB} = \frac{1}{2} ( n u_{A,B} + n u_{B,A} ) \]  
(3.5.82)

\[ n \eta_{AB} = \frac{1}{2} ( n u_{K,A} \cdot n u_{K,B} ) \]  
(3.5.83)

Since the shape functions \( h \) are expressed in terms of the local coordinates \( r \) and \( s \), the chain rule is applied in order to refer the displacement derivatives in terms of the global coordinates. The chain rule implies the following:

\[
\begin{bmatrix}
\frac{\partial h}{\partial r} \\
\frac{\partial h}{\partial s}
\end{bmatrix} = [J] \begin{bmatrix}
\frac{\partial h}{\partial x_1} \\
\frac{\partial h}{\partial x_2}
\end{bmatrix}
\]  
(3.5.84)

where

\[
[J] = \begin{bmatrix}
j_{11} & j_{12} \\
j_{21} & j_{22}
\end{bmatrix} = \begin{bmatrix}
\frac{\partial x_1}{\partial r} & \frac{\partial x_2}{\partial r} \\
\frac{\partial x_1}{\partial s} & \frac{\partial x_2}{\partial s}
\end{bmatrix}
\]  
(3.5.85)

The inverse of equation (3.5.84) gives the following relations:

\[
\begin{bmatrix}
\frac{\partial h}{\partial x_1} \\
\frac{\partial h}{\partial x_2}
\end{bmatrix} = [J]^{-1} \begin{bmatrix}
\frac{\partial h}{\partial r} \\
\frac{\partial h}{\partial s}
\end{bmatrix}
\]  
(3.5.86)

The displacement derivatives with respect to the global coordinates are given as follows:

\[
\frac{\partial u_i}{\partial x_j} = \sum_{k=1}^{8} \frac{\partial h_k}{\partial x_j} U^{(k)} \quad (i = 1, 2; j = 1, 2)
\]  
(3.5.87)

where
\[
\frac{\partial h_x}{\partial \nu^X_j} = J_{ji}^{-1} \frac{\partial h_x}{\partial r} + J_{j2}^{-1} \frac{\partial h_x}{\partial s} \quad (3.5.88)
\]

By using the previous expressions and the nodal displacements, the deformation gradient matrix \( F \) for the increment displacement can be obtained as follows:

\[
F = \begin{bmatrix}
\frac{\partial u_1}{\partial \nu^X_1} & \frac{\partial u_1}{\partial \nu^X_2} \\
\frac{\partial u_2}{\partial \nu^X_1} & \frac{\partial u_2}{\partial \nu^X_2}
\end{bmatrix}
\quad (3.5.89)
\]

Once the deformation gradient matrix is obtained, the linear and nonlinear incremental strains can be computed. Using the definition of equation (3.5.82), the linear strain displacement matrix \( B_L \) is expressed as follows:

\[
[B_L] = \begin{bmatrix}
^n h_{1,1} & 0 & ^n h_{2,1} & 0 & ... & ^n h_{7,1} & 0 & ^n h_{8,1} & 0 \\
0 & ^n h_{1,2} & 0 & ^n h_{2,2} & 0 & ... & 0 & ^n h_{7,2} & 0 & ^n h_{8,2} \\
^n h_{1,2} & ^n h_{1,1} & ^n h_{2,2} & ^n h_{2,1} & ... & ^n h_{7,2} & ^n h_{7,1} & ^n h_{8,2} & ^n h_{8,1}
\end{bmatrix}
\quad (3.5.90)
\]

From equation (3.5.90), the nonlinear strain-displacement matrix \( B_{NL} \) can be expressed as follows:

\[
B_{NL} = G \cdot Q \cdot H \quad (3.5.91)
\]

where

\[
[G] = \begin{bmatrix}
^n h_{1,1} & 0 & ^n h_{1,1} & 0 & ^n h_{2,1} & 0 & ... & ^n h_{8,1} & 0 & ^n h_{8,1} & 0 \\
0 & ^n h_{1,2} & 0 & ^n h_{1,2} & 0 & ^n h_{2,2} & 0 & ... & 0 & ^n h_{8,2} & 0 & ^n h_{8,2} \\
^n h_{1,2} & ^n h_{1,1} & ^n h_{1,2} & ^n h_{2,1} & ... & ^n h_{8,2} & ^n h_{8,1} & ^n h_{8,2} & ^n h_{8,1}
\end{bmatrix}
\quad (3.5.92)
The nonlinear matrix $\mathbf{Q}_{nl}$ is given as follows:

$$
[\mathbf{Q}]^T = \begin{bmatrix}
\sigma_1^1 & 0 & 0 & \sigma_1^2 & 0 & 0 & 0 & \ldots & \sigma_1^8 & 0 & 0 & 0 \\
0 & \sigma_1^1 & 0 & 0 & \sigma_1^2 & 0 & 0 & 0 & \ldots & \sigma_1^8 & 0 & 0 \\
0 & 0 & \sigma_2^1 & 0 & 0 & \sigma_2^2 & 0 & 0 & 0 & \ldots & \sigma_2^8 & 0 \\
0 & 0 & 0 & \sigma_2^1 & 0 & 0 & \sigma_2^2 & 0 & 0 & 0 & \ldots & \sigma_2^8 \\
\end{bmatrix}
$$

(3.5.93)

The geometric nonlinear strain displacement matrix $[\mathbf{H}]$ can be arranged in the following form:

$$
[\mathbf{H}] = \begin{bmatrix}
\sigma_{h,1,1} & 0 & \sigma_{h,2,1} & 0 & \ldots & \sigma_{h,7,1} & 0 & \sigma_{h,8,1} & 0 \\
\sigma_{h,1,2} & 0 & \sigma_{h,2,2} & 0 & \ldots & \sigma_{h,7,2} & 0 & \sigma_{h,8,2} & 0 \\
0 & \sigma_{h,1,1} & 0 & \sigma_{h,2,1} & \ldots & 0 & \sigma_{h,7,1} & 0 & \sigma_{h,8,1} \\
0 & \sigma_{h,1,2} & 0 & \sigma_{h,2,2} & \ldots & 0 & \sigma_{h,7,2} & 0 & \sigma_{h,8,2} \\
\end{bmatrix}
$$

(3.5.94)

The nonlinear matrix $\mathbf{C}_{NL}$ is given as follows:

$$
[\mathbf{C}_{NL}] = [\mathbf{B}^*_{NL}]^T [\sigma] [\mathbf{B}^*_{NL}]
$$

(3.5.95)

The geometric nonlinear strain displacement matrix $[\mathbf{B}^*_{NL}]$ can be arranged in the following form:

$$
[\mathbf{B}^*_{NL}] = \begin{bmatrix}
\sigma_{h,1,1} & 0 & \sigma_{h,2,1} & 0 & \ldots & \sigma_{h,7,1} & 0 & \sigma_{h,8,1} & 0 \\
\sigma_{h,1,2} & 0 & \sigma_{h,2,2} & 0 & \ldots & \sigma_{h,7,2} & 0 & \sigma_{h,8,2} & 0 \\
0 & \sigma_{h,1,1} & 0 & \sigma_{h,2,1} & \ldots & 0 & \sigma_{h,7,1} & 0 & \sigma_{h,8,1} \\
0 & \sigma_{h,1,2} & 0 & \sigma_{h,2,2} & \ldots & 0 & \sigma_{h,7,2} & 0 & \sigma_{h,8,2} \\
\end{bmatrix}
$$

(3.5.96)

and the stress $[\sigma]$ is given by:

$$
[\sigma] = \begin{bmatrix}
\sigma_{11} & \sigma_{21} & 0 & 0 \\
\sigma_{21} & \sigma_{22} & 0 & 0 \\
0 & 0 & \sigma_{11} & \sigma_{21} \\
0 & 0 & \sigma_{21} & \sigma_{22} \\
\end{bmatrix}
$$

(3.5.97)
3.8 Program Algorithm

In order to solve the system of nonlinear equations that arise from the mathematical formulation of the coupled equations, the penetration process is applied incrementally and iterations are performed within each incremental penetration. The full Newton-Raphson iterative method is used in order to obtain the convergency. An abridged algorithm procedure is shown as follows. Full details of the algorithm procedure can be referred to Abu-Farsakh (1997) and Kiousis (1985).

**Incremental Loop:**

The total penetration length is divided into smaller increments. At the beginning of each penetration increment, the incremental displacement $\Delta U_{\text{appl}}$ is computed by the total penetration length divided by the number of increments. The Newton-Raphson iterative procedure is carried out within each increment in order to solve for the incremental load $R_{\text{inc}}$ and excess pore pressures $\Delta P_w$.

**Iterative Loop:**

The applied iterative incremental load, $R_{\text{iter}}$ for the first iteration is given by:

$$R_{\text{iter}} = R_{\text{inc}}$$

The Newton-Raphson iteration loop is then carried out as described by the following steps:

1) Convert the iterative applied loads, $R_{\text{iter}}$ to account for the skew boundaries, such that the degrees of freedom at the skew boundary nodes are normal and tangential to the skew boundary.

2) Loop over the whole elements

3) Assemble the global stiffness matrix
4) Use a linear solver to solve the nonlinear equations for the iterative incremental scheme.

5) Rotate back the iterative incremental displacements and loads at the skew boundaries to the original coordinate system.

6) Add the iterative incremental displacement to the previously computed ones.

7) Compute the Lagrangian iterative incremental strains \( \Delta \varepsilon^i \) with respect to the previous configuration from the iterative incremental displacements \( \Delta U^i \).

8) Compute the iterative incremental stresses \( \Delta \sigma^i \) using the sub-incrementation technique and applying certain corrections due to the crossing the yield surface and the return to the yield surface (see Abu-Farsakh (1997) and Kiousis (1985) for details).

9) Update the constitutive matrix \( D \) and calculate the equilibrating forces for the element stresses (\( R_{\text{equil}} \)).

10) Calculate the out of balance (the corrected) load vector from the accumulated applied load vector, \( R_{\text{appl}} \) and the equilibrium load vector, \( R_{\text{eq}} \) as follows:

\[
R_{\text{cor}} = R_{\text{appl}} - R_{\text{equil}}
\]

11) Check the convergence of the solution using a particular convergence criterion. In this work, the displacement criterion is adapted, where the criterion is satisfied when:
\[ \sqrt{\sum \mu_{\text{iter}} \mu_{\text{iter}}} \leq tol \sqrt{\sum \mu_{\text{inc}} \mu_{\text{inc}}} \]

where the tolerance, \( tol \) is taken as 5\% in this work.

If convergence does not meet, repeat the iterative steps 1 through 11.

If convergence meets the criteria, then proceed to the next step.

12) Update the nodal coordinates, by adding the incremental nodal displacements.

13) Move to the next load increment until the total load is applied.

3.9 Application to PCPT to determine Hydraulic Conductivity

Equations (3.5.106) can be applied to PCPT in two ways. The direct application of the above theory to the magnitude of the measured pore pressure is one method. For this case one needs only one value of the pore pressure (thus called one point method, OPM). Typically the pore pressure at the \( u_1 \) position is known to be the most stable one, thus this value shall be used for the OPM.

Equations (3.5.106) can also be used for evaluation of the consolidation of soils (zero displacement but extended time). For this case one needs two pore pressure data at the same location but for different time (thus called the two points method, TPM). Typically the pore pressures at \( u_2 \) and \( u_3 \) positions are suitable for this purpose, and consequently these values shall be used for the TPM.

3.9.1 One Point Method (OPM)

In equation (3.5.106), one can solve it for \( \Delta W \) by inputting the hydraulic conductivity matrix and stress-strain parameters. Also, computing the hydraulic conductivity matrix is possible if the \( \Delta W \) matrix is known. However, the \( \Delta W \) matrix
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represents the distribution of the incremental excess pore pressures around the cone tip, which is not known. The accumulated excess pore pressure at the piezo-element location is the only known (measured). Thus, a straightforward procedure is not possible.

The possible procedure is using the trial and error method by assuming the hydraulic conductivity matrix. With the assumed hydraulic conductivity matrix, the excess pore pressure at the piezo-element location can be computed. This computed value can be compared to the measured value. If both of these two values are close, the assumed hydraulic conductivity matrix is the representative hydraulic conductivity matrix of the soil. These procedures are shown in Figure 3.9.1.

### 3.9.2 Two Points Method (TPM)

This proposed method utilizes the difference of pore water pressure at $u_a$ and $u_3$ locations (See Figure 3.9.2 for $u_a$ and $u_3$ locations). This method is valid only when there is a substantial difference between the pore pressure difference at $u_a$ and $u_3$ locations and the hydraulic properties. The test data and analytical results show that there is a clear difference between $u_a$ and $u_3$ locations. Whittle and Aubeny [1991] showed analytically that there is a clear difference in pore pressure at $u_a$ and $u_3$ locations (See Figure 3.9.3. Robertson et al. [1986] and Juran and Tumay [1989] showed experimentally this behavior. Also, the typical data showed the clear difference in pore pressures at $u_a$ and $u_3$ locations (See Figure 3.9.4). Thus, undoubtedly one can see that there is a clear difference between the pore pressures at $u_a$ and $u_3$ locations. However, one can predict that the difference is very small for the fully undrained condition or the fully drained condition.
Input material properties (except k) and Δu from piezocone penetration test.

Use empirical k vs. Δu relationship for initial k to accelerate the calculation.

Assume k

Use coupled theory of mixtures to evaluate the Δu (by Finite Element Analysis).

measured Δu ≈ computed Δu

Output k

STOP

Figure 3.9.1 Flow chart for the computation of the hydraulic conductivity using the coupled theory of mixtures (Isotropic hydraulic conductivity was assumed for convenience)
From Figure 3.9.5, one can expect that two values of the hydraulic conductivity are obtained from the one value of the pore pressure difference between the \( u_2 \) and \( u_3 \) locations. Thus, the direct relationship between the amount of pore pressure difference at \( u_2 \) and \( u_3 \) locations and the hydraulic conductivity may not be a reasonable way for the quantification.

A second method is utilizing the ratio of the pressure difference to the excess pore pressure at \( u_2 \) or \( u_3 \) locations by modeling the full length of penetration which is equal to the distance between \( u_2 \) and \( u_3 \). For real soils, this ratio will be small for low hydraulic conductivity and high for high hydraulic conductivity. This can be a better way for the quantification. However, this method requires the modeling of PCPT for 15 cm (approximate distance between \( u_2 \) and \( u_3 \) locations) penetration approximately. Modeling PCPT for 15 cm penetration for large strain incremental loading requires exhaustive computational effort, and is not feasible.

A third method is the consolidation approach. The pore pressure at \( u_2 \) and \( u_3 \) locations is different because of consolidation as well as the stress conditions. One can see the possibility that the pore pressure at the \( u_3 \) location is the dissipated pore pressure of the \( u_2 \) location. At the steady state penetration one can reasonably assume that the shearing stress at \( u_2 \) and \( u_3 \) locations is identical. Then the pore pressure difference between \( u_2 \) and \( u_3 \) locations is due to the normal stress difference and pore pressure dissipation. Thus, if one can separate the shear stress induced pore pressure and normal stress induced pore pressure, one can compute the amount of the pore pressure dissipation between the \( u_2 \) and \( u_3 \) locations.
Figure 3.9.2, Typical locations of piezo-elements for piezocone penetrometer
Figure 3.9.3, Excess pore pressure distribution around the cone tip
(after Whittle and Aubeny, 1991)
Figure 3.9.4, Field measured pore pressure from PCPT at Pentre, U.K.
(after Powell and Quartermen, 1997)
Figure 3.9.5, Conceptual relation between pore pressure difference and hydraulic conductivity
This would lead to the hydraulic conductivity of the soil from the \( u_2 \) and \( u_3 \) that is directly measured during the PCPT. This concept is similar to the second method but it has great computational advantage.

Conclusively, the basic idea is that the pore pressure distribution at \( u_2 \) and \( u_3 \) represents the dissipation curve of the normal stress induced excess pore pressure. Thus, starting the virtual consolidation at \( u_2 \) location for the normal stress induced pore pressure with the assumed hydraulic conductivity; one can obtain the pore pressure at \( u_3 \) location. For the consolidation, \( u_2 \) is not taken as the initial pore pressure. The simultaneous generation and dissipation for the pore water is taken into account from the beginning of the PCPT throughout the virtual consolidation. Thus, the implicit drawbacks of the conventional method are inherently removed as well as the explicit drawbacks.
CHAPTER 4. EXPERIMENTS

Both conventional laboratory experiments and calibration chamber penetration tests were carried out in this study. Laboratory tests were aimed to obtain the fundamental material properties for analytical work. Calibration chamber tests were aimed to obtain the penetration pore pressure response at the highly controlled condition.

4.1 Laboratory Experiments

Triaxial tests (CU, UU) and hydraulic conductivity tests are carried out for test specimen (K-33 specimen) according to the referencing ASTM procedure. Details of test results are presented in Table 4.1.1 and Table 4.1.2.

4.2 Calibration Chamber Tests

The Louisiana State University Calibration Chamber System (LSU/CALCHAS) (Figure 4.2.1) is designed by de Lima (1990), de Lima and Tumay (1991, 1992), and Tumay and de Lima (1992). It consists of a calibration chamber, a control panel, data acquisition system, a hydraulics and chucking system, a penetration depth measurement system and cone penetrometers.

4.2.1 Double Wall Flexible Chamber

The LSU/CALCHAS is a double walled flexible chamber (Figure 4.2.2) that can house specimen 525 mm in diameter and 815 mm in height. The two cylindrical shells made of stainless steel 304 plates are 6.35 mm thick. The internal diameter of the inner and outer shells are 560 mm and 580 mm, respectively, and 910 mm high. The shells are designed to withstand a maximum pressure of 1440 kN/m². The sample top plate is 525 mm in diameter and 38.1 mm thick, and made of 6061 T-6 aluminum.
Table 4.1.1, Summary of laboratory test results (K-33)

<table>
<thead>
<tr>
<th>Test Name</th>
<th>Results</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>UU Tri-axial Compression Test</td>
<td>$s_u$ (t/m$^2$)</td>
<td>80 – 85 kPa, Average of 3 tests</td>
</tr>
<tr>
<td>Hydraulic conductivity, $k$ (m/sec)</td>
<td></td>
<td>$2.1 \times 10^{-8}$</td>
</tr>
<tr>
<td>Hydraulic conductivity Test (Constant Head)</td>
<td>Compression Index, $C_c$</td>
<td>0.075, Conducted for triaxial specimen without filter paper around the specimen body</td>
</tr>
<tr>
<td>Consolidation Test</td>
<td>Coefficient of Consolidation, $C_v$ (m$^2$/sec)</td>
<td>$28.3 \times 10^{-3}$ cm$^2$/sec, Kurup (1993), Lim (1999) K-33 specimen</td>
</tr>
<tr>
<td>Index Test</td>
<td>Atterberg Limit (%)</td>
<td>See Table 4.2, Kurup (1993), Kim (1999)</td>
</tr>
<tr>
<td></td>
<td>Natural Water Content (%)</td>
<td>18.5, Kurup (1993), Lim (1999)</td>
</tr>
</tbody>
</table>

Table 4.1.2, Fundamental Properties of the soil mixtures

<table>
<thead>
<tr>
<th>Soil</th>
<th>Liquid Limit (%)</th>
<th>Plastic Limit (%)</th>
<th>Plasticity Index (%)</th>
<th>Specific Gravity ($G_s$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kaolinite</td>
<td>54</td>
<td>28</td>
<td>26</td>
<td>2.66</td>
</tr>
<tr>
<td>Edgar Sand</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>2.67</td>
</tr>
<tr>
<td>K-33</td>
<td>20</td>
<td>14</td>
<td>6</td>
<td></td>
</tr>
</tbody>
</table>
The bottom plate is the base plate of the slurry consolidometer and is similar to the top plate. The sample bottom plate rests on a 525 mm diameter piston. The rubber membrane around the specimen is sealed (watertight) around the top and bottom plates using four “O” rings. The top plate transfers the vertical thrust of the piston on the specimen into the chamber top lid. The top lid made of 6061 T-6 aluminum is 635 mm in diameter and 38.1 mm high. The top lid and top plate have provisions for tests to be conducted at six locations (for the cone to be inserted) in the specimen (Figure 4.2.2). These holes are sealed by adapters during specimen reconsolidation against back pressure. The adapters are specially designed to permit PCPT under back pressure. The top lid is connected to the piston cell ring using twelve stainless steel 304 rods (12.7 mm in diameter). This acts as a self-reacting frame when the specimen is stressed and also provides reaction for the push jack during cone penetration. The inner cell (annular space between the specimen and the inner shell) and outer cell (space between the inner and outer shells) is filled with de-aired water by water lines connected to the top lid.

More details of the calibration chamber equipment can be obtained from de Lima (1990), Lim (1999)

4.2.2 Specimen Boundary Conditions

The LSU/CALCHAS was initially designed for Ko consolidation and to test soils for the following conditions.

- **BC1**: Constant vertical stress and constant lateral stress
- **BC2**: Zero vertical strain and zero lateral strain
- **BC3**: Constant vertical stress and zero lateral strain
- **BC4**: Zero vertical strain and constant lateral stress
Figure 4.2.1, Louisiana State University Calibration Chamber System (LSU/CALCHAS) (after Tumay and de Lima, 1992)
Figure 4.2.2, Schematics of the flexible double wall calibration chamber
(after Kurup, 1993)
Also, a back pressure system was included to ensure saturation of the specimens. In this test, boundary conditions were controlled to achieve the Ko condition.

4.3 The Three-Piezo-element Miniature Penetrometer

4.3.1 Equipment

The three piezo-element miniature penetrometer used for the tests was conceptualized at LSU and fabricated at SAGE Engineers, Houston, Texas specially for this study. A schematic view of the penetrometer is shown in Figure 4.3.1. It has a projected cone area of 2 cm² and a cone apex angle of 60°. The maximum pore pressure capacity is 100 psi (700 kPa). The penetrometer has two set-ups for the combination of the filter location. The available set-ups are for the $u_1$, $u_3$, $u_4$ configuration and $u_2$, $u_3$, $u_4$ configuration (see Figure 4.3.1). The pore pressure transducers are Precision Measurement Miniature Pressure Transducer Model 150F full bridged electric resistor strain gauge type sensors. For $u_1$ or $u_2$ location, the conventional leader hole is used to transmit the water pressure to the sensor (See Figure 4.3.1). During the saturation process, a hypodermic needle is used to inject water in the leader hole. However, for $u_3$ and $u_4$ locations, the leader hole is not adapted by placing the sensing membrane directly on the next to the porous protective cover (see Figure 4.3.1). With this method, saturation process for $u_3$ and $u_4$ piezometers is substantially simplified and the volume displacement during the pore pressure measurement is minimized.

There is no friction sleeve or end resistance measuring transducers. Only three pore pressure transducers are used because of the limited space in the penetrometer body. For the cone resistance and friction data, the separate cone penetration tests are
carried out with another miniature cone penetromenter conducted by Lim (1999).

4.3.2 Experimental Procedure

Sample Preparation

The clay specimens are prepared in two stages: (1) slurry consolidation in a consolidometer from a high water content soil slurry, and (2) reconsolidation in a calibration chamber to higher stresses which is free from the rigid boundary effects of a slurry consolidometer. This technique is known to produce high quality cohesive soil (Krizek and Sheeran, 1970; Huang, et al., 1988).

Slurry Consolidation

Soil slurry is prepared by mixing kaolin and fine sand ($D_{60}/D_{10} = 1.4$) with de-ionized water at the water content of twice the liquid limit. This initial water content is found to be appropriate to minimize air entrapment in the slurry during mixing and placement in the consolidometer. A higher slurry water content is observed to lead to segregation of the soil grains and also requires higher consolidation times. The grain size distribution of the kaolin and fine sand is shown in Figure 4.3.2. Mixing is done in two large 40 gallon polyethylene tanks using a specially designed hand held heavy duty agitator. A mixture of 33% kaolin and 67% Edgar fine sand by weight is used to prepare the K-33 specimens. The Atterberg limits of the soil mixture are shown in Table 4.1.2. Slurry is placed very carefully inside the consolidometer by placing it with a large spoon. A vertical consolidation stress (vertical) of 138 kPa is applied to the slurry. The vertical stress is selected so as to obtain an initial soil specimen of just sufficient strength to withstand its own weight. Higher stresses would require greater time to consolidate the specimens.
All units are in cm. 
Diameter = 1.61 cm 
Area = 2 cm$^2$

For $u_1$, $u_3$, $u_4$ configuration 
the current cone tip is removed, and the new cone tip with $u_1$ is attached.

$u_4$ (with porous tip attached)

Sleeve is exchangeable for adjusting $u_3 - u_4$ distance or $u_2 - u_4$ distance

$u_3$ (porous tip was removed) 
Circular dot is the sensing membrane of piezometer

$u_2$ (porous tip was removed) 
Small dots are the leader hole for pore pressure transmission

Cone Tip, $u_1$ tip is attached here for $u_1$, $u_3$, $u_4$ configuration

Figure 4.3.1, Schematics of the miniature penetrometer 
(showing $u_2$, $u_3$, $u_4$ configuration)
Figure 4.3.2, Particle size distribution curves (after Kurup, 1993)
Pore pressures are monitored at two different elevations and at various radial distances.

Re-consolidation in a Calibration Chamber

At the end of the first stage of slurry consolidation, the specimen enclosed in the membrane is transferred to the calibration chamber where it is subjected to a second stage of consolidation to the higher stresses. The chamber consolidation is performed with the initial back pressure \( u_0 \) of 138 kPa to ensure saturation. After checking the \( B \) parameter for saturation, the confining pressure is adjusted for the desired pressure condition. In this research, the pressure is adjusted to \( \sigma_v' = 182 \) kPa, \( \sigma_h' = 75 \) kPa for \( K_0 (=0.42) \) condition (OCR=1.5). Vertical stress is applied through the vertical loading jack. Horizontal stress is applied through the cell pressure. The properties of the specimen are shown in Table 4.1.1.

Test Procedure Using Three-Piezo-Element Miniature Penetrometer

Saturation of Piezometer

De-airing or saturation of the porous elements and the transducer cavity is an important step in piezocone penetration testing. A badly saturated transducer assembly will result in a slow and sluggish pore pressure response during the penetration and dissipation phase of a piezocone penetration test. Example of inaccurate pore pressure response due to the poor saturation have been given by Campanella and Robertson (1981) and Lacasse and Lunne (1982). In this research the following multi-stage de-airing technique is used.

1. The filter elements are first boiled in water and then saturated by applying a vacuum in the Nold De-Aerator with the filter elements submerged in water. The
Nold DeAerator (Juran and Tumay, 1989) consists of a vacuum tight cell, an electric motor, a magnetic clutch, impeller, and a vacuum pump. Cavitation forms at ultra-high vacuum around the rotating impeller that violently agitates and beaks the fluid (water) into a fine mist (nucleation). The dissolved gases are hurled up by centrifugal force into the partially evacuated space above the water and removed through the vacuum tube. This phenomena of nucleation and cavitation is a more efficient method of removing dissolved gases, then the conventional boiling and vacuum methods.

(2) The transducer cavity (for $u_1$ or $u_2$ position) is flushed with de-aired water using a syringe inserted in each of the three ports connecting to the transducer cavity. This procedure is carried out with the piezocone inverted and submerged in a funnel of de-aired water. Water acts as a magnifying lens and the presence of any minute air bubble can be visually seen. However, it is designed that $u_3$ and $u_4$ positions do not have a transducer cavity. Therefore, this process using the syringe is omitted for the $u_3$ and $u_4$ positions.

(3) The saturated filter element and the cone tip are assembled while submerged in the funnel of de-aired water.

(4) In the final state, the assembled piezocone is once again subjected to a vacuum in the Nold DeAerator.

(5) The final saturated piezocone assembly is kept enclosed in a thin rubber membrane filled with de-aired water, while connecting to the hydraulic push jack and preparing for the penetration test. The prepared piezocone is pre-inserted into the soil specimen and the pore pressure response is checked in two ways. First, the
pore pressure response from the piezometers installed in the specimen is monitored. Second, the pore pressure response from the piezocone is monitored. Typically, the pore pressure response from the piezocone is a little slower initially. However, at the increased back pressure, the response is almost the same. Then it is assumed that the specimen is ready for the penetration test.

Penetration Test

Three penetration tests are carried in the soil specimens. Dissipation tests are performed at the end of the piezocone penetration tests. The hydraulic system used for the cone penetration consists of dual pistons, double acting hydraulic jacks on collapsible frame. It is mounted on top of the top lid of the chamber and allows for penetrating the sample in a single stroke of 640 mm or less. Such a single stroke continuous penetration is desirable especially in saturated cohesive specimens where stress relaxation and pore pressure dissipation can occur during a pause in between strokes. The penetration depth is measured using an electronic analog to digital converter depth decoding system. All tests are conducted at the standard penetration rate of 2 cm/sec. A total of three penetration tests are performed. Tests 1 and 2 are performed for the two different piezo-element configurations, u₁, u₃, u₄ configuration and u₂, u₃, u₄ configuration, respectively. Test 3 has the same configuration as Test 2, and the main purpose is for the repeatability check.

Data acquisition is carried both manually and automatically. The pore pressure response is recorded with the digital multimeter (Radio Shack DMM 22-168A, Hewlett Packard DMM 3000) which are hooked up to the computer’s data acquisition system. Also, the readings of digital voltmeters are recorded by a video camera in case
of an emergency. Data are taken every one second. During the dissipation test, the sampling frequency is reduced due to the prolonged measuring time. The testing equipment set up is shown in Figure 4.3.3.
Figure 4.3.3, Test Set Up
CHAPTER 5. RESULTS AND DISCUSSION

5.1 Preliminary Evaluation of the Proposed Method

5.1.1 One Point Method (OPM)

This proposed method is valid only when there is a distinct relationship between the hydraulic conductivity and the piezocone induced excess pore pressure. To evaluate these relationships, the preliminary analyses are carried out by using the FEM program CS-S (Coupled Systems – Soil) for various hydraulic conductivities and strength parameters. Figure 5.1.1 is the results for the condition as Table 5.1.1. From Figure 5.1.1, one can see the response is sensitive both to the hydraulic conductivity and the stress strain parameters. However for the some range of hydraulic conductivity, Figure 5.1.1 shows that there are clear and predominant relationships between the hydraulic conductivity and the piezocone induced excess pore pressures. This is for the hydraulic conductivity range of 10^{-9} m/sec to 10^{-6} m/sec. Typically, the soils for this range of hydraulic conductivity are clayey silt to fine sand. Thus it seems that using the coupled theory of mixtures has a strong potential to provide an excellent prediction of hydraulic conductivity for these soils. Beyond or below this range, it seems that the drainage conditions are close to the fully drained or fully undrained conditions. Typically, the soils for this range of hydraulic conductivity are sands or very plastic clays.

5.1.2 Two Point Method (TPM)

This method is valid only when there is a distinct relationship between the hydraulic conductivity and the \( \frac{(\Delta u_1-\Delta u_3)}{\Delta u_1} \). To evaluate these relationships, the preliminary analyses are carried out by using the FEM program CS-S (Coupled Systems – Soil).
Table 5.1.1, Conditions for finite element analysis

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Quantity</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compression index, $\lambda$</td>
<td>0.11</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Recompression index, $\kappa$</td>
<td>0.024</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Hydraulic conductivity, $k$</td>
<td>$5 \times 10^{-9}$</td>
<td>m/sec</td>
</tr>
<tr>
<td>Initial void ratio, $e_0$</td>
<td>1.0</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Poisson's ratio, $\nu$</td>
<td>0.3</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Slope of critical line, $M$</td>
<td>1.16</td>
<td>dimensionless</td>
</tr>
<tr>
<td>Unit Wt. of soil, $\gamma_s$</td>
<td>1.8</td>
<td>t/m$^3$</td>
</tr>
<tr>
<td>Depth</td>
<td>20</td>
<td>m</td>
</tr>
<tr>
<td>Unit Wt. of water, $\gamma_w$</td>
<td>1.0</td>
<td>t/m$^3$</td>
</tr>
</tbody>
</table>
Figure 5.1.1, Predicted results of excess pore pressure and hydraulic conductivity ($\sigma_y' = 200$ kPa)
For various hydraulic conductivities and strength parameters. Figure 5.1.2 is the results for the condition as Table 5.1.1. From Figure 5.1.2, one can see the response is sensitive for the hydraulic conductivity. However, it is not sensitive to the other material parameters. Comparing Figure 5.1.2 to Figure 5.1.1, one can conclude that the effect of stress-strain parameters hardly exist in Figure 5.1.2. This is unexpected results.

When one considers that Figure 5.1.2 is essentially the simulation of the dissipation of the excess pore pressure between \( u_1 \) and \( u_3 \), one can understand the essential independency of Figure 5.1.2 to the stress strain parameter. For the uncoupled consolidation equations (2.8) and (2.9) shows that the excess pore pressure dissipation depends only on the hydraulic parameters such as the coefficient consolidation and drainage length. Coefficient of consolidation is the function of hydraulic conductivity, thus it is clear that the normalized pore pressure difference between \( u_1 \) and \( u_3 \) can be hardly the function of the stress-strain parameters.

This unexpected behavior of Figure 5.1.2 presents the advantage of the TPM. That is the TPM can be applied more versatile since it is free from stress-strain parameters. Figure 5.1.2 also presents that TPM can be applied for the lower range of hydraulic conductivity, such as \( 10^{-10} \) m/sec.

5.2 OPM (One Point Method)

5.2.1 Existing Data

Test results are collected from well-documented existing piezocone penetration tests. Test data for each case reflects the various site conditions, and consequently they vary considerably.
Figure 5.1.2. Predicted results of excess pore pressure and hydraulic conductivity for TPM ($\sigma'_v = 200$ kPa)
To compare the test results for similar conditions, the test results at the similar confining pressure (200 kPa) or at the equivalent depth (20m) were collected. A normalization technique also is used. Collected test data are normalized to the undrained shear strength 60 kPa, which is the shear strength of the specimen for the LSU calibration chamber test. This normalization is based on the fact that the induced excess pore pressure is proportional to the undrained shear strength from the Cavity Expansion Theory (Vesic, 1972).

\[
\Delta u = s_u[0.817\alpha_f + 2 \ln(R_p/r)]
\]  

(5.2.1)

In equation (5.2.1) \( s_u \) is the undrained shear strength, \( \alpha_f \) is Henkel's pore pressure parameter, \( R_p \) is the radius of the plastic zone, and \( r \) is the distance to the center of cavity.

The collected test results are shown in Table 5.1.2.

5.2.2 Calibration Chamber Test Data

LSU calibration chamber test results for \( u_1 \) location is shown in Table 5.2.1. In this section, only the results for \( u_1 \) location is presented and discussed. Fully detailed discussion is presented at the next section (section 5.3).

5.2.3 Comparison

The comparison of theoretical results, existing field data, and the calibration chamber test results is shown in Figure 5.2.1. Figure 5.2.1 shows the good agreement between the test data and predicted results. Considering the fact that these data are obtained by many different research groups in many different countries, the agreement is excellent. As discussed earlier, test data covers the wide range of soils which have the hydraulic conductivity range \( 10^{-9} \) m/sec to \( 10^{-6} \) m/sec.
<table>
<thead>
<tr>
<th>Site or Description of Soil</th>
<th>Cohesion, (kPa)</th>
<th>Hydraulic conductivity k, (m/s)</th>
<th>Excess pore pressure, $\Delta u$ (kPa)</th>
<th>$\Delta u_{norm}$ (kPa)</th>
<th>OCR</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stjørdal (Norway)</td>
<td>83</td>
<td>$5.2 \times 10^{-8}$</td>
<td>338</td>
<td>244</td>
<td>N.A.</td>
<td>Senneset et al (1988)</td>
</tr>
<tr>
<td>Glava Stjørdal (Norway)</td>
<td>90</td>
<td>$6.3 \times 10^{-10}$</td>
<td>800</td>
<td>533</td>
<td>3 - 4</td>
<td>Sandven (1990)</td>
</tr>
<tr>
<td>Bakklandet Trondheim (Norway)</td>
<td>100</td>
<td>$1.1 \times 10^{-9}$</td>
<td>800</td>
<td>480</td>
<td>1.7</td>
<td>Sandven (1990)</td>
</tr>
<tr>
<td>Valøya Trondheim (Norway)</td>
<td>125</td>
<td>$1.0 \times 10^{-9}$</td>
<td>1250</td>
<td>600</td>
<td>2 - 3</td>
<td>Sandven (1990)</td>
</tr>
<tr>
<td>Halsen Stjørdal (Norway)</td>
<td>83</td>
<td>$(3 - 9) \times 10^{-8}$</td>
<td>300 - 400</td>
<td>216 - 289</td>
<td>N.A.</td>
<td>Sandven (1990)</td>
</tr>
<tr>
<td>Norco (U.S.A)</td>
<td>50-60</td>
<td>$2.7 \times 10^{-11} - 5.0 \times 10^{-10}$</td>
<td>500 - 550</td>
<td>545 - 600</td>
<td>1 - 1.5</td>
<td>Tumay and Acar (1985)</td>
</tr>
<tr>
<td>Amherst (U.S.A)</td>
<td>71.8</td>
<td>$(1 - 2) \times 10^{-9}$</td>
<td>450 - 500</td>
<td>376 - 417</td>
<td>1.3 - 3</td>
<td>Baligh and Levadoux (1986)</td>
</tr>
<tr>
<td>Penetre (U.K)</td>
<td>62.5</td>
<td>$(2 - 8) \times 10^{-9}$</td>
<td>600</td>
<td>576</td>
<td>1.2 - 1.8</td>
<td>Powell and Quarteman (1997)</td>
</tr>
<tr>
<td>Bothkenner (U.K)</td>
<td>40-75</td>
<td>$(1.4 - 3) \times 10^{-9}$</td>
<td>830 - 870</td>
<td>664 - 696</td>
<td>1.0 - 1.5</td>
<td>Lunne et al. (1989, 1997)</td>
</tr>
<tr>
<td>Quiou Sand (France)</td>
<td>N.A.</td>
<td>$3 \times 10^{-4}$</td>
<td>10 - 15</td>
<td>10 - 15</td>
<td>1</td>
<td>Almeida et al. (1991) (Calibration Chamber Test)</td>
</tr>
<tr>
<td>Uniform Sand (Glass Bead)</td>
<td>N.A.</td>
<td>$9 \times 10^{-1}$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>Peterson (1991) (Calibration Chamber Test)</td>
</tr>
</tbody>
</table>
Table 5.2.2, Summary of LSU calibration chamber test results

<table>
<thead>
<tr>
<th>Site or Description of Soil</th>
<th>Cohesion, (kPa)</th>
<th>Hydraulic conductivity, k, (m/s)</th>
<th>Excess pore pressure, $\Delta u$ (kPa)</th>
<th>$\Delta u_{norm}$ (kPa)</th>
<th>OCR</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-50 (50% Kaolinite + 50% Sand)</td>
<td>60</td>
<td>$8 \times 10^{-9}$</td>
<td>560 - 624</td>
<td>560 - 624</td>
<td>1</td>
<td>Kurup (1993)</td>
</tr>
<tr>
<td>K-33 (33% Kaolinite + 67% Sand)</td>
<td>85</td>
<td>$2.1 \times 10^{-8}$</td>
<td>350-370</td>
<td>250-260</td>
<td>1.5</td>
<td>This Study</td>
</tr>
</tbody>
</table>


The soils of this range of hydraulic conductivity are clayey silts to fine sands. Thus it can be emphasized that this method is valid for soils of this hydraulic conductivity range. Since soils of hydraulic conductivity less than $10^9$ m/sec are essentially classified as non-permeable soils and soils of hydraulic conductivity higher than $10^6$ m/sec are essentially classified as free-drainage soils, therefore for the practical purposes this method is valid for most soils.

Comparing the results of Figure 5.2.1 with Elsworth (1993), one can see that the results of this study shows the better agreement with experimental data (Figure 5.2.2). Elsworth (1993) used the volumetric or linear dislocation scheme and linear-elastic model. However, this study used the updated Lagrangian reference frame with elasto-plastic large strain with micro-mechanical consideration. Due to more sophisticated model, the results from this study agree well with the experimental data. However, it also need to be pointed out that the computation time (cost) of this study is much higher than the Elsworth (1993) (Compare elasto-plastic incremental model with the linear elastic model.)

From Figure 5.2.1, one can also find another important phenomenon. Since the drainage condition is practically a fully undrained condition for the hydraulic conductivity of lower than $10^9$ m/sec, therefore one can assume that the undrained cavity expansion theory is valid for these soils (as long as major concern is pore water pressure response). Also, for the soils of hydraulic conductivity higher than $10^6$ m/sec, the drainage condition is practically a free drained condition, and therefore the drained cavity expansion theory is valid for these soils. For soils in-between these boundaries, the cavity expansion theory does not provide reliable results.
Figure 5.2.1, Comparison of test data and predicted results of the excess pore pressure and hydraulic conductivity ($\sigma'_v = 200$ kPa)
Figure 5.2.2, Elsworth (1993)'s prediction of hydraulic conductivity
This phenomenon can also be interpreted by the fact that simpler methods which do not take into account the partially drainage condition during cone penetration test can reasonably interpret the PCPT data outside these threshold hydraulic conductivities. However, within these threshold hydraulic conductivities, these methods may be far off from the correct solution.

Recalling the works of Senneset et al. (1988) and Elsworth (1993) that the undrained condition is essentially obtained and $B_q$ is insensitive to hydraulic properties when $B_q$ is larger than 0.4 or 0.5 as shown in Figure 5.2.3, one observes that this study presented similar results by demonstrating that the lower threshold hydraulic conductivity is about $10^{-9}$ m/sec, below which it is essentially an undrained condition for the cone penetration test.

### 5.2.4 Remarks

A new theoretical interpretation and experimental verification of the cone penetration induced excess pore pressure is carried out in this study. The large strain coupled theory of mixtures formulation using an updated Lagrangian reference frame is adopted in this work. Using this theory and the numerical simulation technique, the cone penetration induced excess pore pressure is predicted reliably and verified with the existing test data.

From this study, the following conclusions could be made:

The test data agreed well with the theoretically predicted results.

Therefore, the results of this method can be used for the interpretation of the continuous pore pressure measurements, and can present the
Figure 5.2.3, Variation of $B_q$ (pore pressure ratio) with $C$ (coefficient of consolidation) (after Elsworth, 1993)

$$B_q = \frac{\Delta u}{q_l - \sigma_{vo}} = \frac{\Delta u}{q_n}$$
continuous hydraulic conductivity profile of the soil under investigation.

Using the combination of data logger of the piezocone penetration test, this method can be used for the real time analysis for the hydraulic properties of the soil.

Two threshold hydraulic conductivities are obtained as $10^{-9}$ m/sec and $10^{-6}$ m/sec respectively for impermeable condition and free drainage condition. The coupled theory of mixtures should be used to predict the behavior of the soils within the hydraulic conductivity range of these threshold values. This is because the fully drained or fully undrained conditions are outside this threshold range.

This method is theoretically sound, and experimentally verified. Using this method, the efficiency of the piezocone penetration test can be increased significantly while the operating cost can be reduced substantially.

5.3 TPM (Two Points Method)

5.3.1 Existing Data

The collected field test results are shown in Table 5.4. The collected field test results are for various soils. Thus a normalization of the field test results is performed for the reference undrained shear strength of 60 kPa as for the case of section 5.2. Also, LSU calibration chamber test data is shown in Table 5.3.1.
5.2.2 Comparison

The field test data, calibration chamber test data, and the theoretical predicted results are shown in Figure 5.3.1. In Figure 5.3.1, the parameter \( \frac{\Delta u_2 - \Delta u_3}{\Delta u_2} \) (Note that both \( \Delta u_2 \) and \( \Delta u_3 \) are normalized.) is used as the reference parameter for the quantification of the relationship between the excess pore pressure and hydraulic conductivity. This parameter is used due to the fact that the direct increment of pore pressure \( \Delta u_2 \) is not a function of a single hydraulic conductivity value as discussed in Figure 3.9.4.

In Figure 5.3.1, the two solid lines represent the change of \( \frac{\Delta u_2 - \Delta u_3}{\Delta u_2} \) with hydraulic conductivity, \( k \) for different values of \( M \) and \( H \), respectively (where, \( M \) and \( H \) are the properties of Cam-Clay model). From the theoretically predicted lines in Figure 5.3.1, one can see that there is a clear relationship between the \( \frac{\Delta u_2 - \Delta u_3}{\Delta u_2} \) and hydraulic conductivity in the hydraulic conductivity range from \( 10^{-10} \) to \( 10^6 \) m/sec. The soil with hydraulic conductivity smaller than \( 10^{-10} \) m/sec is a clayey soil with very low hydraulic conductivity and the soil with very low hydraulic conductivity and the soil with hydraulic conductivity higher than \( 10^6 \) m/sec is a sandy soil with very high hydraulic conductivity.

Considering that the hydraulic conductivity criteria in general for the clay liners for sanitary land fill is \( 10^{-9} \) m/sec and that for the free drainage materials for vertical drains and(or) horizontal drains is \( 10^{-5} \) m/sec, the curves in Figure 5.3.1 show that there is a clear relationship between the parameter \( \frac{\Delta u_2 - \Delta u_3}{\Delta u_2} \) and hydraulic conductivity for most of the field soils. In Figure 5.3.1, the test results are indicated with rectangles instead of the points.
Table 5.3.1, Computational Results

<table>
<thead>
<tr>
<th>Sites</th>
<th>hydraulic conductivity, k (m/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coupled Consolidation</td>
</tr>
<tr>
<td>Bakklandet (Norway)</td>
<td>$2 \times 10^{-8}$</td>
</tr>
<tr>
<td>Trondheim</td>
<td>$3 \times 10^{-1}$</td>
</tr>
<tr>
<td>Pentre (U.K)</td>
<td>$2 \times 10^{-8}$</td>
</tr>
<tr>
<td>Bothkenner (U.K)</td>
<td>$1.5 \times 10^{-8}$</td>
</tr>
<tr>
<td>Glava Stjøradal (Norway)</td>
<td>$1.5 \times 10^{-8}$</td>
</tr>
<tr>
<td>LSU Calibration Chamber</td>
<td>$1.3 \times 10^{-8}$</td>
</tr>
</tbody>
</table>
Figure 5.3.1, Change of pore pressure ratio \( [(\Delta u_2 - \Delta u_3) / \Delta u_2] \) with hydraulic conductivity
The rectangles reflect the transient variational nature of the measured pore pressures during the PCPT as shown in Figure 3.9.3. The center of the rectangles is the same as the values in Table 5.3.1. In Table 5.3.1, $\Delta u_2$ and $\Delta u_3$ values are taken from the mean $\Delta u_2$ and $\Delta u_3$ of the field measured pore pressure values.

It seems that the agreement between the test results and the theoretically predicted results is not quite good. The reason for this deviation is discussed in detail in the next section.

The solid and thick dots in Figure 5.3.1 represent the results from the uncoupled consolidation. The results from the uncoupled consolidation show a remarkably good agreement with the results obtained from the coupled consolidation. Considering its computational simplicity and implicit assumptions, these results are unexpected. However, considering that the uncoupled consolidation theory does not take into account the pore pressure interactions around the cone penetrometer, the results of the uncoupled consolidation may deviate substantially in certain conditions, thus its usage should be limited for the initial approximation only.

Also, Figure 5.3.1 shows that the relation between the pore pressure ratio $(\Delta u_2 - \Delta u_3) / \Delta u_2$ and hydraulic conductivity is not clear for the zones where the hydraulic conductivity is higher than $10^{-6}$ m/sec or lower than $10^{-10}$ m/sec. However, the meaning of hydraulic conductivity for these soils is not really significant in most of the civil engineering structures. There is also the possibility of obtaining the hydraulic conductivity of these soils as shown in Table 5.3.2. Table 5.3.2 shows that the finite element analysis predicted excess pore pressures between $\Delta u_2$ and $\Delta u_3$ when $\Delta u_3$ is
measured eighty seconds after measuring $\Delta u_2$ (for miniature cones). Eighty seconds means that the distance between $u_2$ and $u_3$ is 160 cm for the typical regular size cone (10 cm$^2$ cross section).

This distance is not practically feasible for the typical regular size cone. However, for the miniature cone, which has a smaller cross section (assume 1 cm$^3$), the equivalent distance is reduced to 16 cm. This calculation is based on the radial consolidation concept as shown in equation (1). From equation (1), one can expect the following relationship such as:

$$t = \left( T_r, r^2/c_r \right)$$  \hspace{1cm} (5.3.1)

In equation (5.3.1), $t$ is the required time for a certain degree of consolidation, $T_r$ is the time factor for a certain degree of consolidation, and $r$ is the radius of cone, $c_r$ is the coefficient of consolidation for radial direction.

Thus, by reducing the cross section of the cone penetrometer or increasing the distance between $u_2$ and $u_3$, one can obtain the hydraulic conductivity of the soil which is lower than $10^{-10}$ m/sec. Also, by increasing the cross section of the cone penetrometer or decreasing the distance between $u_2$ and $u_3$, one can obtain the hydraulic conductivity of the soil which is higher than $10^{-6}$ m/sec.

The "one point method" of previous section is applicable for soils with hydraulic conductivities in the range $10^{-9}$ m/sec to $10^{-6}$ m/sec. Figure 5.3.1 shows a wider range of application by using the proposed approach presented here, especially for lower hydraulic conductivity values. The one point method has its own advantages in that it can be used without the modification of the existing piezocone penetrometer which has a piezo-element at the $u_1$ position.
Table 5.3.2, $\Delta u_2$ and $\Delta u_3$ when $\Delta u_3$ is taken after enough time lag (80 sec.) for $M=1.2$ and $H=0.9$

<table>
<thead>
<tr>
<th>Hydraulic conductivity (m/sec)</th>
<th>$\Delta u_2$ (kPa)</th>
<th>$\Delta u_3$ (kPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-11}$</td>
<td>431</td>
<td>425</td>
</tr>
<tr>
<td>$10^{-10}$</td>
<td>428</td>
<td>383</td>
</tr>
<tr>
<td>$10^{-9}$</td>
<td>403</td>
<td>253</td>
</tr>
<tr>
<td>$10^{-8}$</td>
<td>278</td>
<td>78</td>
</tr>
<tr>
<td>$10^{-7}$</td>
<td>112</td>
<td>8.2</td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td>20</td>
<td>.8</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>2.5</td>
<td>.1</td>
</tr>
</tbody>
</table>
However, the two points method has its advantage that it can be applied for a wider range of hydraulic conductivities. Thus, one can see these two methods are compensating each other’s disadvantages and constitute a complete new method when used together.

Conclusively, the discussions in this study show the capability of the coupled theory of mixtures to predict the hydraulic conductivity of the soil utilizing the penetrating pore pressure from the PCPT. From this study, it is shown that the agreement with the test data is quite reasonable. Therefore, one can see the possibility of obtaining the continuous hydraulic conductivity profile, which was not possible in the past. Also, with the incorporation of the high speed processor, the continuous hydraulic conductivity profile can be obtained. Furthermore, the real time ("on the fly") continuous hydraulic conductivity profile is obtained with substantially reduced cost.

5.3.4 Remarks

A new theoretical interpretation and experimental verification of the two points cone penetration induced excess pore pressure is carried out in this study. The large strain coupled theory of mixtures formulation using an updated Lagrangian reference frame is adopted in this work. Using this theory and the numerical simulation, the multi (2) piezo-element cone penetration induced excess pore pressure is used to predict reliably the hydraulic conductivity of the soil.

From this study, the following conclusions could be made:

The theoretically predicted hydraulic conductivity from the two points method agrees reasonably well with the field test data. Therefore, the results of this two points
method can be used for the interpretation of the continuous pore pressure measurements, and can present the continuous hydraulic conductivity profile of the soil under investigation. Using the combination of the high speed processor, this method can be used for the real time continuous profile of the hydraulic conductivity of the soil.

Two threshold hydraulic conductivities are obtained as $10^{-10}$ m/sec and $10^{-6}$ m/sec respectively for the fully undrained drainage condition and the free drained condition. Beyond these threshold hydraulic conductivity, the difference of the pore pressure change ratio $[(\Delta u_2 - \Delta u_3) / \Delta u_2]$ is not sensitive to the change of the hydraulic conductivity. Thus the applicability of this method is not plausible. However, these threshold hydraulic conductivities are for the typical regular size of the cone with 10 cm$^2$ cross section. By changing the cone diameter and the distance between $u_2$ and $u_3$ positions, the threshold hydraulic conductivity can be moved outward. This is one of the advantages of the two points method compared to the one point method.

The results from the uncoupled consolidation agree remarkably well with the coupled consolidation for the conditions used in this study. However, uncoupled consolidation does not take into account the pore pressure interaction, and the coupling of the solid and pore water. The results using the uncoupled formulation should be used for initial approximation only. This study is carried out for the normally consolidated or lightly over consolidated soils. Thus future study for the over consolidated soils will widen the applicability of this method.
5.4 Evaluation of Calibration Chamber Test Results

5.4.1 Comparison

Calibration chamber test results are shown in Figure 5.4.1. Figure 5.4.1 is the combined representative results for $u_1$, $u_2$, $u_3$, and $u_4$ locations. Pore pressure response for $u_1$ location shows the typical results obtained in the piezocone penetration test. The steady state pore pressure is obtained about 2 seconds after the starting of the penetration. $u_2$ also showed a similar response. The absolute magnitude of $u_2$ is a little smaller but this is quite reasonable (Mayne, 1994).

The results of $u_3$ and $u_4$ showed the substantial initial drop of excess pore pressure and a gradual increase to the steady state condition. It is quite an unexpected behavior. The distance from the cone tip to the $u_3$ or $u_4$ location is 7 cm and 22 cm, respectively. This distance is roughly equivalent to 35 cm and 110 cm for the international reference size cones ($10 \text{ cm}^2$ cross-section) for the pore pressure dissipation aspect.

Careful evaluation of the pore pressure at $u_3$ and $u_4$ locations present very meaningful phenomena. The steady state condition for the $u_3$ or $u_4$ are not obtained simultaneously as for the $u_1$ or $u_2$ locations. The steady state condition is essentially obtained in 2 stages. The first stage is obtained when $u_1$ indicates the steady state condition and $u_3$ and $u_4$ show a steady decreased pore pressure. The second stage of the steady state is obtained when $u_1$ maintains the steady state condition and $u_3$ and $u_4$ enter into the old locations of $u_1$ or $u_2$ and shows a steady increased pore pressure.

The second stage of the steady state occurs because the $u_3$ or $u_4$ enters into the disturbed zone, which is initiated by the cone tip. This means that at the second stage,
Figure 5.4.1, Combined penetration test results for $u_1$, $u_2$, $u_3$, and $u_4$ location
$u_3$ or $u_4$ enter into the new boundary condition which is completely different from their initial boundary condition. Initially there is no excess pore pressure at the surroundings of $u_3$ or $u_4$, but there is excess pore pressure at the new surrounding.

Independent from this study, Elsworth (1993) predicted the minimum penetration depth to obtain the steady state condition through a dislocation scheme. From Elsworth (1993), the minimum penetration depth for steady state condition is roughly 2 cm for the cone tip (varies with the hydraulic conductivity). However, that distance is roughly 20 cm for the cone shaft (also varies with the hydraulic conductivity, see Figure 5.4.2). Elsworth's (1993) findings do not exactly agree with the experimental results of this study. However, they show fair conceptual agreement with this test results.

From this discussion, one can see that for a better analysis of the cone penetration tests, a substantial amount of penetration is required especially for the analysis of the friction sleeve.

Figure 5.4.1 also shows the steady state pore pressure distribution which is high at the cone tip and low (gradual decrease) along the cone shaft. This trend agrees well with Levadoux and Baligh's (1986) experimental results and Whittle and Aubeny's (1991) and Elsworth's (1998) theoretical results.

Elsworth (1998) predicted the distribution of excess pore pressure along the cone body as shown in Figure 5.4.3. In Figure 5.4.3, the results from this study were also superimposed. The superimposed results showed the fair agreement with the Elsworth (1998). The governing equation of Figure 5.4.3 from Elsworth (1998) is as follows:
\[ P_d = \frac{4 \cdot \Delta P \cdot k_i}{U \cdot r \cdot \mu} \quad (5.4.1) \]

In equation (5.4.1), \( P_d \) is the dimensionless pore pressure, \( \Delta P \) is the excess pore pressure, \( U \) is the penetration speed of the cone, \( r \) is the radius of the cone, \( k_i \) is the intrinsic hydraulic conductivity, and \( \mu \) is the dynamic viscosity of water. Equation (5.4.1) can be modified as follows:

\[ P_d = \frac{4 \cdot \Delta P \cdot 1}{U \cdot r \cdot \mu} \cdot \frac{k_i}{\gamma_w} = \frac{4 \cdot \Delta P \cdot k}{U \cdot r \cdot \gamma_w} \quad (5.4.2) \]

In equation (5.4.2), \( k \) = hydraulic conductivity in common meaning, \( \gamma_w \) is the unit weight of water. When one substitutes the hydraulic conductivity, unit weight of water and penetration speed, and geometry of cone, one obtains the following expression:

\[ P_d = 5.25 \times 10^{-5} \cdot \Delta P \quad (5.4.3) \]

From using equation (5.4.3), the prediction of excess pore pressure is made as shown in Table 5.4.1. The superposition of Table 5.4.1 with Elsworth (1998)'s results is shown in Figure 5.4.3.

Figure 5.4.4 shows the dissipation test results for all four piezometer locations. \( u_1 \) shows the typical dissipation curve and the computed hydraulic conductivity is about \( 2 \times 10^{-8} \) m/sec (\( t_{50} \) method of Robertson et al., 1992). Considering that the measured hydraulic conductivity value in laboratory (constant head hydraulic conductivity for the triaxial specimen) is \( 2.1 \times 10^{-8} \) m/sec, consequently the computed hydraulic conductivity is in very good agreement.

However, \( u_2 \) shows some deviation from the standard shape of the dissipation curve. \( u_3 \) and \( u_4 \) show large deviations from the standard dissipation curve and cannot
Table. 5.4.1, Calculation of dimensionless pore pressure

<table>
<thead>
<tr>
<th>Location of Piezometer Tip</th>
<th>( u_1 )</th>
<th>( u_2 )</th>
<th>( u_3 )</th>
<th>( u_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta P ) (g/cm(^2))</td>
<td>3700</td>
<td>3100</td>
<td>2000</td>
<td>100</td>
</tr>
<tr>
<td>( P_0 )</td>
<td>0.019</td>
<td>0.016</td>
<td>0.0078</td>
<td>0.000525</td>
</tr>
<tr>
<td>( X_0 )</td>
<td>0.5</td>
<td>2</td>
<td>9.5</td>
<td>28.3</td>
</tr>
</tbody>
</table>
Figure 5.4.2, Minimum distance for steady state penetration (after Elsworth, 1993)
Figure 5.4.3, Distribution of excess pore pressure along cone shaft (Elsworth, 1998) (Hollow circles are the results of this study)
be used for the computation of the hydraulic conductivity or the consolidation coefficient.

From Figure 5.4.1 and Figure 5.4.4, one can come to the following observations with respect to the pore pressure response of the penetrating cone. For the $u_1$ location, the pore pressure response indicates a spherical cavity expansion type response, and it attains the steady state condition quite soon, and does not change because it maintains constant boundary condition. However, for $u_2$, $u_3$, and $u_4$ locations, it is not the case of a cylindrical cavity expansion. Through some mechanism, the negative pore pressure is generated at the cone shaft, and it approaches the initial steady state until it enters into the disturbed zone caused by the cone tip. In the new boundary condition, another steady state condition is reached. This new steady state is the equilibrium of the negative pore pressure that is generated by the cone shaft and the surrounding high pore pressure. Therefore, one can assume a small pore pressure near the cone shaft and a bigger pore pressure at the far end from the cone shaft. When the penetration of the cone stops, the interaction of the pore pressure starts in order to attain the pore pressure equalization. The high pore pressure from the far field flows into the near field of the cone shaft. Thus it shows an initial increase of the pore pressure response of the $u_2$, $u_3$ and $u_4$.

Considering the above discussion, one can explain the response of the $u_1$, $u_2$, $u_3$ and $u_4$. However, the dissipation curve for the cone shaft locations ($u_2$, $u_3$, $u_4$) essentially difficult to use for the evaluation of the hydraulic conductivity. The response of $u_2$ is somewhat close to $u_1$ since it is the closest to $u_1$. However, the above discussed pore pressure interaction is still there.
Figure 5.4.4, Dissipation Curves of $u_1$, $u_2$, $u_3$, and $u_4$ locations
5.4.2 Remarks

The primary purpose of this research is to obtain the relationship between the excess pore pressure from the cone penetration test and the hydraulic conductivity of the soil. Thus the author believes that with the improvement of the theoretical simulation technique, a better relationship could be obtained.

About the less good agreement between the predicted pore pressure response and the measured pore pressure response in Figure 5.3.1, the author believes that it is because of the numerical problem. Especially, the two stage steady state could not be incorporated in the finite element simulation. The author believes, the improvement of finite element simulation which includes the two stage steady state, the agreement is going to be improved. However, this improvement is not practically possible considering the computation time, and will be left as a future study.

5.5 Anisotropic Model vs Isotropic Model

5.5.1 Comparison

In this study, anisotropic Modified Cam Clay model (AMCCM) with plastic spin is derived. To see the effect of anisotropic model, a comparison was made between the results of the anisotropic model and isotropic model.

Figure 5.5.1 shows the excess pore pressure contours as obtained from the finite element analysis. Figures 5.5.1-a and 5.5.1-b show the results of AMCCM with the plastic spin and without the plastic spin, respectively. Figure 5.5.1-c shows the results of IMCCM with a mean principle stress that is the same as the vertical effective stress (hydrostatic stress condition). Figure 5.5.1-d shows the IMCCM with a mean principal stress that is same as Figure 5.5.1-a. The results of IMCCM with initial
anisotropic stress condition are shown in Figure 5.5.1-e. The initial confining condition is the same as in Figure 5.5.1-a. Figure 5.5.1-f shows the results of AMCCM with initial isotropic stress condition at which the mean principle stress is the same as the vertical effective stress.

In Figures 5.5.1-a and 5.5.1-b one can see that the spatial distributions of the excess pore pressures in both Figures are similar whether the plastic spin is incorporated or not. However, different maximum excess pore pressures are obtained in each case. This is due to the high concentration of micro-structural changes at the vicinity of the cone tip where the strains are extremely large. This behavior is shown indirectly in Figure 5.5.2 by the tensor component \((N_{2133})\) of the plastic spin. In the region of the cone face adjacent to the shoulder, one notes that most of the plastic spin activity occurs. This is also the region of maximum strain (Voyiadjis and Abu-Farsakh, 1997).

Comparison of Figure 5.5.1-a with Figure 5.5.1-c, Figure 5.5.1-d, and Figure 5.5.1-e shows the difference between the AMCCM and the IMCCM constitutive models. Figure 5.5.1-a, Figure 5.5.1-d, and Figure 5.5.1-e essentially have the same mean principle stress. The difference is the initial confining condition and the applied soil model. From Figure 5.5.1-a and Figure 5.5.1-d, one can see clearly that the pore pressure response of AMCCM is substantially higher than that of IMCCM (for the same mean principle stress). However, Figure 5.5.1-c shows that when one uses the confining pressure which is the same as the vertical effective stress, one obtains almost similar results with the AMCCM and the plastic spin. However, it should be noted that this agreement is mainly due to the higher mean confining pressure. Figure
5.5.1-e shows that even with an anisotropic initial confining condition, the response is not much different when the mean principle stress is the same. Figure 5.5.1-f shows that the combination of high initial mean principle stress (same as vertical effective stress) with AMCCM results in the highest pore pressure response.

From this discussions, one can see that the pore pressure response of cone penetration tests is substantially affected by the applied model and applied initial confining condition. However, one should acknowledge that the combination of anisotropic initial stress condition and AMCCM with plastic spin is the most realistic condition.

Figure 5.5.3 shows the variation of the cone penetrometer induced pore pressure with different hydraulic conductivity. It is noted that Figure 5.5.3 is for the case of ground depth 20 m (saturated) and the stiffness similar to the LSU calibration chamber test specimen (recompression index \( \kappa = 0.024 \), Poisson’s ratio \( \nu = 0.3 \)). For the different soils such stiffer soils, the back-bone curves in Figure 5.5.3 may be shifted up especially at lower hydraulic conductivity range. From Figure 5.5.3, one can know that the pore pressure response from the AMCCM (the one which considers both initial anisotropy and induced anisotropy) is closer to the experimental data than that from IMCCM. This condition (the one which considers both initial anisotropy and induced anisotropy) is more close to the true field condition, thus the results agree well with the anticipated results.

This behavior is quite rational considering the realistic behavior of soils as follows. For the IMCCM, the yield locus undergoes expansion only, and cannot incorporate the translation.
Figure 5.5.1, Excess Pore Pressure Contours of AMCCM and IMCCM (figure continued)
(c) IMCCM for mean principle stress same as vertical stress

(d) IMCCM for same mean principle stress as (a)

(figure continued)
(e) IMCCM for same initial anisotropic stress condition as (a)

(f) AMCCM with initial isotropic stress condition as (b)
Figure 5.5.2, Contours of $N_{2133}$ for Plastic Spin
Figure 5.5.3, FEM results of pore pressure prediction of PCPT and experimental data
However, for real soils, the translation of the yield locus may occur because of the build up of internal stress (kinematic hardening). This translation of yield locus further moves up the yield locus for the normally consolidated soils (see the zone where P is larger than $P_o/2$ in Figure 1, and Figure 3), and results in the increased mean principal stress (increased P). The pore pressure of the soil is proportional to the stress level, therefore the translation of the yield locus causes the increased pore pressure. The incorporation of the kinematics of hardening for very large strain problems causes the stress oscillation behavior (Dafalias, 1983), thus the plastic spin is incorporated together with the back stress in order to alleviate such an inconsistency.

However, at the condition of initial isotropy and induced anisotropy, the corresponding pore pressure response is even bigger than the other two cases. This phenomenon is also predictable because of the fact that the initial isotropic condition assumes the hydrostatic confining condition. That is the stresses are the same in all directions which is again equal to the major principal stress $\sigma_1$. Thus the resulting mean principal stress is bigger than the real mean principal stress. When one assumes $K_o = 0.5$, the initial principal stress $P_o$ is equal to $(2/3)\sigma_1$ for the anisotropic (triaxial) conditions while $P_o$ is equal to $\sigma_1$ for the isotropic condition.

From Figure 5.5.3, one notes the agreement between AMCCM and the experimental data is quite good, therefore better prediction of k could be made from the penetration pore pressure of the PCPT.

5.5.2 Remarks

From this investigation, it is concluded that the back stress causes the additional change of elasto-plastic stiffness. Also, the back stress allows the shift of the
yield locus, and ultimately the shift of the yield stress. In consequence, this back stress results in the increased pore pressure response. In other words, the isotropic model results in the pre-matured yielding of the material, and results in the lower yield stress and pore pressure.

When applied to the piezocone penetration test, the anisotropic model with plastic spin presents a closer pore pressure response to the experimental results. The need for the plastic spin is paramount only in the close vicinity of the cone tip where large strains and rotations occur. The rest of the region does not take advantage of the introduction of the plastic spin. However, the surface of the cone tip is where one measures the tip resistance and excess pore pressures which are affected by the presence of the plastic spin. Consequently, it is imperative to use the plastic spin when using the continuous intrusion piezocone penetration test for determining the hydraulic conductivity of soils 'on the fly'. The accuracy of the hydraulic conductivity depends mainly on the information obtained in the region adjacent to the cone tip.
CHAPTER 6. SUMMARY AND CONCLUSIONS

6.1 Summary

In this study, the coupled theory of mixtures (soil grains and pore water) with the large strain is used to predict the hydraulic conductivity of the soil from the excess pore pressure generated during the piezocone penetration test. An updated Lagrangian reference frame is used for a more rational modeling of the large strains. Formulation of the equations is based on the theory of mixtures for inelastic porous media proposed by Prevost (1980) and in an updated Lagrangian reference frame by Voyiadjis and Abu-Farsakh (1997). Typically, in analyzing the pore pressure response using the piezocone penetrometer, one inputs the soil properties such as the hydraulic conductivity, modulus, and other stress strain parameters and obtains the computed pore water pressures. However, in the proposed method, one inputs the measured pore pressure and other material properties and obtains the hydraulic conductivity.

The piezocone penetrometer is a type of electric cone penetrometer, which has the capability of characterizing the hydraulic properties of soils as well as the stress-strain characteristics of soils. Lots of research has been carried out in the design of the piezocone apparatus and interpretation of the test results. However, a number of pressing needs still exist in the design, test practice, and data interpretation of the piezocone penetration test (PCPT). Determination of the hydraulic conductivity from the PCPT is relatively convenient compared to other field hydraulic conductivity test methods. However, it is still time-consuming and needs improvement.

In order to obtain the hydraulic conductivity or the coefficient of consolidation of the soil from PCPT, the pore pressure response during a dissipation test is typically
The capability of dissipation tests is one of the major advantages of the PCPT because it can determine the hydraulic characteristics of the soils as well as the stress-strain characteristics. This method, however, requires the intermittent stopping of the advancement of the piezocone penetrometer at a specific depth for the dissipation test. This procedure consumes substantial time, and contributes to be the major drawback of the efficiency of the piezocone penetration test. Also, this method does not fully take into account the pore pressure interference between near and far fields which was pointed out by previous researchers (Kurup and Tumay, 1997).

Thus a new rational approach is proposed here. The proposed method utilizes the excess pore water pressure during the regular penetration of the piezocone penetrometer. By its nature, the pore pressure response around the cone tip is neither a fully drained nor a fully undrained condition. Since this is a partially drained condition; therefore, the excess pore pressure during the piezocone penetration is the function of the hydraulic conductivity of the soil as well as the function of stress strain properties. Inversely, the hydraulic conductivity of the soil can be predicted from the measured pore pressure response during the piezocone penetration test.

However, either the fully undrained condition for the cohesive soils, or the fully drained condition for the non-cohesive soils are assumed conventionally; and the effect of hydraulic conductivity on the pore pressure is disregarded. Thus, the coupled theory of multi-phase material (mixture of soil and water, in this case) is necessary for a more rational approach of the pore pressure response of the piezocone penetration test. In this work, elasto-plastic coupled equations for anisotropic stress conditions are formulated to describe the time-dependent deformation of saturated cohesive soils.
(two-phase state). The formulation of these equations is based on the principle of virtual work and theory of mixtures for inelastic porous media proposed by Prevost (1980) and Voyiadjis and Abu-Farsakh (1998). The formulation for the anisotropic condition presented here is an extension of the Voyiadjis and Abu-Farsakh (1998) formulation for the isotropic condition.

Anisotropic stress condition is incorporated in the proposed model here by adapting the Dafalias (1987) anisotropic modified Cam Clay model. By adapting Dafalias’ (1987) anisotropic model, the application becomes much simpler compared to other anisotropic models. The additionally required input parameter for anisotropic modified Cam Clay model is only the $c$ and $x$ parameters.

The anisotropic model which is used in this study is able to depict the initial anisotropy as well as the induced isotropy during deformation. This can depict the anisotropy change in soils during deformation induced by the penetration of the cone penetrometer. This capability is possible by adapting the evolution equation of the back stress.

The anisotropic models for large strains typically show an unstable stress-strain relationship for very large strains. This behavior is typically called the oscillating behavior. The oscillating behavior is the result of the stress rate used for the micro-structural change. For example, there may be a condition that the shape of the soil element undergoes the rigid translation accompanied by microstructure change. When analyzed by the finite element method which does not incorporate the micro-structural change, the results will just show the rigid body rotation or translation. Also, the
results may be erroneous because its equilibrium state may be incorrect. This erroneous result causes the oscillating behavior.

To prevent this oscillating behavior, the plastic spin was used in the formulation. By plastic spin, the equilibrium equation is corrected internally, and correct solution is obtained.

This anisotropic soil model and plastic spin is incorporated in the FORTRAN program CS-S and numerical simulations were carried out for various soil parameters and conditions.

To verify the validity of the proposed study, the piezocone penetration test results were collected from around the world. Also, to avoid the deviation of the field data, the calibration chamber tests were carried out. Finally all three results were compared. For this test, a specially designed three piezo-element cone penetrometer was fabricated. Due to this three piezo-element cone penetrometer, the pore pressure response at the three locations of the penetrometer body were obtained during a single penetration. The efficiency of the penetration test is tripled in this case.

Finally, all three results (existing piezocone penetration tests, calibration chamber tests, and theoretical results) were compared and excellent agreement is obtained.

6.2 Conclusions

From this study, the following conclusions can be made:

1. With this method, the pore pressure dissipation tests are not required in order to obtain the hydraulic conductivity; thus, the efficiency of the Piezocone penetration test can be increased
significantly. It also allows one to obtain the continuous profile of the hydraulic conductivity.

2. This proposed method fully considers the pore pressure interaction between the near and far fields.

3. One point method (OPM) presents the applicable hydraulic conductivity range $10^{-9}$ m/sec to $10^{-6}$ m/sec. Also, OPM can be used without the modification of current piezocone penetrometers which have the $u_1$ position porous element.

4. Two point method (TPM) presents the applicable hydraulic conductivity range $10^{-10}$ m/sec to $10^{-6}$ m/sec. TPM needs the modification of current piezocone penetrometers. It also needs the further refinement in the analysis algorithm, however, TPM has its own advantage that it primarily depends on the hydraulic conductivity rather than the stress strain properties.

5. The anisotropic soil model with the plastic spin showed better agreement with the test results than other models. Also, it should be noted that the anisotropic model should be used with the micro-mechanical considerations. Without micro-mechanical considerations, the anisotropic model gives erroneous results. This error is especially large when the induced strains are very large which is the case of the cone penetration test.
6. The three piezo-element penetrometer that is used in this study can be applied in the field piezocone penetrometer with the proper adjustment for the scaling factor.

7. The calibration chamber test results, existing field data, and the theoretically predicted results showed excellent agreement with each other, and shed promising light on the new method of determination of the hydraulic conductivity of soils from the continuous intrusion piezocone penetration test.

8. The back stress allows the shift of the yield locus, and ultimately the shift of the yield stress. In consequence, this back stress results in the increased pore pressure response.

9. The anisotropic model with plastic spin presents a closer pore pressure response to the experimental results. The need for the plastic spin is paramount only in the close vicinity of the cone tip where large strains and rotations occur. However, the surface of the cone tip is where one measures the tip resistance and excess pore pressures which are affected by the presence of the plastic spin. Consequently, it is imperative to use the plastic spin for the analysis of the piezocone penetration test.

6.3 Recommendations for Future Research

This study produced valuable results. However, the following recommendations are made for future research in order to address certain questions that have not been dealt with at the present time.
1. Modeling of Soil

. Piezocone penetration intrude into the ground with the speed of 2 cm/sec. Thus the process may be rate dependent. Therefore, for a more rigorous approach, the rate dependency in the soil model is desirable.

. Piezocone penetrates into the ground by brutforce penetration with relatively smooth surface. Thus the very high strain is concentrated along the penetrating cone body, and this will induce the high strain gradient around the cone penetrometer. Therefore, incorporation of the gradient theory is desirable for the modeling aspect.

. The plastic spin is a convenient method to take into account the micro-mechanical consideration. However, a more rigorous micro-mechanical approach is desirable.

2. Formulation

. For the application of this study to the more versatile soil conditions, such as unsaturated conditions, an extension of the theory of mixtures for three phase materials (air, water, solid) is desirable.

. Coupling with other phenomena is needed for application to some conditions like contaminant transport, chemical concentration, electrical potential difference etc.

3. Numerical Simulation

. For the full consideration of pore pressure interaction (two stage of steady state) along the cone shaft, long penetration needs to be
simulated. Since this long penetration is not feasible with the current computing capability, the development of new numerical schemes are desirable.
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