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ABSTRACT

The main problem investigated in this dissertation is as follows: Given are two samples of documents each from one of two disjoint collections of documents. The question is how to obtain a set of patterns of text features that make a document in the two samples (and other unclassified documents) to be classified correctly in one and only one document class. A sample of 2,897 documents from the TIPSTER collection was used to investigate this problem.

This problem was divided into the following four subproblems. The first subproblem consists of identifying the set keywords to describe the documents' content. Computational results of twenty experiments suggested that single-word keywords addressed the main problem effectively.

The second subproblem requires a methodology to construct classification rules to infer the class of unclassified documents. A logical analysis approach called the One Clause At a Time algorithm (OCAT) is used to address this problem. Its accuracy is compared to the one of the Vector Space Model (VSM), a benchmarking methodology in document classification processes. Under identical experimental conditions, some computational results suggests that the OCAT algorithm is more accurate than the VSM to solve the main problem.

The third subproblem consists of providing a methodology to construct better rules as more documents become available. This problem has been investigated using the OCAT algorithm under a guided and a random learning approach. Computational results on three
samples of 510 documents indicate that the guided learning approach constructs more accurate rules.

In the fourth subproblem an incremental version of the OCAT algorithm is required. The algorithm is needed to speed up the construction of the classification rules. Computational results on three samples of 336 documents each show that: (i) the classification rules become accurate more rapidly, (ii) the CPU times are substantially reduced, and (iii) the rules become more complex as more documents were added to the experiment.

In summary, the results of this research suggest with high confidence that the incremental OCAT algorithm can perform better than the VSM and that it can deliver better and faster results for the classification of large collections of documents.
1 INTRODUCTION

The problem investigated in this research dealt with the classification of text documents into two disjoint classes. A typical application of this type of classification is in the declassification of documents in which a decision of whether or not to declassify a previously considered secret document is needed. Traditional classification methodologies can address this problem by grouping documents that share similar content. However, because the documents' content cannot be precisely defined, these methodologies may place a document in more than one class. For instance, a document titled "Studies in Mathematical Linguistics" may be placed in the classes: mathematics, linguistics, computer science, and natural language processing because its content is similar to the content of these classes. In contrast, the methodology investigated in this dissertation addressed this problem by classifying this document in one and only one class.

More precisely, this research investigated the following problem: Given are two samples of documents each from one of two disjoint classes. Each sample is assumed to belong to one class. The question is how to construct a set of patterns of text features that will make the documents in the samples (and other unclassified documents) to be classified correctly in one and only one document class.

This problem of classifying documents into two disjoint classes is new. It is new in the sense that a document must be placed in one and only one class. It is also new because now a classification decision may be triggered by the presence of a few or even just one special word. An example of this type of classification was recently raised in [DynMeridian, 1996]
and [DOE, 1996] who stated that "a document mis-classification may have grave consequences, such as affecting national security."

To illustrate the focus of this new classification problem, consider the following three sentences "An atomic test to be conducted at Site X," "An atomic test to be conducted at 1:00 p.m.,” and “An atomic test to be conducted at Site X at 1:00 p.m.” which came from three hypothetical documents, say, A, B, and C, respectively. According to the classification guidelines in [DynMeridian, 1996] and [DOE, 1996], only document C is both specific and sensitive, and therefore it will trigger a classification decision because it includes the place and time of the test. Documents A and B will not trigger such a classification because they are not specific.

It is interesting to notice that the utilization of traditional classification methodologies for the classification of the above three documents may be a misleading strategy. This can be illustrated by considering that these methodologies identify the content of a document based on the keywords that an expert classifier attaches to each document. For example, the content of the above three sentences can be described using the keywords “atomic,” “test,” and “Site X.” Thus, according to traditional methodologies all three documents will be grouped together because they share a similar content. However, according to the classification guidelines mentioned above, documents A and B belong to one group, while document C must belong to a second and disjoint group despite its content similarity with the previous two documents.

The methodology developed in this research solved this new classification problem by using a logical analysis algorithm called the One Clause At a Time (OCAT) algorithm.
[Triantaphyllou, 1994] and [Triantaphyllou and Soyster, 1996-1]. This algorithm takes as input binary valued statements (e.g., documents expressed as binary vectors) from two disjoint classes and constructs a set of logical rules. Then, it uses these rules to classify new statements (i.e., documents) into two mutually exclusive classes. An appealing feature of this methodology, and of other logical analysis methodologies, is that these rules can be conveniently expressed as IF-THEN type of rules.

The main motivation for using the OCAT algorithm to solve this new classification problem resided in the representation of text documents as binary vectors. According to Salton [1989], the management of actual text documents can be simplified by expressing them as surrogates. A surrogate is a list of keywords that is assigned to a document to represent its content. It is constructed on the assumption that the presence or absence of some keywords is a sufficient indicator of a document’s content (see, for example, [Meadow, 1992] and [Cleveland and Cleveland, 1983]). Thus, under this assumption the presence (denoted by 1) or absence (denoted by 0) of keyword $T_i$ in the binary vector $D_k$ may be used to represent the content of document $k$. The construction of two binary surrogates can be illustrated by considering the following list of twelve keywords and the following documents $A$ and $B$ (both were extracted from the Prodigy Service System on 03/12/95).

a) The Keywords: “astronauts,” “astronomers,” “budget,” “Clinton,” “Congress,” “Cynus Loop,” “explosion,” “Houston,” “NASA,” “scientist,” “space agency,” “supernova.”
That is, keywords $T_1 = \textit{"astronauts"}$, $T_2 = \textit{"astronomers"}$, $T_3 = \textit{"budget"}$, $T_4 = \textit{"Clinton"}$, 
..., $T_{12} = \textit{"supernova"}$.

b) The Documents:

Document A: “WASHINGTON, DC.—NASA is undergoing a complete makeover: slimming down, speeding up and becoming more youthful, the space agency administrator said Friday. Daniel Goldin said that National Aeronautics and Space Administration is under orders from the Clinton administration and from Congress to hold its budget to $13 billion by 2000 and the agency is trimming and finding new ways to operate in order to meet that goal. ‘We are meeting the mandate to cut our budget’ Goldin said at a briefing for reporters. ‘When we come out of this restructuring, the agency will be entirely different.’”

Document B: “SPACE CENTER, Houston, TX.—Like detectives piecing together clues to an ancient mystery, astronomers used Endeavor’s ultraviolet telescopes Saturday to gauge the effects of a star that exploded 20,000 years ago. Astronauts pointed that shuttle instruments toward a supernova known as the Cygnus Loop so scientists can figure out how shock waves from the long-ago explosion are affecting clouds of interstellar dust.”

When documents A and B are expressed as binary vectors, then the following two surrogates are formed: Document A = [001110001000] and Document B = [110001110101]. The binary information in the first surrogate indicates that the content of document A is defined by the presence of the keywords: $T_3 = \textit{"budget"}$, $T_4 = \textit{"Clinton"}$, $T_5 = \textit{"Congress"}$, and $T_6 = \textit{"NASA"}$ and by the absence of the keywords $T_1$, $T_2$, $T_6$, $T_7$, $T_8$, $T_{10}$, $T_{11}$, and $T_{12}$. Similarly, the second surrogate indicates that the content of document B is
defined by the presence of the keywords: $T_1 = \text{"astronauts"}$, $T_2 = \text{"astronomers"}$, $T_6 = \text{"Cynus Loop"}$, $T_7 = \text{"explosion"}$, $T_8 = \text{"Houston"}$, $T_{10} = \text{"scientist"}$, and $T_{12} = \text{"supernova"}$

and by the absence of the keywords $T_3$, $T_4$, $T_5$, and $T_9$.

**Figure 1.1.** An IF-THEN rule to verify the origin of documents $A$ and $B$.

As indicated earlier, the binary representation of these two documents was the key concept for selecting the OCAT algorithm to classify documents into two disjoint classes. To illustrate this concept, consider that it is given that documents $A$ and $B$ belong to classes $Science$ and $Politics$, respectively. In addition, consider that one is interested in deriving a set of relationships (or rules) to verify the origin of each document. Furthermore, suppose that the OCAT algorithm was used to construct the set of rules illustrated in Figure 1.1.

When these rules are used to process the surrogates $document A = [0011100010\ 00]$ and $document B = [110001110101]$, then the origin of each document can be found as follows. Because the surrogate for $document A$ includes only the words $T_j = \text{"budget"}$, $T_4 = \text{"Clinton"}$, $T_5 = \text{"Congress"}$, and $T_9 = \text{"NASA"}$ as indicated in the rule, this document is assigned to the class $Science$. On the contrary, $document B$ is assigned to class $Politics$ because it does not contain any of the keywords that form the rule. Of course this rule can be used to determine the class of other documents.

In order to measure the effectiveness of the OCAT algorithm for addressing this type of classification problems, its accuracy has been tested with a sample of almost 3,000
documents that were randomly selected from four classes of the TIPSTER collection. (The TIPSTER collection is a standard data set for experimentation with information retrieval systems [Harman, 1995] and [Voorhees, 1998].) Its accuracy was also compared with the classification performance of the Vector Space Model (VSM), which is often used as a benchmarking methodology for the classification of text documents [Salton, 1989].

It is important to mention here that other methodologies such as the fuzzy set approach (FSA), neural networks (NN), and computational semantic analysis (SA) can also be used to address the new document classification problem. However, the literature suggested that some promising approaches such as NN and SA are still limited to solve problems of small size, due to the time complexity of their algorithms or because the resulting sizes of their outputs are still unacceptable (see, for example, [Chen, 1996] and [Macleod, 1991]).

The remaining of this dissertation is organized as follows. In Section 2, the problem investigated in this research is formally presented. In Section 3, some relevant literature on the classification of documents is reviewed. In Section 4, the methodology for solving the new classification problem is described. Section 5 presents a numerical example that illustrates the utilization of the OCAT algorithm and the VSM model. In Section 6, some computational results of the four subproblems are presented and discussed. In Section 7, the contributions of this research are put forward. In Section 8, some suggestions for future research are described. Finally, this dissertation ends with a summary section.
2 PROBLEM DESCRIPTION

In this section, a formal definition of the main problem investigated in this research is presented.

2.1 Background

Recently, DynMeridian [1996] and DOE [1996] raised a new classification problem that states that "a document mis-classification may have grave consequences for national security." This problem is new in the sense that a document must belong to one and only one class. It is also new because now a classification decision can be triggered by the presence of few or even just one sensitive word that may occur in the text of the documents. These are two new requirements that are in contrast with the procedures of traditional classification methodologies, in which a classification decision is triggered by comparing the surrogate of a document against the surrogates of other documents.

At this point it should be stated that the U.S. Department of Energy (DOE) recognizes more than two classification classes. Such classes include categories such as: "Top Secret", "Secret", etc. However, in this research we considered only two classes. This is without loss of generality since any multiple class problem can be easily transferred into a sequence of two classes problem.

The importance of this new classification problem can be illustrated by considering the possible consequences of a mis-classification of the following two hypothetical documents titled "Test to be conducted at Site X on 3/15/98 at 1:00 p.m." and "Studies in Mathematical Linguistics." According to the guidelines of the above sources, the mis-classification of the first document may put at risk national security because it provides
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specific information about the test. That is, the sentence provides the place, date, and the
time of the test. In contrast, the mis-classification of the second document may not have
such grave consequences. Therefore, to comply with the new classification requirements of
this new problem, a deterministic classification of a document in one and only one of two
possible classes was pursued.

2.2 Problem Definition

The main problem investigated in this research can be described as follows. Consider
that samples of documents from two disjoint classes are made available to a computerized
system with the indication of which class the documents came from. Also, consider that the
remaining documents in the two classes are temporarily hidden to the system. Next, suppose
that a hidden document becomes available without the indication of which class it came
from. Hence, the main problem investigated in this research work is best summarized as
follows:

Given are two samples from two mutually exclusive collections of documents. Each
sample is assumed to belong to one class. The question is how to obtain a set of patterns
of text features that make such documents (and other unclassified ones) to be classified in
one and only one document class.

An examination of this problem showed that actually the following four closely related
problems needed to be addressed.

Problem 1. This problem answered the question: How can a computerized system
identify the set of text descriptors that best reflect the type of information
contained in each document?
The expected result of investigating this problem was to be able to determine the set of keywords that best indexed the documents in the experiments.

Problem 2. This problem answered the question: *How can a computerized system construct a set of classification rules from samples of documents from two mutually exclusive classes?*

The expected result of investigating this problem was to be able to provide a system capable of constructing a set of classification rules by using the keywords that were used to index each document.

At this point, it can be argued that because these rules are constructed using only a relatively small sample of documents, it is quite possible that they can make mistakes when classifying unseen documents. Such mistakes would indicate that the rules do not possess enough knowledge to classify those documents, and therefore they would indicate that the rules need to be updated as more documents become available.

Thus, at this point the following problem needed to be addressed. Suppose that there is a vast number of documents to consider next during the initial training phase of the computerized system. (In fact, [DynMeridian, 1996] has indicated there may be hundreds of millions of such documents in various repositories.) Also, suppose that the actual class membership of each document is unknown. Therefore, the third problem investigated in this research was how to decide which document to consider next in the training session. This is a familiar problem in machine learning which is usually called the “Guided Learning” problem (see, for example, [Valiant, 1984], [Angluin, 1988], [Haussler and Warmuth, 1993], and [Holland, 1986]).
One strategy to answer this question is to randomly select the next document from the collection of the remaining unclassified documents. However, it is believed that if a guided approach is designed to select the next document, then: (i) better classification rules can be obtained and (ii) such rules will be constructed at a much faster rate than if a random approach is implemented. Thus, the third problem investigated in this research is best summarized as follows:

Problem 3. This problem answered the question: *How to design a "guided learning" approach for selecting the next document to classify during the training session.*

The expected result of studying this third problem was to be able provide a feedback system to the OCAT algorithm such that its classification accuracy can be improved as more documents become available.

Problem 4. This problem answered the question: *How to use an incremental learning methodology with the OCAT algorithm in order to improve its efficiency for the construction of new rules as more examples become available.*

The need for investigating this fourth problem was the large CPU times rendered in solving Problem 3. Furthermore, the main goal of investigating this problem was to provide a methodology to expand (also called repair) only the faulty term(s) of the classification rule that cause a mis-classification of a new document.
3 LITERATURE REVIEW

This section reviews the relevant literature associated with the four problems stated in the previous section.

3.1 Problem 1: Selection of Text Descriptors

According to [Cleveland and Cleveland, 1983], “the basic intellectual problem for constructing an index with a set of keywords is to accurately represent the content of a document with a dozen or so of terms.” Meadow [1991] also indicates that “the words in such an index must reflect the subjects of the documents from which they were selected.” The literature revealed the following four indexing methodologies for computerized information retrieval systems (manual systems were not reviewed in this dissertation work): the principle of least effort, the vector space approach, a genetic algorithm approach, and an all words approach.

3.1.1 The Principle of Least Effort

The Principle of Least Effort (PLE) is a two-step heuristic approach for constructing an indexing vocabulary with only the most meaningful words (or, keywords). It was introduced by Zipf [1949] and later enhanced by Luhn [1957-58]. The PLE works as follows. In the first step, it extracts a list of the words that cooccur in a sample of documents. It then divides this list into the following three categories: (i) words cooccurring infrequently (delimiting a lower cutoff), (ii) words cooccurring very frequently (delimiting an upper cutoff), and (iii) words with moderate cooccurring frequencies (or words in-between the two cutoffs). Zipf [1949] christened the words in the last category as the most

In the second step, only the words with moderate cooccurring frequencies are selected as the best set of keywords. According to [Zipf, 1949] these words convey the maximum lexical meaning. Other words such as the common words (i.e., those in the upper cutoff) and the rare words (i.e., those in the lower cutoff) are discarded for further consideration because their lexical contribution is minimum.

3.1.2 The Vector Space Model

Another method for selecting the best set of keywords is the Vector Space Model (VSM) ([Salton and Wong, 1975] and [Salton, 1989]). In contrast with the underlying principle of the PLE, the VSM selects these keywords by minimizing (maximizing) the following Equation (3.1):

$$F = \sum_{i \neq j}^{n} \sum_{i \neq j}^{n} \text{sim}(D_i, D_j).$$

The superscript $n$ corresponds to the number of words extracted from the documents in the collection, $\text{sim}(D_i, D_j)$ is a measure of the similarity (to be discussed in Section 3.2.1) between surrogates $D_i$ and $D_j$. The minimization of Equation (3.1) is used when the emphasis is in finding the set of words that will create clusters of various documents. Contrary, when the emphasis is in creating as many clusters as documents, then maximization is preferred.

3.1.3 A Genetic Algorithm Approach

In a more recent approach, Chen [1996] selected a set of keywords by using a Genetic Algorithm (GA) approach. In his experiments with the GANNET (Genetic Algorithms
Neural Networks) system, he first presented the GA with a set of thirty-three concept descriptors or keywords. Then, the GA created several populations of keywords that were used to index 1, 2, 3, 4, 5, and 10 documents. These documents were indexed using one population of keywords at a time. Finally, the GA selected as the close-to-optimal-solution, the population of keywords that minimized an average pairwise similarity (as measured by the Jaccard Coefficient in Table 3.1) across all documents in the experiments.

Table 3.1. Measures of Vector Similarity.

<table>
<thead>
<tr>
<th>Similarity Measure</th>
<th>Evaluation for Binary Term Vectors</th>
<th>Evaluation for Weighted Term Vectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>sim(X, Y)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inner Product (IP)</td>
<td>(</td>
<td>X \cap Y</td>
</tr>
<tr>
<td>Dice Coefficient (DC)</td>
<td>(2 \frac{</td>
<td>X \cap Y</td>
</tr>
<tr>
<td>Cosine Coefficient (CC)</td>
<td>(\frac{</td>
<td>X \cap Y</td>
</tr>
<tr>
<td>Jaccard Coefficient (JC)</td>
<td>(\frac{</td>
<td>X \cap Y</td>
</tr>
</tbody>
</table>

\(X = (x_1, x_2, ..., x_t)\).
\(|X| = \text{number of terms in } X.\)
\(|X \cap Y| = \text{number of terms appearing jointly in } X \text{ and } Y\).
This table was taken from [Salton, 1989], Chapter 10.
3.1.4 An All Words Approach

In the problem raised by [DynMeridian, 1996] and [DOE, 1996], it was emphasized that human experts usually search for at least one occurrence of sensitive information in the documents’ text before they attempt any classification decision. (Sensitive information can be, for example, either one or more single words, names, numbers, dates, places, phrases, etc. that describe the specific conditions of an event.) Both references have also suggested that classification experts focus their attention on the type of information words may convey, rather than on the words’ cooccurring frequency. These new considerations suggest that in real classification situations an expert classifier must read at least all the words in a document before he/she attempts a classification decision. These two observations allowed us to hypothesize that in the worst case scenario, all the words that cooccur in a document text are needed for indexing purposes. We call this indexing approach, the All Words Approach (AWA), which we discussed in more details in Section 4.1.2.

3.1.5 Summary of Methodologies for Selecting a Set of Keywords

A common characteristic of the PLE, VSM, and GA indexing methodologies is the elimination of some words that cooccur in the text of a collection of documents. This elimination can be attributed either to heuristics or to optimal algorithms for selecting the best set of indexing terms. However, according to [DynMeridian, 1996] and [DOE, 1996] the elimination of these words may not be adequate for addressing the new classification problem because some of them may convey sensitive information.

An oversimplified example of the consequence of eliminating such words can be illustrated by considering the word “A.” According to [Meadow, 1991] and [Fox, 1990],
the grammatical article "A (or a)" is one of the most frequent words used in English writing. Moreover, both references also have suggested to discard the word "A" because its contribution to the lexical meaning of a document's content is minimum. However, if it is assumed that the content under consideration is on nutrition, then the elimination of the word "A" may be inadequate because it can be the name of the vitamin "A." In this research, the AWA approach was implemented as the indexing methodology in order to reduce the risk of discarding unnecessary words. This approach is detailed in Section 4.

3.1.6 Indexing of Documents

The goal of indexing a document is to guide the human efforts during the storing and retrieving of collections of document (see, for example, [Cleveland and Cleveland, 1983] and [Salton, 1989]). The index of a document is constructed by a list of preselected words that are believed to represent the document’s content. Usually, such an index is attached to the document. [Cleveland and Cleveland, 1983] and [Salton, 1989] refer to this list either as a "surrogate" or as a "document surrogate." An example of a surrogate to index this dissertation, which contains thousands of words, can be illustrated with the following five phrases "Document Classification," "Text Analysis," "Vector Space Model," "Neural Networks," and "Logical Analysis." Such an index can also be used to store (retrieve) this dissertation from some document category.

A surrogate can be further simplified by expressing it in one of two manners. First, it can be expressed as a binary vector to indicate the presence (denoted by 1) or absence (denoted by 0) of some keywords that cooccur in the text of a document. The vectors for documents \( A = [001110001000] \) and \( B = [110001110101] \) presented in Section 1 are two
examples of this type of surrogates, whose elements are referred to as the weight of a keyword.

In the second manner, a surrogate can be expressed as a weighted vector to indicate the relative importance of a keyword $T_i (i = 1, 2, 3, \ldots, t)$ in document $D_j (j = 1, 2, 3, \ldots, N)$. The value of this relative importance is a real number in the range $[0, 1]$, which is also referred to as the weight of a keyword. For practical purposes, the weight of keyword $T_i$ in document $D_j$, $w_{ij}$, is computed according to the inverted frequencies described in [Salton, 1989], as follows:

$$w_{ij} = f_{ij} \left( \log\left(\frac{N}{N_i}\right) - 1 \right), \text{ for } i = 1, 2, 3, \ldots, N \text{ and } j = 1, 2, 3, \ldots, t. \quad (3.2)$$

Where $f_{ij}$ is the cooccurring frequency of keyword $T_i$ in document $D_j$, $N$ is the number of documents in the collection, $N_i$ is the number of documents in which keyword $T_i$ occurs, and $t$ is the number of keywords.

Figure 3.1 shows a popular way to summarize a collection of $N$ surrogates [Salton, 1989]. In what follows, the words surrogate and document will be used interchangeably and will be denoted as $D_k (k = 1, 2, 3, \ldots, N)$. In order to comply with the requirements of the

![Figure 3.1. A collection of N documents and their surrogates.](image-url)
logical analysis algorithm that was used to solve the new classification problem, all surrogates in a collection will be expressed as binary vectors.

3.2 Problem 2: Classification of Documents

Traditionally, this type of classification is a process by which sets of documents sharing common characteristics are grouped together. The literature revealed manual and computerized or automatic processes for this type of classification processes. It also revealed that manual processes seem to deliver better results when the collection of documents is small [Jacobs, 1993]. On the other hand, [DynMeridian, 1996] has recommended the utilization of automatic and semiautomatic processes for large collections of documents in order to increase the efficiency of expert classifiers. The literature revealed the following four automatic methodologies for addressing the classification problem: fuzzy set methodologies, semantic analysis approaches, artificial intelligence approaches, and the vector space model. To comply with the literature, the vector space model [Salton, 1989] was used in this research as a benchmarking methodology for these types of classification processes.

3.2.1 A Fuzzy Set Approach

This approach is based on the Fuzzy Set Theory (FST) that was introduced by Zadeh [1965]. Zadeh indicated that “the natural language humans use to express their thoughts is often vaguely or imprecisely defined.” The phrase “a tall individual” is an example of a concept that is imprecisely defined because depending on the standard used, an individual can be either tall or short. For instance, if the height 6' 4" is defined as the standard to
determine the tallness of an individual, then all individuals below this height are said to be short. Otherwise, they are said to be tall.

However, under Zadeh's observations an individual can be assigned a degree of tallness with respect to a preestablished standard. For example, if this standard is defined by the set of heights in the range 5' 6" and 6' 4", then a 5' 9" individual will be 0.91 (5' 9" ÷ 6' 4") tall with respect to the upper limit of this range. Similarly, a 6' 3" individual will be 0.98 (6' 3" ÷ 6' 4") tall. In the same vein, if the height of an individual is either 3' 4" or 7' 5", then he/she is said to be 0.0 tall because his/her height is off the range that defines tallness.

FST has also been extended to applications for storing and retrieving documents to and from different classes (see, for example, [Kraft et al., 1994], [Bordogna and Passi, 1995-2], [Lee et al., 1992], and [Molinary and Passi, 1996]). For the classification of documents (i.e., storing), the FST is usually a two-step approach, as follows. In the first step, it takes as input a surrogate and determines its membership in the various classes. The degree of membership a document has in a class is usually determined by one of the following tags: "completely," "strongly," "moderately," "little," or "nothing" (see, for example, [Molinary and Passi, 1996]). The cosine coefficient (CC) as shown in following Table 3.1 can be used to determine these degrees of membership.

Thus, if the TFS determines that a document belongs "completely" to a class, its membership is set to 1. On the contrary, if the document does not belong (i.e., "nothing") to a class, its membership is 0. Other membership such as "strongly," "moderately," and "little" indicate a partial membership and its membership value is defined by a real number between 0 and 1.
In the second step a document is assigned to a class by comparing its membership values with a predetermined threshold value (usually called the \( \alpha \)-value). To address the new classification problem, the FST may proceed as follows. A document may be assigned to the first class if, for example, its membership value is lesser than or equal to the \( \alpha \)-value. Otherwise, the document will be assigned to the second class.

A drawback of FST approaches is that if the \( \alpha \)-value is decreased, then it is likely that the document will be placed, say, in the second class. Contrary, if this value is increased, then the document may still belong in the first class. This situation clearly violates the deterministic classification condition of the new problem.

3.2.2 A Semantic Analysis Approach

Another methodology for the classification of documents into two disjoint classes is the Semantic Analysis (SA) approach. SA can address the new classification problem by semantically discovering the underlying content of a document and then by comparing it to some pre-established knowledge, which usually is stored in frames. A frame is a cluster of facts, objects, and strategies which are used to describe some typical formulation for reasoning about a given situation [Allen, 1985]. A typical frame may contain definitions of the words to be used, the structure of the sentences to be analyzed, and some world knowledge. SA approaches discover the content of a document by extracting the semantic meaning of sets of non-blank characters from its text (see, for example, [Rau and Jacobs, 1991], [Jacobs, 1991], [Pesole et al., 1994], [Croft, 1993], and [Korfhage and Olsen, 1994]).
According to Kim and Moldovan [1995], Korfhage and Olsen [1994], and Rau and Jacobs [1991], the chief limitation of SA approaches for the classification of documents is the extremely large number of frames that are needed in order to determine the content of each document. Moreover, the above two sources have also indicated that (i) SA can only be used for specific and narrow domains and (ii) field experts reckon this methodology as unpractical, very costly, and prone to errors (see, for example, [Kim and Moldovan, 1995]) because frames are man-made and their construction and maintenance can become an engineering bottleneck.

3.2.3 A Neural Networks Approach

A promising approach to solve the classification of documents problem is the utilization of Neural Networks (NN) [Chen, 1996]. NNs are sets of computational procedures inspired by the neurobiological systems found in the brain of various animals (see for example, [Jain et al., 1994], [McCulloch and Pitts, 1943], [Aoe, 1990], and [Haykin, 1994]). According to [Rumelhart et al., 1994], “the strategy with NNs is to secure some mathematical models of brain-like systems to study and understand how various problems can be solved using such models.”

The main problem with an NN approach is how to train the network, so that it can perform efficiently a specific task (e.g., document classification) [Rumelhart et al., 1994] and [Jain et al., 1996]. This training is acquired by determining the numerical values of the weights of the connections between neurons and the numerical values of the thresholds of each neuron. These values are determined by repeatedly presenting the NN with sets of pre-classified examples (i.e., surrogates in this study) of the task to be learned, and by adjusting
the weights and threshold values until the network performs the specific task accurately. Some applications that illustrate the utilization of NN for the classification of text documents of small collections can be found in Chen [1996], Chen et al. [1994], and Macleod [1991].

Although the literature indicated that NNs may be promising methodologies for addressing the new classification problem, Scholtes [1993] has suggested that they are still in an experimentation phase mainly because “the resulting NNs are of an unacceptable size.” Moreover, researches in fields different from text classification have indicated that defining the weights in an NN could be easily understood by the person designing the network but not for the application’s field expert who is often the end user. The literature also suggested that experts (such as medical doctors) sometimes may feel uncomfortable in accepting the recommendations made by a NN due to the lack of justification capabilities.

3.2.4 A Logical Analysis Approach

Another promising method to solve the new classification problem is the One Clause At Time (OCAT) algorithm [Triantaphyllou et al., 1994] and [Triantaphyllou, 1994]. The OCAT algorithm (Figure 3.2) is a logical analysis approach for the classification of examples into two disjoint classes. This algorithm takes as input a sample of training examples from two disjoint classes and constructs a set of logical rules that can be used to verify the class of the training examples (binary surrogates in our case) and to infer the class of other unseen examples. Also, it can express these rules in the form of a Boolean function either in CNF (Conjunctive Normal Form) or in DNF (Disjunctive Normal Form) form.
The OCAT algorithm is greedy in nature. It is greedy in the sense that in the first iteration, it forms a clause that for the CNF case accepts all the examples in one of the classes (often referred to as $E^+$) and rejects as many examples as possible in the other class (often referred to as $E^-$). Similarly, in the second iteration it forms another clause that accepts again all the examples in $E^+$ and rejects as many examples, that were not rejected by the previous clause(s), in $E^-$ as possible. The algorithm repeats this process until the generated sequence of clauses reject all the examples in $E^-$. 

The core of this algorithm is Step 2 in Figure 3.2. In [Triantaphyllou, 1994] and [Triantaphyllou and Soyster, 1996a and 1996b] a branch-and-bound (B&B) approach to solve the task in Step 2 was implemented. The goal of this B&B strategy was to construct a set of clauses of minimal or close to minimal size. This B&B approach has been used for solving small problems mainly because of the very long CPU times it takes to find the optimal set of clauses for larger problems.

| Input: | Two mutually exclusive sets of examples (denoted as $E^+$ and $E^-$). |
| Output: | A Boolean function in CNF (or DNF) form given as $C$. |

```
begin
  i = 0; C = ø;
  do while ($E^- ≠ ø$)
    Step 1: $i = i + 1$; /* $i$ indicates the $i$th iteration */
    Step 2: find a clause $c_i$ which accepts all members of $E^+$ while it
             rejects as many members of $E^-$ as possible;
    Step 3: let $E^-(c_i)$ be the set of the members of $E^-$ which are rejected by $c_i$;
    Step 4: let $C = C ∪ c_i$;
    Step 5: let $E^- = E^- \setminus E^-(c_i)$;
    repeat;
  end;
```

Figure 3.2. The One Clause at a Time (OCAT) algorithm for the CNF case.
Recently, [Deshpande and Triantaphyllou, 1998] implemented a heuristic approach of polynomial time for Step 2. This heuristic allows for the solution of larger classification problems and delivers a set of clauses of small size (as opposed to the minimal or near minimal size that can be delivered by the B&B). This heuristic is illustrated in the following Figure 3.3.

A common feature of the above two algorithms is that they produce only one Boolean function. As indicated in the above references, such a function can only accept or reject an input; $E$ and $E'$. Output: A Boolean function either in the CNF or DNF form.

\[
\begin{align*}
q &= 1; \\
&\text{do while } (E' \neq \ø) \\
&\quad \text{Let } E^+ \text{ be the original set of positive examples;} \\
&\qquad K_q = \ø; \quad \text{initializing a clause} \\
&\quad \text{do while } (E^+ \neq \ø) \\
&\text{Step 1: Calculate the } POS(a_j) / NEG(a_j) \text{ ratio for all atoms } a_j \in a \text{ (where } a_j \text{ is either } A_j \text{ or } A^c_j). \text{ If } NEG(a_j) = 0 \text{ set this value to } POS(a_j) \times 1000 \text{ (a high value). Also, if } POS(a_j) = 0 \text{ and } NEG(a_j) = 0 \text{ set the value to -1;} \\
&\text{Step 2: Choose the } a_j \text{ according to } \max\{POS(a_j) / NEG(a_j)\}. \text{ Break ties arbitrarily;} \\
&\text{Step 3: Let } K_q = K_q \cup a_j; \\
&\text{Step 4: Let } E^+(a_j) \text{ be the set of members of } E^+ \text{ which are accepted when } a_j \text{ is included in the current clause } K_q; \\
&\text{Step 5: Let } E^+ = E^+ - E^+(a_j); \\
&\quad \text{repeat;} \\
&\text{Step 6: Let } E^-(K_q) \text{ be the set of members of } E^- \text{ which are rejected by } K_q; \\
&\text{Step 7: Let } E^- = E^- - E^-(K_q); \\
&\quad q = q + 1; \\
&\quad \text{repeat;}
\end{align*}
\]

Figure 3.3. The heuristic combined with the OCAT approach [Deshpande and Triantaphyllou, 1998].
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example. However, because such a function is usually constructed from a relatively small collection of examples, it is possible that it can make an error by rejecting a true positive example or by accepting a true negative example. This may be a disadvantageous situation for these two algorithms because they cannot detect such errors.

On the other hand, the methodology implemented in this research is a novel approach that combines the decision of two complementary rules to infer and to validate the class of new examples. The underlying assumption of this novel approach can be understood more easily by considering the implementation of the OCAT algorithm on the data in Figures 3.4 and 3.5.

From the examples in Figure 3.4 it can be observed that if OCAT is implemented on these two sets, then it will create a Boolean function (either in the CNF or DNF form) that evaluates to true for each of the positive examples and to false for each of the negative examples. We call this Boolean function the positive rule because it only accepts positive examples and rejects the negative ones.

The Figure 3.5 shows again the previous ten examples, but this time the data in the two sets have been interchanged. That is, now the new class $E^+$ consists of the former

$$E^+ = \begin{bmatrix}
0100 \\
1100 \\
0011 \\
1001
\end{bmatrix}$$

$$E^- = \begin{bmatrix}
1010 \\
0001 \\
1111 \\
0000 \\
1000 \\
1110
\end{bmatrix}$$

Figure 3.4. A set of four positive examples and a set of six negative examples.
negative examples while the new class \( E^* \) consists of the former positive examples. With this new setting of examples, it can be easily seen that this time the OCAT algorithm will construct a Boolean function that evaluates to true for all former negative examples and evaluates to false for all former positive examples. We call this Boolean function the negative rules because this time it accepts the former negative examples, while it rejects all the former positive examples.

The advantage of using two rules to classify an example can be illustrated as follows. Because a Boolean function can only accept or reject an example, it is expected that if the positive rules accept(reject) the example, then the negative rules will reject(accept) it. These

\[
E^* = \begin{bmatrix}
1010 \\
0001 \\
1111 \\
0000 \\
1000 \\
1110
\end{bmatrix} \quad
E^- = \begin{bmatrix}
0100 \\
1100 \\
0011 \\
1001
\end{bmatrix}
\]

Figure 3.5. A set of six positive examples and a set of four negative examples.

observations follow from the setting of the examples in Figures 3.4 and 3.5.

However, because both rules are constructed using a limited number of training examples, it may be possible that both rules will simultaneously accept or reject an unseen example. This would be an erroneous result that contradicts the expectations of both rules as they were described above. More importantly, such an erroneous result indicates that only one of the rules does not possess enough knowledge to classify the unseen example. We called this an "Undecided" situation and we used it to detect when the two rules could
not classify correctly an unseen example. In this research, we turned an "Undecided" result into an advantageous situation that was used to guide (i.e., reconstruct) the learning of the rule that triggered the unexpected decision.

3.2.5 A Vector Space Model Approach

The Vector Space Model (VSM) is a traditional methodology for the classification of text documents [Salton and Wong, 1975] and [Salton, 1989]. The VSM model works as follows. First, it takes as input a sample of surrogates to construct clusters of documents that share a similar content. Then, it uses the information in each cluster to classify new documents. Figure 3.6 illustrates the typical three steps of the VSM model.

| Input: A sample of document surrogates |
| Output: Clusters of documents and clusters' centroids |
| **Step 1:** Compute a pairwise similarity coefficient among all surrogates in the sample; |
| **Step 2:** Cluster documents that share similar context (i.e. similar coefficient); |
| **Step 3:** Compute centroids of clusters; |

Figure 3.6. The Vector Space Model (VSM) algorithm.

To address **Step 1** Salton [1989] indicates that a suitable measure for pairwise comparing any two surrogates is the Cosine Coefficient (CC). (The CC and other similarity measures are listed in Table 3.1.) This coefficient measures the geometric angle between two surrogates in a Cartesian plane. Salton also indicates that "the magnitude of this angle can be used to measure the similarity between any two documents." He also suggests that the smaller this angle is, the more similar the two documents are.
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In Step 2, the VSM clusters together documents that share a similar content. According to Salton [1989], any clustering technique can be used to group documents with alike surrogates. A collection of clustering techniques for this purpose is given in [Anderberg, 1973], [Van Rijsbergen, 1979], [Aldenderfer, 1984], and [Späth, 1985]. It is important to mention here that under any of these techniques the number of generated classes is always a function of some predefined parameters. This is a contrasting situation with the requirements of the new classification problem in which the number of classes is given. For instance, in this research the number of classes were two. When the number of classes is give, the VSM is said to perform a pseudo-classification.

To address Step 3 [Salton, 1989], [Salton and Wong, 1975], and [Van Rijsbergen, 1979] suggest the computation of a class centroid to be done as follows. Let $w_q \ (j = 1, 2, 3, \ldots, t)$ be the $y$th element of the centroid for class $C_r$ which contains $q$ documents. Then, $w_q$ can be computed as follows:

$$w_q = (1/q) \sum_{i=1}^{q} D_{ij}, \quad \text{for } j = 1, 2, 3, \ldots, t. \quad (3.3)$$

That is, the centroid of class $C_r$ is also a surrogate defined on $t$ keywords.

Finally, the VSM classifies an unseen document by comparing its surrogate against the centroids that were created in Step 3. The CC coefficient can also be used to measure the similarity between a new document and the centroids. Hence, a document will be placed in the class for which the CC index is maximum. If two surrogates are identical, then the angle between them is 0°, and therefore the cosine index is maximum.

The data in Figures 3.4 and 3.5 also show two typical inputs to the VSM model. It can be observed that if the VSM is implemented on these data, then one pair of centroids
will be created for the data in Figure 3.4 and one pair for the data in Figure 3.5. The construction of these two pairs of centroids corresponds to the construction of the positive and negative rules described in Section 3.2.4 for the OCAT algorithm. Moreover, to match the name of the rules, the two centroids for the data in Figure 3.4 were called the positive centroids while the centroids for the data in Figure 3.5 were called the negative centroids.

As with the OCAT algorithm, these two pairs of centroids can also be used to improve the classification accuracy of the VSM as new examples become available. This can be done as follows. First, it is expected that if the positive centroids classify a new document as positive(negative), then the negative centroids will classify it as negative(positive). However, it can also be possible that the two pairs of centroids will erroneously classify the same example as either positive or as negative. As indicated in the previous section, this is an “Undecided” situation that indicates that at least one of the centroids does not possess enough knowledge to classify new documents. More importantly, this situation suggests that either the positive or the negative centroids must be updated in order to improve the accuracy of the VSM algorithm.

3.2.6 Summary of Classification Methodologies

The literature suggested that the main disadvantage of FST approaches is that they may not comply with the deterministic requirements of the new classification problem stated in [DynMeridian, 1996] and [DOE, 1996]. The literature also indicated that although SA approaches may be used to solve the new classification problem, their use is still limited to only small problems mainly because their construction and maintenance are always expensive and highly prone to errors. The literature further suggested that although NNs are
promising approaches to address the new classification problem, their resulting size may be still unacceptable for real text classification problems.

On the other hand, the OCAT algorithm appeared to be the best methodology for addressing the new problem because it can deliver a deterministic classification at reasonable CPU times. But most importantly, this algorithm was selected to address the classification of text documents into two disjoint classes because it has been used successfully in other research areas such as cancer detection (see, for example, [Kovalerchuk et al., 1997]), in which a wrong decision can also have severe consequences. Finally, the VSM was selected to benchmark the classification performance of the OCAT algorithm. It is important to mention here that this is the first time that positive and negative rules and positive and negative centroids are implemented and studied on the OCAT and VSM algorithms, respectively.

3.3 Problem 3: The Guided Learning Approach

The central idea of the Guided Learning Approach (GLA) can be illustrated as follows. Suppose that the collection to be classified contains millions of documents. Also, consider that initially only a small sample of documents from this collection is given to an expert classifier for its correct classification into class $E^+$ or $E^-$. Moreover, suppose that the OCAT algorithm is used to construct positive and negative rules by using these two classes. As mentioned in Section 3.2.4, these rules will only be accurate when classifying the examples in the samples and may be inaccurate when classifying other unseen examples.

The classification accuracy of these rules can be improved by reconstructing them when more training examples are included in $E^+$ and $E^-$. These example can be added to
these sets as follows. First, one can provide an expert classifier with an unclassified document and ask him/her to determine its correct classification. Next, one can place this document in either $E^+$ or $E^-$ according to the expert's recommendation. Then, we can reconstruct the positive and negative rules using the new $E^+$ and $E^-$ sets. This process can be repeated until the rules have achieved the desired accuracy. Therefore, the question GLA attempts to answer is: 

**What is the next document to be inspected by the expert classifier so that the performance of the positive and negative rules can be improved as fast as possible?**

One way to provide the expert with this document is to randomly select one from the remaining unclassified documents. We called this the RANDOM learning strategy. A drawback of this strategy may occur if the classification verdict of the *incumbent* positive and negative rules frequently coincides with the expert's verdict. Under this scenario, the reconstruction of the rules may be inefficient because they may not improve fast enough.

An alternate and more efficient way is to provide the expert with a document that the two incumbent rules already identified as an "Undecided" situation. This appears to be a more efficient way of selecting the document because when an "Undecided" situation occurs, the expert's verdict will always guide the reconstruction of the rule that triggered the mis-classification. We called this the GUIDED learning strategy.

The advantage of using a GUIDED learning strategy over a RANDOM strategy to improve the learning rate of the OCAT algorithm can be hypothesized as follows. These two rules can only have one of three possible classification outcomes: *Correct, Incorrect*, or *Undecided*. The conditions to obtain these three outcomes are illustrated in Figure 3.7.
Furthermore, as indicated in Section 3.2.4 the detection of an "Undecided" situation will always lead to the reconstruction of the faulty rule. Therefore, when an oracle (i.e., an expert classifier) is asked to provide the correct classification of an example that was already identified with an “Undecided” classification by the two incumbent rules, the faulty rule will always be identified and reconstructed. In contrast, the reconstruction of either rule under the RANDOM strategy may be unnecessary if the example to be inspected by the oracle is correctly classified by the two incumbent rules.

The classification of a new example \( D \) is correct if and only if:

- \( D \) is a positive example, and the positive rule accepts it, while the negative rule rejects it.
  Or,
- \( D \) is a negative example, and the positive rule rejects it, while the negative rule accepts it.

The classification of a new example \( D \) is incorrect if and only if:

- \( D \) is a positive example, and the positive rule rejects it, while the negative rule accepts it.
  Or,
- \( D \) is a negative example, and the positive rule accepts it, while the negative rule rejects it.

The classification of a new example \( D \) is undecided if and only if:

- \( D \) is accepted by both the positive and the negative rules.
  Or,
- \( D \) is rejected by both the positive and the negative rules.

These criteria can be used with OCAT or any other classification algorithm.

Figure 3.7. Possible outcomes when the classification decisions of the positive and negative rules are considered simultaneously.
3.4 Problem 4: Incremental Learning with the OCAT Algorithm

The OCAT algorithm, as described in Figure 3.2, indicates that a Boolean function is reconstructed every time a new set of positive and negative examples becomes available. That is, if the available sets of examples $E^+$ and $E^-$ are given, then a Boolean function $\mathcal{F}$ will be obtained. Similarly, if a newer set of examples is composed by $E^+ \cup e^+$ (where $e^+$ is a single positive example) and $E^-$ is the set with the negative examples, then the OCAT algorithm will reconstruct a new Boolean function, say $\mathcal{F}'$. In many applications reconstructing a function in this way may be computationally expensive even if only a single example is added to the previous training sets (see, for example, [Hunt et al., 1966], [Michalski, 1978], [Michalski, 1985], [Reinke and Michalski, 1986], [Schlimmer and Fisher, 1986], [Utgoff, 1989], [Utgoff, 1997]). The literature refers to this type of learning as non-incremental learning (NILE) because it reconstructs the existing knowledge (i.e., the Boolean function) every time a new problem is presented.

On the other hand, incremental learning from examples (ILE) may be an attractive strategy to update such a function because only portions of it are repaired as new examples are observed. Among the first works addressing ILE was the Concept Learning System (CLS) [Hunt et al., 1966]. In CLS, prior observations were selected at random and were replaced with new examples in order to reconstruct the new knowledge. CLS was soon abandoned because the learning rates were slow. In Michalski and Larson, [1978], the AQ ([Michalski, 1973]) systems was adapted to learn incrementally by limiting the number of examples needed to reconstruct the faulty knowledge, which was expressed in "plain" DNF form. The AQ system repaired this knowledge by using a Euclidean distance measure to
identify new examples that were “good” concept representatives. Its goal was to reconstruct only those portions of the knowledge (a set of clauses which describes an individual concept) that caused the mis-classification.

Later, [Reinke and Michalski, 1986] extended the AQ system into the GEM system which repairs only individual terms of DNF expressions. In the GEM system only the faulty conjunctive terms were submitted to a generalization procedure along with the observations it currently covered and those that triggered the classification inconsistency. The results of this system suggested that (i) ILE methods yield more complex concept descriptions than NILE methods and (ii) knowledge base updates are less expensive using ILE than with NILE methods.

A common underlying assumption of the above ILE methods is that they insist in perfect consistency between the existing knowledge and the real world of observations. That is, they do not allow for noise during the training process. (Noise is defined as observations that were incorrectly described due to a faulty perception.) Alternatively, incremental learning systems such as STAGGER ([Schlimmer, 1987]), ID3 (Quinlan, 1986), ID4 (Schlimmer and Fisher, 1986), and ID5 ([Utgoff, 1989]) allow for some noise between the existing knowledge and the observations during the training process. In these systems, noise is allowed because knowledge is represented in a probabilistic manner, and according to Schlimmer [1987], “this probabilistic knowledge representation enables a system to discern and respond to long-term environmental changes.” Other works addressing a probabilistic knowledge representation are described in [Hampson and Kibler, 1983] and [Langley,
1987]. ILE methodologies that allow for some noise are not further discussed in this research.

The incremental learning methodology implemented on the OCAT algorithm (to be described in Section 4.4) is similar to the one of the GEM system. It is similar in the sense that it does not allow for noise between the knowledge and the observations and because it repairs only the disjunctive terms that caused a mis-classification. Nonetheless, it differs from the GEM system in the way the new training examples are selected and used to reconstruct the current knowledge. For example, in the GEM system knowledge is submitted to a generalization process only when a set of mis-classified examples has been collected. In contrast, in the methodology implemented in this work this knowledge is repaired by only considering examples with an “Undecided” situation. Furthermore, the methodology presented here differs from that of the GEM system because it attempts to maintain two rules of small size.
4 METHODOLOGY

The methodology to investigate the four problems stated in Section 2 is presented next.

4.1 Methodology for Problem 1: Selection of the Best Content Descriptors

In order to investigate this problem, the following four tasks were implemented: (i) selection of the training documents, (ii) indexing of the documents, (iii) construction of a matrix of binary surrogates, and (iv) definition of the experimental conditions.

4.1.1 Selection of a Sample of Training Documents

A sample of documents from four classes of the TIPSTER collection (see, for example, [Harman, 1995] and [Voorhees, 1998]) was randomly selected to investigate the performance of the OCAT and the VSM algorithms. (The TIPSTER collection is distributed in three compact disks that contain tens of thousands of text documents for experimentation with information retrieval systems.) Table 4.1 shows the numbers of documents from each class that were used to investigate all four research problems.

<table>
<thead>
<tr>
<th>Class:</th>
<th>DOE</th>
<th>AP</th>
<th>WSJ</th>
<th>ZIPF</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Documents:</td>
<td>1,407</td>
<td>336</td>
<td>624</td>
<td>530</td>
<td>2,897</td>
</tr>
</tbody>
</table>

DOE, AP, and WSJ stand for Department of Energy, Associated Press, Wall Street Journal, respectively. ZIPF is a collection of technical documents on various topics.

Additionally, to simulate two disjoint classes, the following five class-pairs were formed: (DOE vs. AP), (DOE vs. WSJ), (DOE vs. ZIPF), (AP vs. WSJ), and (WSJ vs. ZIPF). These five class-pairs were randomly selected from all possible pair combinations. Furthermore, to comply with the notation presented in the previous sections, the first and second classes of each class-pair was denoted as \( E^+ \) and \( E^- \), respectively.
4.1.2 Methodology for Indexing the Documents

To index the documents in each experiment, two dictionaries were formed. The first dictionary was composed of all the unique words cooccurring in the documents. In Section 3.1.4 we referred to this list as the AWA. This dictionary was needed in order to avoid duplicated words. The second dictionary was constructed using unique patterns of consecutive words; all words in these patterns were validated against the first dictionary. Finally, all documents were indexed using the patterns from the second dictionary. (From now on these patterns will also be referred to as keywords or content descriptors). This methodology is presented next.

4.1.2.1 Construction of a Dictionary of Unique Words

The construction of the dictionary of unique words followed the guidelines in [Hsiao and Haray, 1970], [Glaserfeld and Pisani, 1970], and [Rau and Jacobs, 1991] for inverted files. In this research, however, the “look-up table” proposed in these guidelines was organized according to the prefixes “a, ab, ac, ..., az, b, ba, be, ..., z, za, ..., zu”, as they are found in regular dictionaries. This table also accommodated prefixes such as “1a, 1b, ..., 9z”, “a1, a2, ..., z9”, and “00, 01, 02, ..., 99” that often appear in the technical literature. One dictionary was constructed for each experiment.

The construction of this dictionary was done as follows. At first, a sentence was extracted from each document, and its words were pre-processed to determine if they were:

1. English words
2. Numbers, e.g., 3.1416
3. Abbreviations, such as Mr., Miss., U.S.A., etc.
4. Mixed words, such as MX14, 5/11/97, etc.
5. Stop words, e.g., a, an, the, for, is, etc.
Then, each word was converted to lowercase in order to avoid duplications (see, for example, [Cleveland and Cleveland, 1983]), and any punctuation such as "", ",", ".", ";", ";!", ";?" was removed from it. The punctuation of numbers such as -3416, 5%, or 5E5 was retained.

4.1.2 Construction of a Dictionary of Unique Patterns of Words

To construct this dictionary of pattern of words, one pre-processed sentence was considered at a time (see, for example, [Jacobs, 1993], [Chen et al., 1994], [Abramova et al., 1981], and [Belonogov et al., 1989]). To illustrate the construction of these patterns, consider the following sentence with the three consecutive words "louisiana state university" (in lowercase). From these three words, the following six patterns $T_i$ (for $i = 1, 2, 3, ..., 6$) can be generated: $T_1 = \text{"louisiana"}$, $T_2 = \text{"state"}$, $T_3 = \text{"university"}$, $T_4 = \text{"louisiana state"}$, $T_5 = \text{"state university"}$, and $T_6 = \text{"louisiana state university."}$

Then, these patterns of words were converted into numbers as follows in order to speed up the searching times in this dictionary. This conversion was done as follows. Suppose that the unique words (all in lowercase) "louisiana", "state", and "university" were hypothetically located in rows 5, 125, and 79, respectively in the dictionary of unique words. In this case, pattern $T_1 = \text{"louisiana"}$ was converted into $T_1 = [5]$. As another example the pattern $T_6 = \text{"louisiana state university"}$ was converted into $T_6 = [5, 125, 79]$. These numerical patterns were recorded in the dictionary of unique content descriptors in this numeric format. As another illustrative example, the keyword $T_8 = \text{"state of louisiana"}$ which came from a different sentence was converted into $T_8 = [125, 5]$ when the above hypothetical row locations are also considered. (Observe that the word "of" was
intentionally left out because according to [Fox, 1990] the preposition "of" is a stop word.)

This process was repeated until all the sentences in a document were processed.

4.1.2.3 Indexing of the Documents

A document $D_i$ (where $1 \leq i \leq N$, and $N$ is the number of documents in the experiment) was indexed with the patterns that only cooccurred in its text. This indexing process was accomplished as follows. Suppose that pattern $T_a = "louisiana state university"$ (or, equivalently, $T_a = [5, 125, 79]$) occurred 20 times in document $D_a$. Furthermore, suppose that $T_a$ was located in row 6 in the dictionary of unique content descriptors. In this case, the presence of $T_a$ in $D_a$ was identified as $[6, 20]$ to denote that $T_a$ occurred 20 times in $D_a$. As another example, the pattern $T_a = "state louisiana"$ (i.e., $T_a = [125, 5]$) also occurs in $D_a$ only one time. In this case, the presence of $T_a$ in $D_a$ was defined as $[8, 1]$.

4.1.3 Construction of the Matrix of Binary Surrogates

The third step in the methodology for indexing documents consisted of creating a matrix of binary surrogates from the data in the dictionary of unique content descriptors. One matrix was constructed for each class in an experiment. The construction of these surrogates followed the guidelines provided in Section 4.2.1 (see, also, [Salton, 1989]). That is, in this case the binary weight $w_{ij}$ of keyword $T_j$ in surrogate $D_i$ was determined according to the following rule:

$$w_{ij} = \begin{cases} 
1 & \text{if the frequency of keyword } T_j \text{ in } D_i \text{ was } > 0, \\
0 & \text{otherwise.}
\end{cases} \quad (4.1)$$
An application of this rule can be illustrated by considering the patterns $T_6$ and $T_8$ in $D_a$ as defined in Section 4.1.2.3. (The frequency of other patterns is assumed to be zero).

In this case, the data in the dictionary of unique content descriptors for this document is as follows:

- [1,0] for $T_1$
- [2,0] for $T_2$
- [3,0] for $T_3$
- [4,0] for $T_4$
- [5,0] for $T_5$
- [6,20] for $T_6$
- [7,0] for $T_7$
- [8,1] for $T_8$

As a result, the above rule evaluates to 0 for the patterns $T_1$, $T_2$, $T_3$, $T_4$, $T_5$, and $T_7$, and it evaluates to 1 for patterns $T_6$ and $T_8$. Moreover, when these evaluations are collected in a vector, then the surrogate for document $D_a$ is defined as $[0 0 0 0 0 1 0 1]$.

**4.1.4 Experimental Conditions for Problem 1: Extraction of Word Patterns**

As indicated in Section 2, Problem 1 consists of identifying the best set of patterns of words to address the new classification problem. To determine these patterns, the classification accuracy of the OCAT and the VSM algorithms was studied under a leave-one-out cross validation (CV) on 20 experiments, each with 40 documents (20 from each class-pair). The numbers of experiments and documents to address Problem 1 were selected on pure intuition but the final results were tested for statistical significance.

The goal of implementing a CV approach on these experiments was to investigate the effect of using patterns of up 5 consecutive words on the classification accuracy of both algorithms. A maximum of 5 consecutive words was selected in order to avoid excessively long lists of words. In some preliminary experiments with the same 40 documents and patterns of up to 7 consecutive words, this list was comprised of more than 30,000
keywords. For this experimentation, classification accuracy for the OCAT case was defined as the proportion of documents accepted by only one rule, while for the VSM case it was defined as the proportion of documents accepted by only one pair of centroids.

4.2 Methodology for Problem 2: Classification Using Text Patterns

The methodology for the second problem consisted of the following three tasks: (i) construction of the positive and negative rules, (ii) construction of the positive and negative centroids, and (iii) definition of the experimental conditions.

4.2.1 Construction of the Classification Rules by Using the OCAT Algorithm

The construction of positive and negative rules in CNF form was achieved by using the heuristic in [Deshpande and Triantaphyllou, 1998]. Figure 3.3 (on page 26) illustrates this heuristic. Under this heuristic, a CNF expression was constructed as follows:

1. A clause was formed such that it accepted all the examples in the $E^+$ set, while it attempted to reject many (as opposed to reject as many as possible required by the original B&B approaches) examples in $E^-$. A single CNF clause was completed when all the examples in $E^+$ were accepted.

2. The atoms in each clause were obtained according to an evaluative function, and only the atoms with the highest value were included in that clause. Ties between the values of this evaluative function for different atoms were broken arbitrarily.

3. The construction of these clauses was repeated until all the examples in the $E^-$ set had been rejected. (A CNF expression was completed when all its clauses when taken together rejected all the examples in the set $E^-$.)
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The ratio $\frac{\text{POS}(a)}{\text{NEG}(a)}$ in Step 1 (i.e., the number of positive examples accepted by the atom $a$, divided by the number negative examples accepted by the same atom) in this heuristic represents an evaluative function for the selection of the best set of attributes to be included in a clause. In this dissertation work, an attribute $a$, that made $\text{NEG}(a) = 0$ (i.e., no negative examples are accepted by $a$) was rewarded by making $\frac{\text{POS}(a)}{\text{NEG}(a)} = \text{POS}(a) \times 1,000$. The multiplication by 1,000 (a sufficiently high number) was introduced in this function in order to avoid a division by zero. This was a high reward value because an atom that does not accept any element from the $E^-$ set is a good candidate to be included in the clause being formed. On the other hand, an atom $a$, that made $\text{POS}(a) = 0$ and $\text{NEG}(a) = 0$ was associated with a punishment value by making $\frac{\text{POS}(a)}{\text{NEG}(a)} = -1$ because such an atom does not accept examples from the $E^+$ set nor from the $E^-$ set.

4.2.2 Construction of a Centroid Using the VSM Model

The centroid of a document class was computed according to Equation (3.3) on page 14. To illustrate the computation of centroid $C_+$, for the set $E^+$ consider the following examples.

$$E^+ = \begin{bmatrix} 0100 \\ 1100 \\ 0011 \\ 1001 \end{bmatrix}$$

$$E^- = \begin{bmatrix} 1010 \\ 0001 \\ 1111 \\ 0000 \\ 1000 \\ 1110 \end{bmatrix}$$

According to Equation (3.3), the first element of $C_+$ is $w_{+,1} = \frac{1}{4} \times (0 + 1 + 0 + 1) = 1/2$. Notice that the four binary numbers in the parenthesis correspond to the first binary element.
of the four examples in $E^+$. The remaining three weights $w_{+,3}$, $w_{+,4}$, and $w_{+,4}$ of $C_+$ are computed similarly. Hence, all four weights of centroid $C_+$ are:

\[
\begin{align*}
    w_{+,1} &= \frac{1}{4} \times (0 + 1 + 0 + 1) = \frac{1}{2}, \\
    w_{+,2} &= \frac{1}{4} \times (1 + 1 + 0 + 0) = \frac{1}{2}, \\
    w_{+,3} &= \frac{1}{4} \times (0 + 0 + 1 + 0) = \frac{1}{4}, \\
    w_{+,4} &= \frac{1}{4} \times (0 + 0 + 1 + 1) = \frac{1}{2}.
\end{align*}
\]

Therefore, the centroid of $E^+$ can be defined by $C_+ = [1/2, 1/2, 1/4, 1/2]$. When these computations are extended to the examples in the $E^-$ set, then the following centroid $C_-$ is obtained.

**4.2.3 Experimental Conditions for Problem 2**

In Section 2 the second problem was defined as how to construct a set of rules for classifying text documents. As indicated earlier, this problem was tackled by investigating the classification performance of the OCAT and VSM algorithms under the following two experimental conditions: (i) The leave-one-out cross validation (CV) and (ii) a 30/30 cross validation (30/30 CV), where 30 indicates the initial number of documents in the training classes $E^+$ and $E^-$. (Similar experimental conditions can be seen in [Deshpande and Triantaphyllou, 1998] and [Utgoff, 1997], respectively). We implemented the CV validation on the five class-pairs of the TIPSTER collection that were defined in Section 4.1.1, as follows:

**Step 1.** 30 documents from each class were randomly selected and were assigned to $E^+$ and $E^-$, respectively.

**Step 2.** One document was then removed from either $E^+$ or $E^-$, and the *positive and negative rules and positive and the negative centroids* (for the OCAT and
VSM cases, respectively) were then constructed using the remaining 59 documents. A different document was removed every time.

Step 3. The class of the document left out was then inferred by both algorithms.

Step 4. The correctness of the classification of both algorithms was determined according to the criteria in Figure 3.7 (on page 34).

Steps 2 through 4 were repeated until all 60 documents had their class inferred. Finally, this test was replicated ten times at which point the results of the two algorithms were tested for statistical difference.

The 30/30 cross validation (30CV) was implemented on larger samples of 254 documents. This number of documents was used in this experiment in order to avoid excessive computational times, but it still yielded statistically significant results. We also implemented this experimental condition on the five class-pairs indicated in Section 4.1.1., as follows:

Step 1. 30 documents from each class were randomly selected, and they were assigned to $E^+$ and $E^-$, respectively.

Step 2. The Positive and negative rules and the positive and negative centroids (for the OCAT and VSM cases, respectively) were then constructed using the data in $E^+$ and $E^-$. 

Step 3. Next, the classification of all 254 documents was inferred.

Step 4. The correctness of the classification of both algorithms was determined according to the criteria in Figure 3.7 (on page 34).
As with the first experimental condition, the 30CV validation was replicated ten times at which point the results of the two algorithms were tested for statistical difference.

4.2.4 Statistical Performance of the Two Algorithms

In order to compare the relative performance of both algorithms, the following two sets of hypotheses were tested.

a) **One tail test:**

\[
\begin{align*}
H_0 : \overline{P_{\text{OCAT}}} &= \overline{P_{\text{VSM}}} \\
H_1 : \overline{P_{\text{OCAT}}} &> \overline{P_{\text{VSM}}}
\end{align*}
\]

Where, \(\overline{P_{\text{OCAT}}}\) and \(\overline{P_{\text{VSM}}}\) are the proportions of documents that were inferred correctly by both algorithms.

b) **Sign Test:**

The sign test was implemented by comparing the individual difference \(P_{\text{VSM}} - P_{\text{OCAT}}\) of all fifty replications in the experiments (i.e., 10 replications \(\times\) the five class-pairs). In this test, \(P_x\) was the proportion of documents with a "Correct" classification at the end of replication \(j\) (for \(j = 1, 2, 3, \ldots, 50\)) that was obtained with algorithm \(x\) (where \(x = \text{OCAT}\) or \(\text{VSM}\)) is the divided by the number of documents in replication \(j\). Thus, if the above difference was positive(negative), a "+"("-") sign was scored. To implement this test, the following hypotheses were used:

\[
\begin{align*}
H_0 : p &= 0.50 \\
H_1 : p &< 0.50
\end{align*}
\]

Where \(p\) is the probability of finding an equal number of positive and negative differences in a set of outcomes.
4.3 Methodology for Problem 3: A Guided Learning Approach

In order to answer the question *what is the next document to be inspected by the expert classifier in order to improve the performance of the current classification rule*, only the OCAT algorithm was investigated under the RANDOM and the GUIDED learning approaches. The experimental condition for these two approaches was as follows:

Step 1. Three samples of 510 documents each (255 from each class) from the three class-pairs: (DOE vs. ZIPF), (AP. vs. DOE), and (WSJ vs. ZIPF) were used. One sample was extracted from each class-pair. The number of documents (i.e., 510) was determined by the maximum size of the ASCII files the Turbo Pascal 1.5 programming language for Windows could open simultaneously.

Step 2. Positive and negative rules were constructed using only 30 documents that were randomly selected from each class-pair. As indicated in an earlier section, the first and second classes were identified as $E^+$ and $E^-$, respectively.

Step 3. The class of all 510 documents in the experiment was then inferred. As with the previous two problems, the criteria illustrated in Figure 3.6 were used to determine the number of "Correct," "Incorrect," and "Undecided" classifications.

Step 4. One more document was selected and added to a class. For the RANDOM approach this document was selected randomly from the set of unclassified documents. While for the GUIDED approach this document was selected from the set of documents that the current rules had already identified with an "Undecided" classification. The latter approach was temporarily substituted with
a RANDOM approach if "Incorrect" (as opposed to "Undecided") classifications were only detected by the two rules.

Step 5. An experiment with a class-pair was terminated when one of the following two conditions was met: (i) the OCAT algorithm had constructed a rule that classified all 510 documents accurately or (ii) all 510 documents had been included in $E^+$ and $E^-$.  

4.4 Methodology for Problem 4: An Incremental Learning Approach

The methodology for repairing only the portion(s) of the knowledge that cause a misclassification followed the experimentation described in [Michalski and Larson, 1978]. In the methodology presented next, however, this repair was divided into the following two subproblems: (i) repair of a Boolean function that rejects a positive example $e^+$ and (ii) repair of a Boolean function that accepts a negative example $e^-$. All functions were expressed in DNF form. The decision for using DNF expressions (as opposed to the CNF expressions that were used in the previous three sections of this methodology) was needed in order to compare the results of this experimentation with the ones in the existing literature. The methodology for the two subproblems is presented next.

4.4.1 Repair of a Boolean Function that Rejects Erroneously a Positive Example

As indicated in Section 3.2.4, a Boolean function $\mathcal{F}$ accepts a positive example $e^+$ if and only if it evaluates to true (denoted by 1). Consequently, when an example $e^+$ is rejected erroneously by function $\mathcal{F}$, the following condition is satisfied:

$$\mathcal{F}(e^+) = c_1 \lor c_2 \lor c_3 \lor \ldots \lor c_n = 0. \quad (4.2)$$
Where \( c_i \) (for \( i = 1, 2, 3, \ldots, n \)) is the \( i \)th clause of the DNF function. Equation (4.2) indicates that when this condition is met, then all \( n \) clauses have rejected the example \( e^+ \).

Hence, the methodology described next addressed the problem: **how to select the clause to be repaired such that when it is updated it will make the function \( \mathcal{F} \) to accept the example \( e^- \).** Figure 4.1 illustrates the methodology that addresses this problem.

**Input:** Let \( e^- \) be the positive example rejected by function \( \mathcal{F} = c_1 \lor c_2 \lor \ldots \lor c_n \).

The sets \( E^- \) and \( E^+ \).

**Output:** A Boolean function \( \mathcal{F}' \) in DNF form that accepts all examples in \( E^- \lor e^- \) and rejects all examples in \( E^+ \).

```
begin
Step 1: let \( \mathcal{E}^- (c_i) \) (for \( i = 1, 2, 3, \ldots, n \)) be the set of the members of \( E^- \) which are accepted by clause \( c_i \);
Step 2: let \( A(c_i) \) be the number of atoms in \( c_i \);
Step 3: select \( c_k \) (for \( 1 \leq k \leq n \)) according to a predetermined strategy\(^1\);
Step 4: \( \mathcal{F} = \mathcal{F} - c_k \);
Step 5: let \( \mathcal{E}^- (c_k) = \mathcal{E}^- (c_k) \lor e^- \);
Step 6: let \( f \) be the DNF Boolean function that solves the subproblem \( \text{OCAT}(\mathcal{E}^- (c_k), E^-) \);
Step 7: let \( \mathcal{F}' = \mathcal{F} \lor f \);
end;
```

\(^1\) predetermined strategy:

- **Most generalizing clause:** \( \max \{ |\mathcal{E}(c_i)| / A(c_i) \} \);
- **Least generalizing clause:** \( \min \{ |\mathcal{E}(c_i)| / A(c_i) \} \);

**Figure 4.1.** Algorithm for updating a Boolean function that rejects erroneously a positive example.

To tackle this problem, the following two criteria for selecting the clause to be repaired were investigated: Selection of **the most generalizing clause** and selection of **the least generalizing clause**. The goal of investigating these criteria was to determine which one produced a Boolean function with fewer number of clauses.
The key concept for achieving an incremental learning solution was the size of the subproblem $OCAT(\mathcal{E}^+(c_j), E^-)$ in Step 6 of the algorithm in Figure 4.1. This was the key concept because if it is assumed that $|\mathcal{E}^+(c_j)| < |E^-|$ (where, $|x|$ is the size of the set $x$), then the CPU time for solving the subproblem $OCAT(\mathcal{E}^+(c_j), E^-)$ will be shorter than the time required to solve the complete problem $OCAT(E^+ \cup e^+, E^-)$.

At this moment, it is important to notice that by using either of the two criteria, it may happen that one or more atoms or clauses will be added to the function $\mathcal{F}$. According to [Michalski and Larson, 1978], this situation can be anticipated “because the utilization of ILE approaches always renders more complex systems.” This is an important situation because if more atoms or clauses are added to the function $\mathcal{F}$, then it can be also anticipated that this function will not only accept the example $e^+$, but it may also accept other unclassified examples. This is a desired situation because it suggests that ILE approaches will not only require shorter processing times than NILE approaches, but also because it suggests that the former approach may become more accurate at a faster rate than the latter one.

4.4.2 Repair of a Boolean Function that Accepts Erroneously a Negative Example

The algorithm in Figure 4.2 addresses the second subproblem for repairing a Boolean function $\mathcal{F}$ that accepts a negative example $e^-$. In this case, if this situation arises, then function $\mathcal{F}(e^-)$ satisfies the condition:

$$\mathcal{F}(e^-) = c_1 \lor c_2 \lor c_3 \lor \ldots \lor c_n = 1. \quad (4.3)$$

An inspection of Equation (4.3) suggests that when this condition is met at least one of the $n$ clauses erroneously accepts example $e^-$. Thus, the main concern in this second subproblem
was how to select the clause(s) to be repaired such that the updated function $\mathcal{F}''$ also rejects the example $e$. 

The algorithm in Figure 4.2 solves the problem posed in Equation (4.3) by first identifying the set of clauses $C$ that accept the example $e$, and then by forming a subset of positive examples $E^+(C)$, which is composed of the examples in $E^+$ that are accepted by the clauses $C$. The set of negative examples is formed by $E^- \cup e^-$. As with the first subproblem, the key concept for achieving this incremental learning was also the size of the expression $\text{OCAT}(E^+(C), (E^- \cup e^-))$ at Step 4 in Figure 4.2. An inspection of this expression indicates that if $|E^+(C)| < |E^+|$ is true (where, $|x|$ is the size of the set $x$), then the CPU time for solving this subproblem is most likely shorter than the time for solving the problem $\text{OCAT}(E^-, E^- \cup e^-)$.

It is interesting to notice that the CPU time for this second subproblem is bounded by the size of the subset $E^-(C)$. From Equation (4.3) it follows that if all $n$ clauses accept the

| Input: | Let $e^-$ be the negative example that is accepted by function $\mathcal{F} = c_1 \lor c_2 \lor \ldots \lor c_n$. The sets $E^-$ and $E^+$. |
| Output: | A new classification rule $\mathcal{F}''$ that accepts all the examples in $E^+$ and rejects the example in $E^- \cup e^-$. |
| begin | |
| Step 1: | let $C$ be the set of clauses $c_i$ (i = 1, 2, 3, ..., n) that accept $e^-$. |
| Step 2: | let $\mathcal{F} = \mathcal{F} - C$; |
| Step 3: | let $E^+(C)$ be set of the members of $E^+$ which are accepted by $C$; |
| Step 4: | let $f$ be the Boolean function in DNF form that solves the subproblem $\text{OCAT}(E^+(C), (E^- \cup e^-))$; |
| Step 5: | let $\mathcal{F}'' = \mathcal{F} \cup f$; |
| end; |

Figure 4.2. Algorithm for updating a Boolean function that accepts erroneously a negative example.
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example $e^-$, then $E^+(C) = E^+$. Moreover, if this equality condition occurs, it would indicate that a NILE process to solve the problem $OCAT(E^+, E^- \cup e^-)$ will be executed, and therefore it would indicate that an expensive repair (i.e., a long CPU time) will occur. This is also an interesting situation because it can also be anticipated that occasional NILE processes may reduce the size of the Boolean function. In fact, [Reinke and Michalski, 1986] have already indicated "that although NILE processes are expensive, they produce 'less complex' (small) systems."

4.4.3 Computational Complexity of the algorithms for the ILE Approach

An inspection of the algorithms in Figure 4.1 and Figure 4.2 indicates that in the worst case scenario, NILE approaches are executed to solve the problems $OCAT(E^+ \cup e^+, E^-)$ and $OCAT(E^+, E^- \cup e^-)$. Furthermore, in [Triantaphyllou and Deshpande, 1998] the computational complexity of the NILE approaches to be used was defined as $O(n^2)$. Therefore, the complexity of the algorithms introduced in Sections 4.4.1 and 4.4.2 is also $n^2$ because in the worst case scenario they reduce to a NILE approach.

To conclude the methodology for the ILE approach, the experimental conditions for the GUIDED learning approach (Section 4.3) were implemented to test the performance of the incremental algorithms. In this case, however, only 336 documents were considered in the experiment. This number of 336 documents was selected based on the observation that the non-incremental OCAT algorithm became 100% accurate with these many documents when it was implemented using the GUIDED learning approach. Additionally, the performance measures to test the two versions of ILE were: the classification accuracy, the total number of clauses in the positive and negative rules, and the CPU time. These
performance measurements were statistically compared with those derived under the NILE approach by using a Sign Test (as described in Section 4.2.4).

4.5 Experimentation Tools

The computer programs for this methodology were written in the computer language Turbo PASCAL 1.5 for Windows [Borland, 1991]. This computer language was selected for portability reasons; although, C++ could have been a much better selection. Moreover, the computational experiments for the first, second, and third problems investigated in this research were run on a Pentium 166MHz PC. The experiments for the ILE problem were run on a Pentium II 400MHz PC. Finally, all computational results were analyzed with the statistical package MINITAB 6.1 [Ryan et al., 1992].
5 AN ILLUSTRATIVE EXAMPLE

The example in this section illustrates the construction of a Boolean function in the CNF form and the construction of a pair of centroids by using the OCAT and VSM algorithms, respectively. This illustrative example considers the ten surrogates $D_1, D_2, D_3, \ldots, D_{10}$ shown in Figure 5.1. These documents are indexed by the presence or absence of keywords $T_1, T_2, T_3,$ and $T_4$. Additionally, to comply with the requirements of the new classification problem, the surrogates $D_1, D_2, D_3,$ and $D_4$ are assigned to the set $E^+$, while the remaining surrogates $D_5, D_6, D_7, D_8, D_9,$ and $D_{10}$ are assigned to the set $E^-$.

![Figure 5.1. Set of documents to be analyzed.](image)

5.1 Construction of a Boolean Function by Using the OCAT Algorithm

The construction of a Boolean function in CNF form that can classify the ten documents in Figure 5.1 can be done as follows (the heuristic to construct this function is described in Figure 4.1.). The first clause is constructed such that it accepts all four surrogates in $E^+$ while rejects many surrogates from $E^-$. (A function in a DNF form can be easily obtained by making some simple transformation in the input data as described in [Triantaphyllou and Soyster, 1995].) The next clause accepts again all four surrogates in $E^+$.
and rejects more surrogates from $E^-$ that were not rejected by the previous clause(s). This process is repeated until the CNF expression rejects all the examples in $E^-$.

The set of all keywords for this example is defined as \{$T_1, T_2, T_3, T_4, T_5, T_6, T_7, T_8$\}. Hence, according to Step 1 of the heuristic describe in Figure 4.1, the various $POS(T_j)$ and $NEG(T_j)$ values and $POS(T_j)/NEG(T_j)$ ratios for this example are as follows:

- $POS(T_1) = 2$  $NEG(T_1) = 4$  $POS(T_1) / NEG(T_1) = 1/2$
- $POS(T_2) = 2$  $NEG(T_2) = 2$  $POS(T_2) / NEG(T_2) = 1$
- $POS(T_3) = 1$  $NEG(T_3) = 3$  $POS(T_3) / NEG(T_3) = 1/3$
- $POS(T_4) = 2$  $NEG(T_4) = 2$  $POS(T_4) / NEG(T_4) = 1$
- $POS(T_5) = 2$  $NEG(T_5) = 2$  $POS(T_5) / NEG(T_5) = 1$
- $POS(T_6) = 2$  $NEG(T_6) = 4$  $POS(T_6) / NEG(T_6) = 1/2$
- $POS(T_7) = 3$  $NEG(T_7) = 3$  $POS(T_7) / NEG(T_7) = 1$
- $POS(T_8) = 2$  $NEG(T_8) = 4$  $POS(T_8) / NEG(T_8) = 1/2$

From the evaluative function of Step 2, $\max(POS(T_j) / NEG(T_j)) = 1$. However, an inspection of the above $POS(T_j)/NEG(T_j)$ ratio indicates that a tie exists between keywords $T_5$, $T_7$, and $T_8$. For this numerical example, $T_5$ was selected as the first keyword in clause $K_1$. That is, $K_1 = (T_5)$. It is interesting to notice that at this moment, $K_1$ only accepts the surrogates $D_1$ and $D_2$ from the set $E^+$ and rejects only the surrogate $D_7$ from $E^-$. Furthermore, notice that because $E^+ \neq \emptyset$ and $E^- \neq \emptyset$, at least one more keyword must be added to $K_1$.

The second keyword is obtained in a similar manner. That is, this new keyword must accept documents from the updated set $E^+ = \{D_3, D_4\}$ and must reject more documents from the updated $E^- = \{D_3, D_4, D_3, D_3\}$. From these updated sets, the newer $POS(T_j)$ and $NEG(T_j)$ values and $POS(T_j)/NEG(T_j)$ ratios are computed as follows:

- $POS(T_1) = 1$  $NEG(T_1) = 2$  $POS(T_1) / NEG(T_1) = 1/2$
- $POS(T_2) = 1$  $NEG(T_2) = 1$  $POS(T_2) / NEG(T_2) = 1$
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\[ \begin{align*}
PO\left(T_2\right) &= 2 \\
NEG\left(T_2\right) &= 1 \\
POS\left(T_2\right) / NEG\left(T_2\right) &= 2 \\
PO\left(T_3\right) &= 1 \\
NEG\left(T_3\right) &= 2 \\
POS\left(T_3\right) / NEG\left(T_3\right) &= 1/2 \\
PO\left(T_4\right) &= 1 \\
NEG\left(T_4\right) &= 3 \\
POS\left(T_4\right) / NEG\left(T_4\right) &= 1/3 \\
PO\left(T_5\right) &= 0 \\
NEG\left(T_5\right) &= 3 \\
POS\left(T_5\right) / NEG\left(T_5\right) &= 0.
\end{align*} \]

(Please observe that in these computations keyword \(T_2\) and its negation \(T_3\) are omitted for further consideration. This is done because \(T_2\) is already included in \(K_i\)).

In this case, the evaluative function \(\max(POS(T_j) / NEG(T_j)) = 2\), which corresponds to keyword \(T_2\). Consequently, \(K_i = (T_2 \lor T_4)\). Now \(K_i\) already accepts all the documents in \(E^-\), while it still accepts documents \(D_6, D_7,\) and \(D_{10}\) from \(E^+\). That is now, we have: \(E^+ = \emptyset\) and \(E^- \neq \emptyset\). The first equality condition indicates that clause \(K_i\) has been completed, whereas the second condition indicates that at least one more clause needs to be constructed.

The second clause \(K_2\) must also accept all the surrogates in \(E^+ = \{D_3, D_5, D_6, D_4\}\) and must reject more documents from the revised set \(E^- = \{D_6, D_7, D_{10}\}\) (please note that now \(E^-\) is reset to the original set). After two more iterations of the OCAT algorithm, we get: \(K_2 = (T_7 \lor T_5)\). The third clause \(K_3 = (T_5 \lor T_2 \lor T_7)\) was constructed in a similar manner.

When all these three clauses are taken together, the following CNF expression is formed:

\[ (T_2 \lor T_4) \land (T_7 \lor T_5) \land (T_5 \lor T_2 \lor T_7). \tag{5.1} \]

Expression (5.1) corresponds to the positive rule (Boolean function). The negative rule can be constructed in a similar fashion. To construct the negative rule, documents in the set \(E^-\) are now treated as the positive examples, while documents in the set \(E^+\) are treated as the negative examples. For the data in Figure 5.1, the negative rules turns out to be:

\[ (T_3 \lor T_2) \land (T_7 \lor T_2 \lor T_5) \land (T_5 \lor T_3). \tag{5.2} \]
5.2 Construction of a Pair of Centroids Using the VSM Algorithm

The construction of a pair of centroids can be illustrated by considering again the ten documents in Figure 5.1. Recall that it was assumed that the first class is $E^+ = \{D_1, D_2, D_3, D_4\}$ and that the second class is $E^- = \{D_5, D_6, D_7, D_8, D_9, D_{10}\}$. For convenience, the centroid of each class is denoted as $C_+$ and $C_-$, respectively. Then, according to Equation (3.3), the weights of the keywords of these two centroids are computed as follows. For centroid $C_+$, these weights are

$$w_{+,1} = \frac{1}{4} \times (0 + 1 + 0 + 1) = \frac{1}{2},$$
$$w_{+,2} = \frac{1}{4} \times (1 + 1 + 0 + 0) = \frac{1}{2},$$
$$w_{+,3} = \frac{1}{4} \times (0 + 0 + 1 + 0) = \frac{1}{4},$$
$$w_{+,4} = \frac{1}{4} \times (0 + 0 + 1 + 1) = \frac{1}{2}.$$

And, for centroid $C_-$ these weights are

$$w_{-,1} = \frac{1}{6} \times (1 + 0 + 1 + 0 + 1 + 1) = \frac{2}{3},$$
$$w_{-,2} = \frac{1}{6} \times (0 + 0 + 1 + 0 + 0 + 1) = \frac{1}{3},$$
$$w_{-,3} = \frac{1}{6} \times (1 + 0 + 1 + 0 + 0 + 1) = \frac{1}{2},$$
$$w_{-,4} = \frac{1}{6} \times (0 + 1 + 1 + 0 + 0 + 0) = \frac{1}{3}.$$

Finally, the centroids of these two classes are defined as $C_+ = [\frac{1}{2}, \frac{1}{2}, \frac{1}{4}, \frac{1}{2}]$ and $C_- = [\frac{2}{3}, \frac{1}{3}, \frac{1}{2}, \frac{1}{3}]$, respectively.

As with the Boolean function (5.1), this pair of centroids corresponds to the positive centroids. The negative pair of centroids can be constructed by considering the documents in the set $E^-$ as the positive examples while documents in the set $E^+$ as the negative examples. Under this new setting, the negative pair of centroids for the data in Figure 5.1 is: $C_+ = [\frac{2}{3}, \frac{1}{3}, \frac{1}{2}, \frac{1}{3}]$ and $C_- = [\frac{1}{2}, \frac{1}{2}, \frac{1}{4}, \frac{1}{2}]$, respectively.
6 COMPUTATIONAL RESULTS

This section presents the results of some computational experiments related to the four problems investigated in this research. As indicated in Section 2, the first problem regards the selection of a set of text features (i.e., keywords) to index the documents in the experiments. The second problem addresses a methodology for constructing patterns of keywords in the form of Boolean functions. The third problem regards a methodology to guide the learning of the Boolean functions as more text documents become available. Finally, the forth problem addresses the development of an incremental learning algorithm to improve the efficiency of the OCAT approach for constructing Boolean functions.

6.1 Results for Problem 1: Extraction of Text Features

The bars in Figure 6.1 summarize the average classification accuracy of the OCAT and VSM algorithms after completing experiments (as described in Section 4.1.4) with patterns of 1, 2, 3, 4, and 5 consecutive words. The numbers above the bars in this figure show the average classification accuracy and the variance under each algorithm for each set of experiments.

An inspection of this figure reveals that the classification accuracy of the OCAT algorithm was not affected by the various sizes of the patterns of consecutive words. Actually, an investigation of this situation revealed that this accuracy was obtained because the ratio $\frac{POS(i)}{NEG(i)}$ was always larger for patterns of single words than it was for patterns of multiple words. This was an unexpected but encouraging result because it allowed us to abate the number of keywords to solve large classification problems without
reducing the accuracy. The following example with surrogates $d_1, d_2, d_3, \ldots, d_8$ attempts to illustrate the importance of the above finding.

![Graph showing accuracy of patterns of 1, 2, 3, 4, and 5 consecutive words.](image)

**Figure 6.1.** Average classification accuracy using patterns of 1, 2, 3, 4, and 5 consecutive words.

\[
\begin{align*}
T_1 & \quad \cdots \quad T_{13} \\
E^+ \quad d_1 & = [111000000000000] \\
E^- \quad d_2 & = [001000000000000] \\
\quad d_3 & = [010110000000000] \\
\quad d_4 & = [100010100000000] \\
\quad d_5 & = [000100110000000] \\
\quad d_6 & = [001000001100000] \\
\quad d_7 & = [000000000011110] \\
\quad d_8 & = [000000000000001] \\
\end{align*}
\]
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These eight surrogates are defined by the presence or absence of the patterns (i.e., sequence of keywords) $T_1$, $T_2$, $T_3$, ..., $T_{15}$. The underlined elements are assumed to correspond to patterns of two consecutive words, whereas the non-underlined elements are single-word patterns. These eight surrogates were processed using two strategies. In the first strategy, a subproblem with surrogates consisting of one word was considered. That is, in this case the surrogates consisted of the non-underlined elements $T_1$, $T_2$, $T_4$, $T_5$, $T_8$, $T_{10}$, $T_{12}$, $T_{13}$ and $T_{15}$. In the second strategy the surrogates consisted of all fifteen elements. The results of this brief illustrative example are presented in Table 6.1.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Rule</th>
<th>CPU Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single Words</td>
<td>$(T_1 \lor T_2 \lor T_3) \land (T_{10})$</td>
<td>5.4 Seconds</td>
</tr>
<tr>
<td>Two Consecutive Words</td>
<td>$(T_1 \lor T_2 \lor T_3) \land (T_{10})$</td>
<td>7.2 Seconds</td>
</tr>
</tbody>
</table>

It can be easily verified that both rules classify accurately these examples.

The second column of the above table shows that the two classification rules are identical despite the different size of the patterns. These identical rules indicate that the OCAT algorithm was insensitive to the size of the word patterns. Nonetheless, the CPU times on the last column show that the OCAT algorithm was faster by 1.8 seconds (30%) when it processed surrogates defined on single-word patterns than when it processed surrogates of two consecutive words. Similar results were also observed during the pilot runs with the various pseudo-documents that were extracted from the DOE test documents. A pseudo-document can be constructed by using a section of an actual document [Jacobs and Rau, 1990]. In the pilot runs, a paragraph was considered as a document. Therefore, there were as many pseudo-documents as paragraphs in a document.
This was an important finding because it made possible to design more efficient experiments. For instance, in experiments in which there were sixty training documents and about eight hundred keywords, the CPU time to produce classification rules was abated from about four minutes to approximately 1.5 minutes.

The results for VSM were also encouraging because the small variances in its classification suggested that it maintained its accuracy for the various sizes of the patterns. Therefore, in the remaining of this work only a single-word keywords strategy was implemented to address Problems 2 through 4.

6.2 Results for Problem 2: Construction of Classification Rules

The following Table 6.2 summarizes the average number of unique keywords that were extracted from the documents during the two experimental conditions: CV and 30CV. In the experimental conditions described in Section 4.2.3, it was indicated that ten replications were executed for both experimental conditions. Therefore, the number of indexing words in this table were computed by averaging the number of keywords in the ten dictionaires of unique content descriptors of the ten replications.

<table>
<thead>
<tr>
<th>Experimental Condition</th>
<th>DOE vs. AP</th>
<th>DOE vs. WSJ</th>
<th>DOE vs. ZIPF</th>
<th>AP vs. WSJ</th>
<th>WSJ vs. ZIPF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CV</td>
<td>511</td>
<td>605</td>
<td>479</td>
<td>448</td>
<td>501</td>
</tr>
<tr>
<td>30CV</td>
<td>803</td>
<td>911</td>
<td>890</td>
<td>814</td>
<td>811</td>
</tr>
</tbody>
</table>

- To avoid excessive CPU times, only documents with approximately 150 words were considered.
- Stop words were always removed.

The following Tables 6.3 and 6.4 summarize the computational results for the CV validation and the 30CV validation, respectively. The abbreviations “C:”, “I:”, and “U:” in the first column of both tables correspond to the “Correct,” “Incorrect,” and “Undecided”
classifications as they were defined in Figure 3.6. For instance, the data in Table 6.3 for the class-pair DOE vs. AP indicate that the VSM identified 334 “Correct,” 261 “Incorrect,” and 5 “Undecided” classifications. Similarly, the data for the same class-pair indicate that the OCAT algorithm identified 410 “Correct,” 5 “Incorrect,” and 185 “Undecided” classifications. In addition, the last two columns of these two tables summarize the results across all five class-pairs. For example, the number of correct classifications of the VSM in Table 6.3 is 334+286+280+316+286 = 1,502, whereas this number for the OCAT algorithm is 410+296+358+365+303 = 1,732. Figure 6.2 compares graphically the data in these last two columns.

Table 6.3. Summary of First Experimental Condition: Leave-One-Out Cross Validation

<table>
<thead>
<tr>
<th></th>
<th>DOE vs. AP</th>
<th>DOE vs. WSJ</th>
<th>DOE vs. ZIPF</th>
<th>AP vs. WSJ</th>
<th>WSJ vs. ZIPF</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>C:</td>
<td>334</td>
<td>286</td>
<td>280</td>
<td>316</td>
<td>286</td>
<td>1,502</td>
</tr>
<tr>
<td>I:</td>
<td>261</td>
<td>314</td>
<td>320</td>
<td>284</td>
<td>314</td>
<td>1,493</td>
</tr>
<tr>
<td>U:</td>
<td>5</td>
<td>66</td>
<td>25</td>
<td>47</td>
<td>76</td>
<td>219</td>
</tr>
</tbody>
</table>

The VSM was implemented using the CC coefficient, following the suggestions in [Salton, 1989].

Table 6.4. Summary of Second Experimental Condition: 30/30 Cross Validation

<table>
<thead>
<tr>
<th></th>
<th>DOE vs. AP</th>
<th>DOE vs. WSJ</th>
<th>DOE vs. ZIPF</th>
<th>AP vs. WSJ</th>
<th>WSJ vs. ZIPF</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>C:</td>
<td>975</td>
<td>1,266</td>
<td>1,035</td>
<td>1,088</td>
<td>1,088</td>
<td>5,161</td>
</tr>
<tr>
<td>I:</td>
<td>975</td>
<td>134</td>
<td>915</td>
<td>846</td>
<td>837</td>
<td>4,548</td>
</tr>
<tr>
<td>U:</td>
<td>0</td>
<td>550</td>
<td>0</td>
<td>16</td>
<td>25</td>
<td>41</td>
</tr>
</tbody>
</table>

The VSM was implemented using the CC coefficient, following the suggestions in [Salton, 1989].
Two facts can be derived from the size of the dark (i.e., the "Undecided" classifications) areas in Figure 6.2. First, it can be observed that the VSM detected only 5 "Undecided" situations under the CV validation and 41 under the 30CV validation. An investigation of these situations revealed that these instances (i.e., 5 and 41) were consequences of pure chance. Actually, it was found that they occurred when the following two conditions were satisfied:

1. First, the class of a document was randomly selected because the two positive centroids had simultaneously classified it in the same class. That is, because Equation 3.3 had computed two identical centroids.
2. Second, the two negative centroids also classified the document in the same class as the positive centroids did, and therefore the class of the document had to be also randomly assigned. More precisely, it was found that the root cause of these "Undecided" situations occurred when Equation 3.3 had computed four identical centroids. This finding suggested that in its present form the VSM had no capabilities for accurately identifying "Undecided" situations.

The second fact regards the contrasting 1,049 and 2,686 "Undecided" classifications the OCAT algorithm identified under the two experimental conditions. In Sections 3.2.4 and 3.3 it was indicated that "Undecided" situations occur when the positive and negative rules simultaneously classify a document in the same class because they do not possess enough knowledge to classify it correctly. Moreover, it was also indicated that these types of situations can be desirable because they show that either the positive or the negative rule needs to be updated as more examples become available. These results are encouraging because they suggest that the classification accuracy of the OCAT algorithm can be improved if "Undecided" situations are used to guide its learning.

Two additional facts can also be observed from the proportion of "Incorrect" classifications (the white areas) in Figure 6.2. First, it can be seen that the VSM incurred 1,493 "Incorrect" classifications under the CV validation, and that it incurred 4,548 cases under the 30CV validation. These large proportions of "Incorrect" classifications were unexpected, however, they suggested that the VSM did not distinguish "Incorrect" from "Undecided" situations. These large numbers of "Incorrect" classifications can be attributed to the VSM performance under pseudo-classification. As indicated in Section 3.2.5, when
the number of classes is prefixed (two in this research), the VSM is said to perform a pseudo-classification.

More importantly, the large proportions of "Incorrect" situations suggest that in its present form the VSM cannot further improve its classification accuracy. The second fact regards the 219 and 644 "Incorrect" classifications the OCAT algorithm made under the two experimental settings, respectively. These small numbers of "Incorrect" classifications were attributed to the utilization of positive and negative rules of small size that enabled the OCAT algorithm to distinguish between "Incorrect" and "Undecided" classifications.

Finally, the statistical performance of the two algorithms was determined by using only the "Correct" classification proportions that are indicated in the last column of Tables 6.3 and 6.4. It is important to mention here that "Incorrect" and "Undecided" outcomes were both considered as incorrect classifications. As it was indicated in Section 4.2.4, the comparison of these two algorithms was needed in order to determine which one better addressed the classification of documents into two disjoint classes. The results of the two statistical tests (i.e., One Tail Test and the Sign Test) are summarized in Tables 6.5 and 6.6.

<table>
<thead>
<tr>
<th>Experimental Condition</th>
<th>( P_{\text{OCAT}} )</th>
<th>( P_{\text{VSM}} )</th>
<th>( P_{\text{VSM}} - P_{\text{OCAT}} )</th>
<th>Binomial Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>CV</td>
<td>0.577</td>
<td>0.501</td>
<td>-0.076</td>
<td>0.025</td>
</tr>
<tr>
<td>30CV</td>
<td>0.658</td>
<td>0.529</td>
<td>-0.1287</td>
<td>0.014</td>
</tr>
</tbody>
</table>

\[ 1.732 / n \text{ and } 6.420 / n, \text{ where } n = 3.000 \text{ under CV and } 9.750 \text{ under 30CV}. \]

\[ 1.502 / n \text{ and } 5.161 / n, \text{ where } n = 3.000 \text{ under CV and } 9.750 \text{ under 30CV}. \]

\[ \sqrt{\frac{P_{\text{OCAT}}(1-P_{\text{OCAT}})}{n} - \frac{P_{\text{VSM}}(1-P_{\text{VSM}})}{n}} \]. While \( ^* \) denotes that both algorithms perform differently.
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Table 6.6. Sign Test for the Accuracy of the OCAT and VSM Algorithms.

<table>
<thead>
<tr>
<th>Type of Experiment</th>
<th>CV</th>
<th>30CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of &quot;+&quot; signs</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>Number of &quot;-&quot; signs</td>
<td>46</td>
<td>43</td>
</tr>
<tr>
<td>p-value(^5)</td>
<td>2.23×10(^{-10})</td>
<td>1.04×10(^{-7})</td>
</tr>
</tbody>
</table>

\[ \sum_{i=0}^{50} \binom{50}{i} p^i (1-p)^{50-i} \] Where \( m \) was 4 for CV and 7 for 30CV.

The two confidence intervals (C.I.) in Table 6.5 indicate that the OCAT algorithm was statistically more accurate in both experimental conditions than the VSM was. Furthermore, the small \( p\)-values shown in Table 6.6 indicate that it is extremely unlikely to find an equal number of positive and negative signs. Therefore, the results of these two statistical tests led us to conclude with high confidence that the OCAT algorithm better addressed the problem of classifying documents into two disjoint classes.

6.3 Results for Problem 3: Determining which Document to Consider Next

Figures 6.3 through 6.5 show the results of the OCAT algorithm under the RANDOM and GUIDED learning approaches that were described in Section 4.3. The horizontal axis in these figures shows the percentage of training documents in the experiments. For example, at the beginning of the experiments there were only 60 (i.e., 11.76\% of 510) training documents. The vertical axis in these three figures shows the classification levels the OCAT algorithm achieved under various percentages of training documents.

In these two figures the abbreviations \( R_c \), \( R_i \), \( R_u \), \( G_c \), \( G_i \), and \( G_u \) stand for the proportions of "Correct," "Incorrect," and "Undecided" classifications for these two approaches. The "R" and "G" letters stand for RANDOM and GUIDED, respectively. Thus, \( R_c \) is the proportion of "Correct" classifications under the RANDOM approach, and \( G_u \) is
the proportion of "Undecided" classification under the GUIDED approach. A similar interpretation can be extended for the other abbreviations.

Table 6.7 shows the percentage of the training documents at which the OCAT algorithm classified all 510 documents in an experiment. The percentages shown in this table correspond to the position of the vertical (dotted) line in the above three figures. For instance, the datum 65.99% for the class-pair DOE vs. ZIPF under the GUIDED approach corresponds to the value of the vertical line on the horizontal axis in Figure 6.3.

Three observations can be derived from these three figures regarding the proportions of "Correct," "Incorrect," and "Undecided" classifications. First, it can be seen that the rates of the proportions of "Correct" classifications $Gc$ were faster than the rates $Rc$. In addition, Table 6.7 indicates that the OCAT algorithm needed about 34% less training documents to classify all 510 documents correctly by using a GUIDED learning approach than by using the RANDOM approach. These results confirmed the expectation that the learning rate of the OCAT algorithm is faster with the GUIDED than with the RANDOM approach. These results are encouraging because they also agreed with the findings reported in [Triantaphyllou and Soyster, 1996-2] under a different experimental setting.

Table 6.7. Percentage of Training Documents at which the OCAT Algorithm became 100% Accurate.

<table>
<thead>
<tr>
<th>Class-pairs</th>
<th>% Under GUIDED</th>
<th>% Under RANDOM</th>
</tr>
</thead>
<tbody>
<tr>
<td>(DOE vs. ZIPF)</td>
<td>65.69</td>
<td>100.00</td>
</tr>
<tr>
<td>(AP vs. DOE)</td>
<td>60.98</td>
<td>99.80</td>
</tr>
<tr>
<td>(WSJ vs. ZIPF)</td>
<td>71.18</td>
<td>99.80</td>
</tr>
<tr>
<td>Average</td>
<td>65.95</td>
<td>99.87</td>
</tr>
</tbody>
</table>

100% accuracy was achieved when the OCAT algorithm classified all 510 documents correctly.
Figure 6.3. Results when the GUIDED and RANDOM approaches were used on the (DOE vs. ZIPF) class-pair.

Figure 6.4. Results when the GUIDED and RANDOM approaches were used on the (WSJ vs. ZIPF) class-pair.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure 6.5. Results when the GUIDED and RANDOM approaches were used on the (AP vs. DOE) class-pair.

More importantly these results confirmed the assumption stated in Sections 2.2.4 and 2.3, which indicates that the utilization of training documents with "Undecided" classifications can be used to improve the learning rate of the OCAT algorithm. These results also indicate that GUIDED approaches may use fewer documents and therefore shorter CPU times to address the new document classification problem than the RANDOM approach would. Nonetheless, it is important to mention here that although the previous results are based on a relatively small sample of documents from the TIPSTER collection, they suggest that the OCAT algorithm can be used in the classification of large collections of documents.

The other two main observations that can be inferred from Figures 6.3 through 6.5 regard the rates of the proportions of the "Incorrect" and "Undecided" classifications. First,
these figures show that the rates $G_i$ and $G_u$ reached 0% when about 66% (about 336 documents; Table 6.7) of the 510 documents in the experiments had been included in $E^+$ and $E^-$. The other observation regards the number of documents at which the rates $R_i$ and $R_u$ reached 0%. From these figures it can be seen that $R_i$ and $R_u$ reached 0% when 509 (or 99.8%) documents had been included in the training sets. These results are encouraging because the elimination of "Incorrect" and "Undecided" was much faster by using the GUIDED learning approach than by using the RANDOM approach. Therefore, the results of this third problem led us to conclude that the utilization of the OCAT algorithm under a GUIDED learning approach may also produce shorter CPU times when classifying larger collections of documents into two disjoint classes.

6.4 Results for Problem 4: Incremental Learning with the OCAT Algorithm

The computational results of investigating the performance of the incremental OCAT (the algorithms are described in Figures 4.2 and 4.3) are reported in three separate sections. The first section compares the results of the classification accuracy of NILE and ILE learning algorithms as more training documents were added to the experiments. The second section reports the number of clauses constructed under these two algorithms. Finally, the CPU times used by both algorithms to construct the rules are discussed. As indicated in Section 4.4, the incremental learning problem was investigated by using a GUIDED learning approach on documents from the following three class-pairs of the TIPSTER collection: (DOE vs. ZIPF), (AP vs. DOE), and (WSJ vs. ZIPF). It is important to mention that in the following figures, the thickest lines correspond to the results of the NILE approach, while
the thick and the thin lines represent the results of the ILE approach for the most
generalizing clause criterion and the least generalizing clause criterion, respectively.

6.4.1 Classification Accuracy of the Incremental OCAT

As indicated in the Methodology Section, the results of the non-incremental OCAT
under a GUIDED learning approach were used to benchmark the classification performance
of the incremental OCAT. Table 6.8 summarizes the number of training documents these
two algorithms needed to extract rules that could classify all 510 documents correctly in the
experiments with the three class-pairs from the TIPSTER collection.

The data in this table suggest that the rules constructed by ILE became more accurate
than NILE as more training examples became available. Furthermore, an inspection of
Figures 6.6 through 6.9 indicate that the classification “speed” of ILE (thick and thin lines)
was faster (steeper) than that for the NILE approach (thickest line). This can be verified by
inspecting the “slope” of the two versions of ILE. Such a slope appears to be higher for the
two versions of ILE. Actually, in Section 4.4 it was hypothesized that if an atom (or a
clause) was added to the function, then it was possible that the function could also accept
other unseen examples. This is an interesting situation that suggests that ILE cannot become
more accurate much faster, but also that it may need fewer examples to achieve a high
accuracy.

Table 6.9 in the next page summarizes the number of positive signs of the comparison
between the classification accuracy of the two algorithms as they were trained with more
documents. An interpretation of the data in this table is as follows. The 0 (zero) positive
signs from the comparison NILE - ILE(MGC) for class-pair DOE vs. ZIPF indicates that
ILE(MGC) was always more accurate than the NILE approach. Contrary, the datum for ILE(MGC) - ILE(LGC) for class pair AP vs. DOE indicates that 210 positive signs were obtained. In this case the high number of positive signs shows that the most generalizing criterion was a better performer than the least generalizing criterion.

Table 6.8. Training Documents Needed to Extract Rules that Could Classify Correctly all Documents.

<table>
<thead>
<tr>
<th>Class-pair</th>
<th>DOE vs. ZIPF</th>
<th>AP vs. DOE</th>
<th>WSJ vs. ZIPF</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>NILE(^1)</td>
<td>336</td>
<td>336</td>
<td>336</td>
<td>336</td>
</tr>
<tr>
<td>ILE (MGC)</td>
<td>244</td>
<td>311</td>
<td>288</td>
<td>281</td>
</tr>
<tr>
<td>ILE (LGC)</td>
<td>277</td>
<td>319</td>
<td>303</td>
<td>299</td>
</tr>
</tbody>
</table>

\(^1\)Numbers taken from Table 6.7 for the case of the Guided approach. That is, \([65.95\% \times 510] = 336.\) MGC and LGC stand for Most Generalizing Clause and Least Generalizing Clause, respectively.

Table 6.9. Data for the Statistical Comparison of the Classification Accuracy Between NILE and ILE approaches.

<table>
<thead>
<tr>
<th>Number of Positive Signs</th>
<th>DOE vs. ZIPF</th>
<th>AP vs. DOE</th>
<th>WSJ vs. ZIPF</th>
</tr>
</thead>
<tbody>
<tr>
<td>NILE - ILE(MGC)</td>
<td>0(^1)</td>
<td>1(^1)</td>
<td>5(^1)</td>
</tr>
<tr>
<td>NILE - ILE(LGC)</td>
<td>1(^1)</td>
<td>2(^1)</td>
<td>0(^1)</td>
</tr>
<tr>
<td>ILE(MGC) - ILE(LGC)</td>
<td>92(^E)</td>
<td>210(^E)</td>
<td>163(^E)</td>
</tr>
</tbody>
</table>

MGC and LGC stand for the Most Generalizing Clause and the Least Generalizing Clause, respectively.

All p-values were approximated using \(N(np, np(1-p))\). For all \(^1\) instances, \(n = 250\); while for all \(^E\) instances, \(n\) was 237, 240, and 242, respectively. These different sizes of \(n\) were needed because the all comparisons yielding zero in the above differences were discarded [Barnes, 1994]. (The total number of observations were 274)

\(^1\)denotes a p-value close to 0 and \(^E\) denotes a p-value close to 1.

An inspection of the data in the above table led to the following conclusions. First, the small p-value of the comparison between the classification accuracy of the NILE and ILE algorithms indicate that the two versions of incremental OCAT were much better performers than the non-incremental OCAT. Second, because the comparison between the two versions of ILE rendered opposite p-values, it is not clear which of the two criteria performs better. Further experimentation may be needed to determine the best performer criterion.
Figure 6.6. Accuracy of the NILE and ILE approaches for the class-pair (DOE vs. ZIPF).

Figure 6.7. Accuracy of the NILE and ILE approaches for the class-pair (WSJ vs. ZIPF).
6.4.2 Number of Clauses Under the Incremental OCAT

Figures 6.9 through 6.11 illustrate the sum of the number of clauses in the positive and in the negative rules. Please note that the repair of the Boolean function that accepts a negative example was implemented as described in Figure 4.2. Table 6.10 summarizes the number of clauses constructed by these two approaches to classify correctly all 510 documents in the experiments. A comparison of these number of clauses indicate that ILE always created more clauses than the NILE approach did as more training examples became available. This conclusion can be supported by the zero number of positive signs shown in Table 6.11.
Table 6.10. Number of Clauses at the End of the Experiment.

<table>
<thead>
<tr>
<th>Class-pair</th>
<th>DOE-ZIPF</th>
<th>AP-DOE</th>
<th>WSJ-ZIPF</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>NILE(^1)</td>
<td>23</td>
<td>10</td>
<td>25</td>
<td>19</td>
</tr>
<tr>
<td>ILE (MGC)</td>
<td>47</td>
<td>36</td>
<td>36</td>
<td>40</td>
</tr>
<tr>
<td>ILE (LGC)</td>
<td>37</td>
<td>60</td>
<td>74</td>
<td>57</td>
</tr>
</tbody>
</table>

\(^1\)Numbers taken from the results of the Guided approach.
MGC and LGC stand for the Most Generalizing Clause and the Least Generalizing Clause, respectively.

Regarding the comparison of the two versions of the ILE approach, the small \textit{p-value} and the two zero values shown in Table 6.11 indicate that the most generalizing clause criterion constructed fewer clauses than the least generalizing clause did. These results also confirmed the hypothesis stated in Section 4.4. According to that hypothesis newer clauses could be added to the Boolean function every time the subproblems in \textit{Steps 6} and \textit{4} in Figures 4.2 and 4.3, respectively, are executed. The results are encouraging because they also agree with the results in [Michalski and Larson, 1978] and [Reinke and Michalski, 1986], which indicate that "ILE approaches always render more complex concept descriptions (i.e., more clauses) at reduced CPU times."

Table 6.11. Data for the Statistical Comparison of the Number of Clauses Constructed by the NILE and ILE approaches.

<table>
<thead>
<tr>
<th>Number of Positive Signs for a Sign Test</th>
<th>DOE vs. ZIPF</th>
<th>AP vs. DOE</th>
<th>WSJ vs. ZIPF</th>
</tr>
</thead>
<tbody>
<tr>
<td>NILE - ILE(MGC)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>NILE - ILE(LGC)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ILE(MGC) - ILE(LGC)</td>
<td>44(^1)</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

\(^1\)Numbers taken from the results of the Guided approach.
MGC and LGC stand for the Most Generalizing Clause and the Least Generalizing Clause, respectively.
The following \textit{p-value} was obtained using the normal approximation \(N(np, np(1-p))\), \(n = 243\) since all comparisons yielding zero in the above differences were discarded [Bernoulli, 1994]. (The total number of observations were 274)
\(^1\)Denotes a \textit{p-value} close to 0.

An additional situation can be secured from the above figures. It can be observed that thick and thin lines occasionally reached the thickest line at various points. An investigation...
of this situation indicated that the ILE and the NILE approaches occasionally constructed the same number of clauses. More specifically, it was found that this situation occurred when either the positive or negative rules were reconstructed because they erroneously had accepted negative example. That is, this sudden reduction in the number clauses occurred when the subproblem \( \text{OCAT}(E^+, E^- \cup \neg e^-) \) was executed. This situation was discussed in Section 4.4.2. As the figures show this is an encouraging result because these occasional reconstructions also reduced the complexity of the rule.

---

**Figure 6.9.** Number of clauses under the NILE and ILE approaches for the class-pair (DOE vs. ZIPF).
Figure 6.10. Number of clauses under the NILE and ILE approaches for the class-pair (WSJ vs. ZIPF).

Figure 6.11. Number of clauses under the NILE and ILE approaches for the class-pair (AP vs. DOE).
6.4.3 CPU Times under the Incremental OCAT Approach

Figures 6.12 through 6.14 present the CPU times the NILE and ILE approaches required to update either the positive or the negative Boolean functions. Table 6.12 shows the CPU times at the end of the experiments. These CPU times correspond to the solution of the subproblems in Step 6 or Step 4 in Figures 4.2 and 4.3, respectively.

An inspection of these figures indicates that ILE employed shorter CPU times than the NILE did. Furthermore, the high numbers of positive signs between the comparisons of the CPU times of the NILE and the two versions of ILE in Table 6.13 confirmed that the NILE algorithm always took longer times to reconstruct a Boolean function. These results are encouraging because they also agree with the findings in [Michalski and Larson, 1978] and [Reinke and Michalski, 1986] who have indicated that ILE approaches always deliver shorter CPU times than NILE approaches do. On the other hand, the small $p$-values shown in Table 6.13 for the comparison between the two versions of ILE reveals that the most generalizing clause criterion always required shorter CPU times than the least generalizing clause criterion.

<table>
<thead>
<tr>
<th>Class-pair</th>
<th>DOE-ZIPF</th>
<th>AP - DOE</th>
<th>WSJ-ZIPF</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>NILE$^1$</td>
<td>468.532</td>
<td>514.584</td>
<td>729.430</td>
<td>570.848</td>
</tr>
<tr>
<td>ILE (MGC)</td>
<td>150.896</td>
<td>156.375</td>
<td>142.966</td>
<td>150.088</td>
</tr>
<tr>
<td>ILE (LGC)</td>
<td>178.885</td>
<td>168.371</td>
<td>215.932</td>
<td>187.729</td>
</tr>
</tbody>
</table>

$^1$Numbers taken from the results of the Guided approach.

MGC and LGC stand for the Most Generalizing Clause and the Least Generalizing Clause, respectively.
Table 6.13. Data for the Statistical Comparison of the CPU Times Employed by the NILE and ILE approaches to Construct a Boolean Function.

<table>
<thead>
<tr>
<th></th>
<th>Number of Positive Signs for a Sign Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DOE vs. ZIPF</td>
</tr>
<tr>
<td>NILE - ILE(MGC)</td>
<td>269</td>
</tr>
<tr>
<td>NILE - ILE(LGC)</td>
<td>273</td>
</tr>
<tr>
<td>ILE(MGC) - ILE(LGC)</td>
<td>29†</td>
</tr>
</tbody>
</table>

MGC and LGC stand for the Most Generalizing Clause and the Least Generalizing Clause, respectively. The following p-value was obtained using the normal approximation $N(np, np(1-p))$ for all instances. $n = 260, 217, \text{ and } 247$ for all comparisons yielding zero in the above differences were discarded [Barnes, 1994]. (The total number of observations were 274)

*denotes a p-value close to 0.

It is important to notice here that although the two versions of ILE were faster than NILE, they incurred in some occasional expensive updates. These expensive processing times correspond to the “spikes” that run from the thick and thin lines to the thickest line (i.e., to the NILE approach). As indicated in Section 6.4.2, these long times correspond to the reconstruction of all the clauses of either Boolean function. More precisely, it was found that they occurred because all the clauses of the Boolean function had accepted a negative example. That is, this occurred when the condition $E^+(C) = E^-$ in Step 4 of Figure 4.2 was met. It is important to mention here that these expensive CPU times also agree with the literature regarding the reconstruction of decision trees (a tree may be represented in a DNF form), which indicates that “on the average the cost of an incremental update will be much lower than the cost of rebuilding the tree, despite an occasional expensive update” [Utgoff, 1997].
Figure 6.12. CPU times under the NILE and ILE approaches for the class-pair (DOE vs. ZIPF).

Figure 6.13. CPU times under the NILE and ILE approaches for the class-pair (WSJ vs. ZIPF).
6.4.4 Summary of the Computational Results Under the Incremental OCAT

The results of investigating the two versions of incremental OCAT are encouraging. First, from the computational results of the three experiments with the three class-pairs from the TIPSTER collection, it can be seen that the two versions of ILE outperformed the NILE approach as far as classification accuracy and CPU times are concerned. Regarding classification accuracy, the last column in Table 6.8 shows that the two versions of ILE required 281 and 299 training documents, respectively, to become more accurate, while the NILE approach required 336 observations. This represents a significant reduction in the number of training documents of 16.40% and 11.01%, respectively. Furthermore, the statistical test in Table 6.9 also confirm the superiority of ILE over the NILE approach.
The data on CPU times reported in Table 6.12 and Table 6.13 also confirm the dominance of the two versions of ILE over the NILE approach. For instance, the data in Table 6.12 show that ILE required only 26.3% and 32.9% of the time needed by non-incremental OCAT to classify all 510 documents in the experiments. This is an important result that suggests that the utilization of ILE approaches can deliver results in about 25% of the time the non-incremental OCAT will take.

On the other hand, the data in Table 6.10 and Table 6.11 proved that NILE always produced fewer clauses than ILE did. Despite these results, the computational experimentations conducted in this research suggest that occasional reconstructions of the classification rules reduced the number of clauses. This is an interesting situation that led us to believe that ILE will also render fewer number clauses if the “complexity” of the rules can be “guided” in order to promote their reconstruction. Of course, such reconstructions will be accompanied by some expensive CPU times that in the worst case scenario are bounded by a polynomial time.

Regarding the comparison of the two versions of ILE, the statistical test on the data on the last row of Table 6.9 suggests that it is not clear which of the two algorithms is the preferred one. Furthermore, the results in Tables 6.11 and 6.13 indicate that the two algorithms performed identically. These results were unexpected. However, they suggest that further investigation in the selection of the clause to be repaired is needed. One suggestion is, for example, to further investigate the most generalizing clause criterion because it showed slightly better results than the least generalizing criterion.
In conclusion, the results presented in this research suggest with high confidence that the utilization the incremental OCAT algorithm can outperform the VSM for the classification of large collections of text documents. This situation was evident during the investigation of the second problem because the results indicate that the VSM does not posses a capability to distinguish “Undecided” from “Incorrect” situations. Furthermore, the results of the second and third research problem indicate that the non-incremental OCAT approach can lead to an excellent classification accuracy by detecting “Undecided” situations. Moreover, the results of the fourth problem suggest that the incremental OCAT algorithm cannot only outperform the VSM, but also that it can deliver better and faster results than the non-incremental OCAT.
7 CONTRIBUTIONS OF THIS RESEARCH

The results presented in this dissertation are expected to make some substantial contributions in the classification of documents into two disjoint classes and in the area of inductive inference in general. In the classification of text documents, the statistical results presented here suggest that the OCAT algorithm outperformed the classification accuracy of the VSM, which is often used as a benchmarking methodology for these types of classification processes. More importantly, the OCAT algorithm delivers an output that matches the deterministic requirements stated in [DynMeridian, 1996] and [DOE, 1996] for this type of classification process. Furthermore, the OCAT algorithm may be an attractive solution to experts classifiers because its output can be easily converted into English words.

In the area of inductive inference, the methodologies presented in this dissertation are novel because this is the first time the OCAT algorithm is used for the classification of examples (i.e., documents in our case) by employing positive and negative rules. The experimentation with two rules demonstrated that the classification of examples can be done more confidently because now it is possible to determine whether or not the existing Boolean functions have enough knowledge to classify correctly unseen documents. This concept of positive and negative rules was also extended for the first time to the VSM, for which pairs of positive and negative centroids were constructed.

The computational results in Figures 6.3 through 6.5 also emphasize the importance of using two Boolean functions to guide their learning at a much faster rate. Actually, the results in these figures indicate that the utilization of "Undecided" situations to guide this learning was the main reason why the OCAT algorithm only analyzed 336 (66%) documents
in order to classify accurately all the 510 documents in the experiments. The utilization of these “Undecided” situations is also another contribution of this research because this is the first time that such situations are used to improve the existing classification knowledge of the two Boolean functions.

The most significant contribution of this research is the development of the incremental learning algorithms presented in Figures 4.2 and 4.3 that modified the OCAT approach (or IOCAT from now on when referring to incremental OCAT). IOCAT was designed to repair only one or more clauses of the Boolean function that causes an inconsistent classification. The computational results in Figures 6.12 through 6.14 indicate that by using IOCAT, the computational times were reduced to about 1/4 of the times required by the non-incremental OCAT algorithm. The implications of these results on the problem raised by [DynMeridian, 1996] and [DOE, 1996] are significant because they suggest that the IOCAT algorithm cannot only be capable of delivering accurate classifications, but it can also deliver such classifications at a much faster CPU times.

Another implication of this new incremental algorithm is that it can be extended to the B&B methodologies presented in [Triantaphyllou, 1994]. Such an extension will allow those B&B approaches to solve larger problems than the ones presented in the above reference.

Finally, it should be stated that the research conducted in this research has led to some presentations at the following professional and scientific conferences:


Furthermore, these results have lead to the following publications and working papers:


8 FUTURE RESEARCH

Although the results presented in this research are limited to a sample of almost 3,000 documents from the TIPSTER collection, they are encouraging because they suggest that a logical analysis approach via the IOCAT algorithm can be used to solve document classification problems (and potentially other classification problems) of larger dimensions. Therefore, a motivation to continue advancing this research may be focused on improving the incremental learning capabilities of the IOCAT algorithm. Some ideas for future investigation are presented next.

From Figures 6.6 through 6.8, it can be observed that the number of clauses constructed by the ILE can be huge. At the same time, it can be observed in Figures 6.9 to 6.11 that the Boolean functions became 100% accurate at a much faster rate. As indicated in Section 4, these results were obtained by incorporating only one example at a time into the training set. Hence, future investigation on this area may be focused on how to select and include more than one example with an "Undecided" classification.

A solution to this problem can be attractive by assuming that it may be economically sound to query an expert classifier with more than one document (i.e., training examples) per visit. Such a solution may be also attractive if documents are selected in such a way that an acceptable computational cost is still maintained. The selection of these documents can be guided by focusing more attention on:

1. The clause that accepts the most examples.
2. The clause with the least number of atoms.
3. The clause that rejects the most examples.
Another problem that requires a future investigation is as follows. Suppose that the expert classifier decides that the two Boolean functions have become very complex. That is, that they become too large. Hence, future research could focus in developing a methodology to determine when this complex situation arises in order to temporarily execute NILE approaches, which always produce a less complex set of classification rules.
9 SUMMARY

This research investigated a classification problem in which a document must be classified in one and only one of two classes. This type of classification is new in the sense that a document mis-classification could have severe consequences. It is also a new problem because now the classification of a document may be triggered by the presence of few sensitive words contained in the document’s text. As an example of the importance of this type of classification, one can consider the accidental release of documents to the public that may affect national security.

This new classification problem was tackled by investigating four closely related problems. The first problem was how to identify the set of text features (such as keywords) that best reflect the type of information contained in each document. The literature suggested that the “All Words Approach” was the recommended strategy to address this first problem. Some computations experiments with the “All Words Approach” indicated that the OCAT algorithm solved satisfactorily this first problem by using single-word patterns without compromising its classification accuracy.

The second problem addressed the question of how a computerized system can correctly infer the source class of text documents by constructing patterns of text keywords. This problem was tackled by using the One Clause At a Time (OCAT) algorithm on almost 3,000 documents from four document classes of the TIPSTER collection. These classes were documents by the Department of Energy (DOE), the Wall Street Journal (WSJ), the Associated Press (AP), and documents from the ZIPF class. Moreover, the OCAT algorithm was analyzed under the following two experimental conditions: (i) a leave-one-out cross
validation and (ii) a 30/30 cross validation (where 30 indicates the initial number of training documents from each document class). Furthermore, the performance of the OCAT algorithm was compared with the results by the VSM. The Vector Space Model (VSM) algorithm is often used to benchmark this type of classification processes. Some experimental results with the two experimental conditions suggest that the OCAT algorithm statistically outperformed the VSM when classifying documents into two disjoint classes.

The third problem was how to provide a guided learning methodology with the OCAT algorithm in order to improve its classification performance as more examples become available. Some computational results suggest that the classification efficiency of the OCAT algorithm can be improved if a guided learning approach is implemented. Actually, experiments on samples of 510 documents from the four classes from the TIPSTER collection indicate that the OCAT algorithm needed about 336 (i.e., 66%) training documents before it accurately classified all documents in the experiments.

The fourth problem addressed the problem of how to construct a Boolean function at a much faster rate. This problem was tackled by implementing an incremental learning approach. Computational results with the same samples of documents used for the third problem indicated that the average CPU times to construct the Boolean function was reduced to approximately 25% of the time needed by the non-incremental algorithm. However, these results indicated that the classification rules could also became more complex.

The literature showed that some existing methodologies, such as semantic analysis and neural networks, have been used for the classification of documents that share similar
content. However, the literature also suggested that these methodologies have been used in classification processes in which a misplacement of a document may not have grave consequences (e.g., it does not affect national security). Moreover, it showed that some of these methodologies are still limited to problems of small size either because of the time complexity of their algorithms or because they possess limited learning capabilities (see, for example, [Chen, 1996] and [Macleod, 1991]).
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