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Abstract

Set compression allows the compression a set of similar (correlated) images more efficiently than compressing the same images independently. Currently, set compression is performed with different inter-image predictive models, that forecast the common image properties from a few reference images. With sufficient inter-image correlation, one can predict any database image from a few templates, hence avoiding inter-image redundancy and achieving much improved compression ratios. This research focused on two major aspects of this technique: the practical limits of the predictive set compression, and the theoretical estimates of the compression efficiency. This includes a review of the previous work in set compression area, a discussion of the more important statistical and informational aspects involved in predictive set compression, practical observations and measurements for medical (CT and MR) data, and theoretical analysis of lossless similar image compression. This research proposes new and more reliable approaches for lossless set compression, as well as their extensions to more general lossy set compression.
In modern science and technology, the amount of information produced, analyzed and stored is increasing and has created a constant quest for improving data compression techniques. *Data compression* means storing and transmitting information in its most compact form, achievable through removal of data redundancies. All compression techniques can be subdivided into two groups: *lossy* (irreversible) and *lossless* (reversible) compression, depending on the reversibility of this removal. *Lossy* compression can achieve high compression ratios (the ratio of the original to the compressed information size), usually sacrificing the least important details. Lossy compression is commonly used to compress images and sounds, usually with compression ratios varying from 3 to more than 100 depending on the level of detail preserved. In contrast, *lossless* compression does not sacrifice any information. This permits a complete recovery of the original data from its compressed form, but yields more moderate compression ratios of 1.5-2. Lossless compression is required when information cannot be lost nor altered; e.g., compression of text or medical images.

Historically, both lossy and lossless techniques were developed to compress single data items like single images, signals, data files, etc. However, many modern data-producing applications such as medical imaging create large sets of very similar, rather than independent, data. For instance, in a set of computer tomography (CT) brain image scans $V = \{v_1, \ldots, v_n\}$ \(^1\), the average inter-image correlation $\overline{p}(v_i, v_j)$ typically exceeds 0.75, which is accompanied by similar image patterns in shape and

\(^1\)Where $v_i$ represents an image stored as a sequence of pixel intensities.
intensity. This appearance of common image structures across all database images demonstrates the presence of inter-image redundancy, leading to the idea of the compression. *Set compression*, either lossy or lossless, assumes that a set of similar data items can be compressed more efficiently than compressing each item separately, if the inter-item redundancy is exploited. Careful removal of repeating patterns from a set of similar entities can lead to substantial information reduction which, followed by traditional single entity compression, produces higher compression ratios than compressing all the similar entities independently.

A primary goal of this research was to investigate the relation between inter-image similarities and resulting set compression efficiency. Major previously used techniques such as inter-frame prediction were studied first, and their limitations in similar database compression were demonstrated. Then the similarities between images and image-compressing transforms are investigated, which lead to the alternative “common transform” approach to similar data compression. We illustrate this approach with common autoregressive (CAR) compression for CT (computer tomography) and MR (magnetic resonance) image databases, which in this research improved the lossless compression ratio from 2:1 for a single image to more than 3:1 for a database. Next, an information theory for integer correlated sources is proposed. Information redundancy between integer correlated sources is analyzed as a function of their correlation. Finally, some more general extensions to lossless set compression are discussed, and conclusions are given.
Image Information and Similarity

Image Entropy

The lossy image compression ratio has virtually no upper bound: the choice of the amount of information one wants to sacrifice is always subjective and depends on the particular application. Conversely, the entropy $H$ (informational content) of the information source $v$ puts a lower boundary on the losslessly compressed source size. If $v$ is a sequence of numbers from the set $\{n_1, n_2, ..., n_k\}$, and the probability of each number $n_j$ to appear in $v$ is $p_j = P(n_j)$, then Shannon entropy [1] of $v$ is

$$H(v) = - \sum_{j=1}^{k} p_j \log_2(p_j). \quad (1)$$

By definition, $H(v)$ measures the amount of information provided by an observation of $v$ [2]. It is also often interpreted as an averaged uncertainty about $v$, the "randomness" of $v$, or the average number of bits necessary to code $v$ as a memoryless Markov source (the average number of bits in Huffman code table\(^2\) for $v$).

As a function of probabilities $p_j$, $H(v)$ is continuous, positive and a concave mapping from $[0, 1]^k \in \mathbb{R}^k$ into $[0, 1]$ (see Figure 1 for $k = 2$ and 3). Since for any $p \in [0, 1]$, $(-p \log_2(p)) \in [0, 1]$ as well\(^3\), the only case when $H(v) = 0$ is when all $p_j$ except one are equal to zero. We list below a few other useful and less obvious entropy properties that can be found with their proofs in [3] and [4]:

---

\(^2\)Huffman compression encodes each number $n_i$ replacing it with a unique codeword $c_i$ of length $\left\lfloor \log_2 \frac{1}{p_i} \right\rfloor$, which results in the average (expected) code length equal to $H(v) = \sum_{j=1}^{k} p_j \text{length}(c_j)$. With Huffman encoding, compression is achieved because the most probable numbers $n_i$ (i.e., $n_i$ with highest $p_i$) will be replaced with the shortest codewords $c_i$.

\(^3\)\(\lim_{p \to 0} p \log_2 p = 0\).
For any random variables:

1. $H(u|v) \leq H(u)$ (where $u|v$ is a conditional probability distribution for $u$ given $v$) - additional information never increases average uncertainty.

2. $H(u_1, u_2, \ldots, u_n) \leq \sum_{i=1}^{n} H(u_i)$ - the entropy of an event consisting of several random events $u_i$ never exceeds the sum of their entropies. The equality holds only if all events $u_i$ are independent.

For probability distributions:

1. $H(p_1, p_2, \ldots, p_n) \leq H(\frac{1}{n}, \frac{1}{n}, \ldots, \frac{1}{n}) = \log_2(n)$ - entropy is maximized by uniform distribution.

2. $H(p_1, p_2, p_3, \ldots, p_n) = H(p_1 + p_2, p_3, \ldots, p_n) + (p_1 + p_2)H(\frac{p_1}{p_1+p_2}, \frac{p_2}{p_1+p_2}) \geq H(p_1 + p_2, p_3, \ldots, p_n)$ - recursivity. Combining any two cases into one decreases the entropy.

In digital signal processing, all images are represented and analyzed as numerical sequences of their intensity values [5]. In particular, if an image $v$ has all intensities $v[i]$ equal to the same value, then $k = 1$ and $p_1 = 1$. This yields $H(v) = 0$ in (1) and can be interpreted as no information contained in image $v$. Inversely, if $v$ contains...
multiple intensities, its entropy becomes positive, producing rich information. The higher $H(v)$, the more information $v$ has, and the more difficult it is to compress. Lossless compression techniques such as Huffman compression or arithmetic coding produce compression ratios close to the source entropy; therefore we will use "information" and "entropy" interchangeably, and will also refer to the entropy as the measure of the compressed image size.

**Intuitive Definition of Image Similarity**

In our research we primarily used test sets of similar computer tomography (CT) and magnetic resonance (MR) images, some of which are shown on Figure 2.

One can see that in general all images of the same class look very similar. Moreover, it is possible by seeing only a few images to form a general "CT image pattern" or "MR image pattern" and to recognize if any other image belongs to this class or not. On the other side, all test images shown on Figure 2 have been taken from different people and hence contain many individual details, resulting in the presence of local inter-image dissimilarities. Therefore we intuitively define *similar images* as images:

1. Displaying the same object of specific shape (e.g., human brain scan, Boeing 707, etc.).
2. Produced on the same device or with the same technology (e.g., same computer tomography scanner).

This definition corresponds to the intuitive human perception of similarity and explains the presence of redundant patterns to be removed with set compression. For
Figure 2: Similar images.
instance, the presence of the same shape creates shape redundancy: all CT brain images are similar because they are oval with two concave areas on top. It also filters out objects with no predefined shape, such as clouds or water. The second requirement guarantees that common image patterns will not look different because of different picturing techniques: CT image of a human brain is different from an MR image of the same brain, and there is almost no intensity correlation between an apple as we see it and the same apple displayed in infrared light.

**Informational Definition of Similar Images**

The main goal of image compression is to express the maximum information in the shortest possible form. In particular, lossless image compression attempts to replace an original image $v$ with another image $v'$ such that:

1. Entropy $H(v') < H(v)$.
2. There is a well-defined reversible function (known as compressing transform) $f : v = f(v')$.

This allows the formulation of image similarity into more general and accurate "image compression language":

**Definition 1.** Images $u$ and $v$ are similar if there exists a reversible transform $f$ such that:

1. $u = f(v)$.
2. $H(f) < \min(H(u), H(v))$.

This definition will be used for the remainder of our study, but we include the following comments. First, the reversibility of $f()$ implies the symmetry of similarity
property: if \( u \) is similar to \( v \), then \( v \) is similar to \( u \). Second, the transform \( f \) entropy 
\( H(f) \) is the entropy of the symbolic expression for \( f \). For instance, if \( f(v) = v + r \) (difference compression described later), then \( H(f) = H(\{t, t', r\}) \). With this definition, the main problem of similar image compression is finding a reversible \( f_0 \):

\[
H(f_0) = \min_{f: u = f(v)} H(f).
\]

For practical purposes, the efficiency of computing \( f_0 \) also becomes very important. Therefore many set compression techniques are based on linear transforms \( f() \), which guarantee both reversibility and simplicity. Moreover, the theory of linear data transformations has been developed in statistical analysis with linear regression. The latter finds \( f_0 \) such that:

\[
\sigma(u - f_0(v)) = \min_{\text{linear } f: u = f(v)} \sigma(u - f(v)),
\]

where \( \sigma \) stands for the variance operator. This link between informational \( H() \) and variance \( \sigma() \) measures produce the question of how information redundancy in a similar image set depends upon their common statistical properties. Our research focused on various aspects of this relation and started with analysis of the previously used set compression approaches, given in the following section.
PREVIOUS RESULTS

This section covers major similar compression techniques currently in use [18], [33], [31]. It also demonstrates how these techniques can be applied to our test CT and MR data. Finally, this overview is used to develop the criteria that any similar image compression technique must satisfy, and to study the range of their applicability.

Inter-Image Prediction

Inter-image prediction [9], [32], [33], [28] assumes that high image correlation alone implies image similarity. Consequently, high correlation among several images means that the images are almost linearly dependent, i.e., some part of them can be efficiently predicted with linear combinations of the others. If \( V = \{v_1, v_2, \ldots, v_n\} \) is a set of similar images \( v_i \), each \( v_i \) is highly correlated with the other images in the set represented as \( V^{(i)} = V \setminus \{v_i\} \) and \( v_i \) can be expressed as

\[
v_i = \sum_{j \neq i} \beta_j v_j + r^{(i)} = \beta^{(i)} V^{(i)} + r^{(i)} = \tilde{v}_i + r^{(i)},
\]

where the constant vector \( \beta^{(i)} = (\beta_1, \beta_2, \ldots, \beta_{i-1}, \beta_{i+1}, \ldots, \beta_n) \). Equation (2) is a simple linear regression model where each image represented as a vector of its pixel intensities, and \( r^{(i)} \) is the error (residual) term [36]. Residual \( r^{(i)} \) is viewed as the image \( v_i \) decorrelated with respect to the other similar images. With high inter-image correlation \( \rho \), \( \rho = \rho(v_i, V^{(i)}) \rightarrow 1 \), the residual \( r^{(i)} \) becomes small: \( ||r^{(i)}|| = (1 - \rho) ||v_i|| \rightarrow 0 \). If \( r^{(i)} \) is small and can be neglected, one can store only a few
predicting parameters $\beta^{(i)}$ instead of an image $v_i$, and approximately recover the compressed $v_i$ as a linear combination of other images: $\hat{v}_i = \beta^{(i)}V^{(i)}$.

This view fits the lossy compression paradigm with remarkable compression results, but it always leads to losing the most dependent part of the data. In lossless compression, none of the data can be sacrificed, which makes many lossy techniques either unsuitable or impractical. The best attempt to modify this approach for lossless similar images compression is to rewrite regression equation (2) as

$$v_i = \left\lfloor \sum_{j=n}^{j=n} \beta_j v_j \right\rfloor + r^{(i)} = \left[ \beta^{(i)}V^{(i)} \right] + r^{(i)} = \hat{v}_i + r^{(i)}$$

(3)

where $\lfloor \cdot \rfloor$ stands for integer truncation. In this case $r^{(i)}$ becomes an integer vector as all $v_i$, and can be compressed with traditional image compression techniques. Then, to make this compression lossless, one has to store both coefficients $\beta^{(i)}$ and compressed residual $r^{(i)}$ to completely recover $v_i$ using (3). With 5-10 predicting images in $V^{(i)}$ the overhead to store 5-10 constant numbers $\beta^{(i)}$ is negligible with respect to the typical 0.5-2 Megabyte image $v_i$. However, reversibly replacing $v_i$ by $\{\beta^{(i)}, r^{(i)}\}$ with low variance $r^{(i)}$, $||r^{(i)}|| = (1 - \rho)||v_i|| \ll ||v_i||$, it was expected that any compression algorithm applied to $r^{(i)}$ will give better results than the same compression applied to $v_i$. If true, storing residuals instead of images would lead to improved set compression when compared to compressing the same images independently.

The simplest modification of this approach with $n = 1$, $\beta_1 = 1$ would be predicting one similar image from the other one as

10
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\[ v_i = v_j + r^{(i)} = v_j + d_{ij} \]  

(4)

known as difference compression. Another modification is centroid compression which predicts an image \( v_i \) as an average of the other \((n - 1)\) images in \( V^{(i)} \) (i.e., \( \beta_j = \frac{1}{n-1} \)):

\[
v_i = \left\lfloor \frac{1}{n-1} \sum_{j \neq i} v_j \right\rfloor + r^{(i)} = \left\lfloor \frac{V^{(i)}}{n} \right\rfloor + r^{(i)} = \hat{v}_i + r^{(i)}.
\]  

(5)

We tested (3) on 50 CT images; predicting the first image \( v_1 \) from five sets \( V^{(1)} = \{v_2\} \) (chosen as the most correlated to \( v_1 \)), \( V^{(2)} = \{v_3\} \) (chosen as the least correlated to \( v_1 \)), \( V^{(3)} = \{v_2, ..., v_5\} \), \( V^{(4)} = \{v_2, ..., v_{10}\} \) and \( V^{(5)} = \{v_2, ..., v_{50}\} \). The original image, predicted images \( \hat{v}_1^{(i)} \) with their correlation \( \rho \) to \( v_1 \), and the residual images \( r^{(i)} \) with their variances \( \sigma \) are shown on the Figures 3 and 4. The entropy \( H \) is also given for each image.

As one can observe, inter-image prediction on these data seems to provide quick and simple set compression: the entropy of residual images \( r_1^{(i)} \) in this example is smaller than that of the original \( v_1 \) by 10 — 18%. This means that if we had a choice between Huffman compression of \( v_1 \) before regression (3) and after, the second choice would have a 10 — 18% higher compression ratio. However, the real applicability of this approach is severely limited by several problems:

1. The predicted image \( \hat{v}_1^{(i)} \) on the Figures 3 and 4 is blurred and looks more like several predicting images overlapped rather than a good approximation to the original. It does not capture any local details in \( v_1 \). However, all sharp details from \( v_1 \)
Figure 3: Inter-image prediction from a single image.
Figure 4: Inter-image prediction from several images.
and its predictors tend to accumulate in its residual $r_1^{(i)}$, making it very informative and difficult to compress.

2. The choice of predictors becomes very important: even though all predictor sets except $V^{(2)}$ include $v_2$, predicting $v_1$ from $v_2$ alone provides a much better result. Therefore, increasing the number of predictors can decrease the efficiency of compression, which means that predictors must somehow be clustered and carefully chosen for each image. For some images there may not even exist a predictive set which would reduce the image entropy (we will give an example later in this subsection). Including a real time database clustering into image compression and maintaining all “predictor-predicted” relations is not a trivial task.

3. Correlation between similar images can easily be destroyed if we translate or rotate one image with respect to the others (we will discuss this in more detail later). For instance, a 45-degree rotated CT image is correlated to its original (0-rotated) copy with $\rho$ as small as 0.4. This is too small to be used for inter-image prediction, but rotation does not make the images less similar! Therefore before applying (3), all the images must be aligned or registered, which is also a computationally intensive and error-prone problem, often performed manually. If one develops a similar image compressing algorithm, it must be insensitive to all transforms which do not destroy the image similarity.

4. Finally, it is easy to prove that even for highly correlated and visually similar images, predictive compression (3) may result in increased [28], rather than decreased, database entropy. Below, we demonstrate this both theoretically and numerically. The theoretical proof of inter-image prediction inefficiency lies in the following lemma.
Lemma 1. For any small $\delta$, $0 < \delta < 1$, and large $M$ there exist two images $v_1, v_2$ such that:

1. $\rho = \rho(v_1, v_2) > 1 - \delta$.
2. difference entropy $H(v_1 - v_2) = H(d_{12}) > M$.

Proof.

Consider an image $v_1$ with intensity average $\bar{v}_1 = 0$ and variance $\sigma(v_1, v_1) = v_1^Tv_1 = \Psi^2$. We choose difference image $d_{12} = v_1 - v_2$ as a normal noise with 0 mean and variance $\sigma : d_{12} \sim N(0, \sigma)$, therefore $v_2$ is defined as $v_1 - d_{12}$. Then:

1. $\sigma(v_1, v_2) = v_1^Tv_2 = v_1^T(v_1 - d_{12}) = \Psi^2$ (both $v_1$ and $d_{12}$ are not correlated).
2. $\sigma(v_2,v_2) = v_2^Tv_2 = (v_1 - d_{12})^T(v_1 - d_{12}) = (v_1^T - d_{12}^T)(v_1 - d_{12}) = v_1^Tv_1 + d_{12}^Td_{12} = \Psi^2 + \sigma^2$.
3. $\rho(v_1, v_2) = \frac{\sigma(v_1, v_2)}{\sqrt{\sigma(v_1, v_1)\sigma(v_2, v_2)}} = \frac{\Psi}{\sqrt{\Psi^2 + \sigma^2}}$.
4. The entropy of the normal source $d_{12}$ is known to be $H(d_{12}) = \frac{1}{2} + \ln(\sqrt{2\pi}\sigma) = M$.

Given $M$ and $\delta$, one can always choose $\sigma > \frac{1}{\sqrt{2\pi}} e^{M - \frac{1}{2}}$ to satisfy $H(v_1 - v_2) = H(d_{12}) > M$, and then $\Psi > \sigma\sqrt{\frac{1-\delta}{1-(1-\delta)^2}}$ to satisfy $\rho(v_1, v_2) > 1 - \delta$, which proves the lemma. ■

This lemma demonstrates that the difference entropy in its absolute value can be arbitrarily large even for highly correlated images. Note that with lossless compression, the entropy of an image gives the lower bound for the compressed image size. Therefore the lemma proves that with choice of $\delta \to 0$, two images $v_1$ and $v_2$ exist with $\rho(v_1, v_2) > 1 - \delta$. This does not say anything about the relative entropy $H(v_1 - v_2)/H(v_1)$, and this question will be addressed later.
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and $v_2$ can be made as correlated as possible, and yet the difference $d_{12}$ between them may have an arbitrarily high entropy. In particular, the difference (as well as residual) entropy can greatly exceed the entropy of image $v_1$, even though the difference variance $\|d_{12}\| = (1 - \rho(v_1, v_2))\|v_2\| \rightarrow 0$. Moreover, replacing in the proof $v_2$ with $\hat{v}_1$, the same conclusion follows for the general predictive set compression given by (3). In this case the general inter-image predictive method (3) will fail to produce any improvement and in fact may even substantially increase the total database entropy.

Figure 5: Original and noisy CT images.

Figure 5 illustrates this result numerically. We used a CT image as $v_1$, and introduced normal noise $d_{12}$ to produce $v_2 = v_1 + d_{12}$. The amount of noise (variance $\sigma$) was chosen such that the difference entropy $H(d_{12})$ slightly exceeds $H(v_1)$. Therefore predicting $v_1$ as $v_1 = v_2 - d_{12}$ increases the total entropy: $H(v_2) + H(d_{12}) > H(v_2) + H(v_1)$. However, in this example $\rho(v_1, v_2) = 0.98$, and both images still look very
similar. Thus, it is enough to transmit an image through a noisy channel or reproduce it on a different device to cause predictive set compression failure.

![Bad MR set compression](image)

**Figure 6: Bad MR set compression.**

If one argues that this illustration is too simulated, one may find the same example in an actual MR database. The correlation between two MR images $u_1$ and $u_2$ on Figure 6 is $\rho(u_1, u_2) = 0.83$. However, we tested that subtracting or regressing one image with the other produces difference and residual images like the one on the right with entropies higher than those of the original images. If we had only these two MR images $u_1$ and $u_2$ in a database, any attempt to use predictive set compression would increase the database entropy.

Multiple experiments, conducted with more complicated and nonlinear predictors (logistic, polynomial up to 10-th degree, rational, neural-network based and predictors with logic operators), did not result in any crucial improvement. We found no evidence that these problems, which are related to the nature of the method and not to the choice of the images, can be avoided with any inter-image prediction modification. This again proves that *visible similarity of two images does not guarantee the success of predictive inter-image set compression.*
Principal Component Prediction

Principal components [16] \( P = \{p_1, p_2, ..., p_n\} \) for a set of \( n \) vectors \( V = \{v_1, v_2, ..., v_n\} \) are defined as

\[
p_i = e_i V = \sum_{k=1}^{n} e_i^k v_k
\]

where vector \( e_i = (e_i^1, e_i^2, ..., e_i^n) \) is the \( i \)-th eigenvector of the \( n \times n \) covariance matrix \( \Lambda = (\Lambda_{km})_{k,m=1}^{n} \) with \( \Lambda_{km} = \sigma(v_k, v_m) \). If all eigenvalues \( \lambda_i \) of \( \Lambda \) are in decreasing order, \( \lambda_1 \geq \lambda_2 \geq ... \geq \lambda_n \), the first \( k, k \leq n \), principal components \( P^{(k)} = \{p_1, p_2, ..., p_k\} \) form the best \( k \)-vector predictor set for the \( n \) vectors in \( V \) in terms of preserved variance. This means that predicting all vectors in \( V = \{v_1, v_2, ..., v_n\} \) from a reduced set \( P^{(k)} = \{p_1, p_2, ..., p_k\} \) will produce the least variance loss, which has been proven [16] to be

\[
c_{k+1} = \sum_{i=k+1}^{n} \lambda_i.
\]

(6)

Because of this property, principal components are often used for dimension reduction - reducing number of variables through removal of the most linearly dependent of them. This is directly related to image set compression, and previous attempts to apply principal components to image analysis exist [23], [8], [7], [11], [10].

We applied principal components analysis to a set of 50 similar CT images. Figure 7 represents the ratios \( c_k/c_1 \) and \( \lambda_k/c_1 \), and as one can observe, most of the variance for this set can be expressed with the first few principal components. From these 50 images, the first CT image \( v_1 \) was chosen to be predicted from 4 sets \( P^{(1)} = \{p_1\} \),
$P^{(5)} = \{p_1, p_2, \ldots, p_5\}$, $P^{(10)} = \{p_1, p_2, \ldots, p_{10}\}$ and $P^{(25)} = \{p_1, p_2, \ldots, p_{25}\}$. The images on Figures 8 and 9 show the original image $v_1$, four respective predicted images $\hat{v}_1^{(1)}$, $\hat{v}_1^{(5)}$, $\hat{v}_1^{(10)}$, $\hat{v}_1^{(25)}$ with their correlation $\rho$ to the corresponding predicting set, and the residual (error) images $r_1^{(1)}$, $r_1^{(5)}$, $r_1^{(10)}$, $r_1^{(25)}$ with their variances $\sigma$. Entropies $H$ are also indicated for each image.

Several important observations made from this numerical principal component analysis are:

1. Principal components can be used for lossy prediction: 25 components are adequate to make the lost residual vector virtually invisible (Figure 9). Successful results have been reported in this area, as well as successful use of principal components to underline the differences between similar images$^5$.

2. Principal components are not convenient for lossless prediction. First, there is no conceptual difference between principal component prediction and inter-image regression studied in the previous subsection, plus all problems that we outlined be-

$^5$The first principal component is typically the average of all images, while the remaining components serve as contrast vectors among several similar subclusters in the original image set.
Figure 8: Principal Component images for $P^{(1)}$ and $P^{(5)}$. 
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fore apply to the principal component case. In particular, it is still possible for an increase to occur in the total database entropy with this predictive model. Second, with principal components one has to store both residual images and principal components instead of original set of images, and recompute all principal components if at least one image was changed. This is inefficient, doubles the number of images and inevitably increases the size of the database. The decreasing variance of principal component $\sigma(p_i) = \lambda_i$ does not result in less entropy: in fact, images like $p_{25}$ contain much detail and are as difficult to compress as $v_i$ (tend to have the same entropy). Thus, for lossless compression, these problems make principal component compression even less practical than simple inter-image prediction.

![Figure 9: Principal Component images for $P^{(10)}$ and $P^{(25)}$.](image)
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2D and 3D Autoregressive (AR) Models

This technique, also known as differential pulse code modulation (DPCM) [24], [6], [27], [29], [12], [19], includes image shifts in the predictive model (3) [34], [31], [29], [21], [22]. This is justified by the fact that in any image, neighboring pixels tend to have close, i.e., correlated, intensity values. Therefore, one may forecast a pixel intensity from the intensities of its surrounding pixels. For example, the typical second-order AR model for the 2D image \( u[i, j] \) is

\[
\begin{align*}
    u[i, j] &= [\beta_1 u[i-1, j] + \beta_2 u[i, j-1]] + r = [(\beta_1 B + \beta_2 L)u] + r = \hat{u} + r, \\
    r[i, j] &= u[i, j] - \hat{u}[i, j]
\end{align*}
\]

(7)

where \( L \) and \( B \) are left and bottom shift operators respectively. The residual \( r[i, j] = u[i, j] - \hat{u}[i, j] \) represents the part that cannot be predicted. The AR model of the \( k \)-th order is

\[
\begin{align*}
    u[i, j] &= \left[ \sum_{m=1}^{k} \beta_m u[i - a_m, j - b_m] \right] + r = \left[ \sum_{m=1}^{k} \beta_m B^{a_m} L^{b_m} u \right] + r = [\beta u_s[i, j]] + r, \\
    r &= \sum_{m=1}^{k} \beta_m B^{a_m} L^{b_m} u
\end{align*}
\]

(8)

where \( \beta_m, a_m \) and \( b_m \) are optimally chosen constants (\( a_m \) and \( b_m \) are integers). We use the notation \( u_s \) for all left \( L \) and bottom \( B \) shifts of the image \( u \) used in a particular model, since any AR model predicts an image from its own translations. To build an AR model one must choose \( a_m \) and \( b_m \), and use a linear regression similar to (2) to determine an optimal \( \beta \).

The compression ratio \( H(u)/H(r) \) produced by this model increases with the model order. Unfortunately, computing optimal model coefficients \( \beta \) for large model
orders \( k \) becomes a computationally intensive task and prohibits the use in any compression. Besides, 2D AR models do not consider any inter-image similarities.

For certain data, 2D models can be extended to 3D models which include inter-image relations. 3D AR models are combinations of (3) and (8), i.e., prediction of an image from its own translations and other similar images. This approach proved to be efficient for 3D volumetric data, when \( L \) and \( B \) operators correspond to translations in the \((x,y)\) plane, and when the prediction from other similar images is viewed as prediction from translations in \( z \) plane:

\[
u = \left[ \sum_j \alpha_j v_j + \sum_{m=1}^{k} \beta_m B^{m_n} L^{m_n} u \right] + r = \left[ \beta u_s + \sum_j \alpha_j v_j \right] + r, \tag{9}\]

where \( v_j \) are images similar to \( u \). When all \( v_j \) represent some close slices of the same 3D object, this model efficiently decorrelates the data.

However, for our test data inter-image prediction does not yield any valuable compression improvement, due to the lack of positional correlation and consistency in the \( z \) direction. Therefore, for general sets of similar images, 3D AR models may perform worse than separate 2D models\(^6\).

**Inter-Image Prediction with Region Matching**

It was soon understood that image similarity does not imply similar images must almost coincide if properly overlapped. The complexity of mapping which matches one similar image to another can be overwhelming, and almost never results in simple transforms such as rigid-body translations and rotations. Therefore some techniques

\(^6\)The same is true for emerging 3D wavelet transforms, efficiently compressing 3D medical data, but providing very poor performance for uncorrelated 2D images.
emerged trying to improve the inter-image prediction accuracy destroying the integrity of the image to be predicted [13], [14]. A typical example can be found in [17], when each pixel $u[x, y]$ in image $u$ is not predicted from the similar overlapped region of the image $v$, but from the region in $v$ which has the closest intensity match to some neighborhood of $u[x, y]$.

This approach does not require registration because it becomes a part of the compression procedure. This allows more accurate image matching and an improved compression ratio, but a high price must be paid:

1. The process of searching for the best predictive region in the predictor image is extremely computationally expensive.

2. Storing information about regional correspondences adversely affects the compression ratio.

To study how far one can go with this type of compression, we conducted a numerical experiment illustrated on the Figure 10. Two $256 \times 256 \times 8$ CT images, $u$ and $v$, were chosen as the most correlated from the 50-image CT database (we used these images as $CT01$ and $CT02$ on Figure 2). Image $u$ was scanned pixel by pixel. As shown on Figure 10, for each pixel $u[x, y]$ a pixel $v[p, q]$ in the $v$ image was found such that 8-pixel neighborhoods of these minimize the matching error $|a_0 - a_1| + ... + |h_0 - h_1|$, and the value of $u[x, y]$ was forecast from image $v$ as $v[p, q]$. In case of a tie, $u[x, y]$ was predicted as the average of all $v[p, q]$ with the same minimal error.

The residual image $r$ (bottom Figure 10), $r[x, y] = u[x, y] - v[p(x, y), q(x, y)]$, resulting from this prediction had entropy $H(r) = 3.75$. This is a considerable
Figure 10: Optimal regional matching.
improvement over the $H = 4.92$ entropy obtained after simple regression of $u$ on $v$. However, the simple regression took about 8 minutes on an Alpha 4/233 workstation, and to compute the complete best region match search took 2 days. Accelerating this approach is a compromise between the quality of prediction (registration in this case) and compression speed, and does not improve the cumbersome nature of the method. This type of image registration seems to be prohibitive when included in any database compression technique, unless some very special cases exist. In general, this approach must be abandoned because it is inefficient.

**Combining Several Compression Techniques**

It is possible to compress similar images with several different compressing transforms, applying them one after another. This may lead to compression ratio improvement, typically within 5%. The discussion of this approach can be found in [20] and is beyond the scope of our research. We are primarily interested in single transform methods.
Correlation vs. Information

The question of how efficiently similar images can be compressed cannot be answered without a study of the numerical similarity measures and their effect on image compressibility. In image compression, the numerical similarity between two images \( u \) and \( v \) was usually assessed from pixel-to-pixel correspondences in several different ways. Absolute difference \( \|r_{\text{diff}}\| \) (where \( r_{\text{diff}} = u - v \)), often used in inter-frame compression, is applicable only if the intensities in \( u \) and \( v \) are on the same scale. Correlation \( \rho = \rho(u,v) \) accounts for all linear transformations in the intensity domain. Maximizing the correlation means minimizing the mean squared error \( \sigma^2 = \|u - \beta_0 - \beta_1 v\|^2 \), a common error measure for the lossy compression. The corresponding residual \( r = u - \beta_0 - \beta_1 v \) generalizes \( r_{\text{diff}} \) with \( \|r\| \leq \|r_{\text{diff}}\| \). Finally, residual entropy \( H(r) \) is proportional to the lower bound of the compressed file size. Since most lossless compression techniques result in producing and storing decorrelated image residuals, we studied the behavior of residual entropy \( H(r) \) with respect to inter-frame image correlation \( \rho \).

Experimenting with CT and MR images, we found that inter-image prediction methods may not even result in decreased database entropy. We have already seen examples when \( H(r) \) increases when inter-image correlation \( \rho = \sqrt{1-\sigma^2} \) is being maximized or residual deviation \( \sigma = \|r\| \) is being minimized. The problem is that minimal \( H(r) \) requires all residual intensities \( r[x,y] \) be compactly distributed near some constant value; e.g., have as many \( r[x,y] = 0 \) as possible. The compactness, rather than the variance, of the residual distribution reduces the entropy. The least
squares difference, \( r = u - \beta_0 - \beta_1 v \), minimizes \( r[x, y] \) on average, so that all \( r[x, y] \) can be small but still almost uniformly distributed around 0. Since for a given range of residual values, a uniform distribution maximizes the entropy, a least squares residual \( r \) may have higher entropy than the images \( u \) and \( v \), and be harder to compress than the original images. Fortunately, there is still a connection between small \( H(r) \) and small \( ||r|| \). In compression the residuals are rounded to integer values, and for discrete integers \( r[x, y] \), \( \sigma^2 = ||r||^2 = \frac{1}{N} \sum_{x,y} r^2[x, y] \to 0 \), will inevitably make as many \( r[x, y] \) equal to 0 as possible, which will cause \( H(r) \) to decrease. However, this decrease becomes apparent only after the variance \( \sigma = ||r|| \) falls below some threshold, and we estimated the corresponding inter-image correlation threshold from theoretical and practical models.

**Normal Estimate of Entropy Behavior in Predictive Model**

For preliminary theoretical analysis we assumed that highly correlated least squares predictors result in the almost normally distributed residual intensity values \( r[x, y] \sim N(0, \sigma) \) (it was also observed in practice \(^7\)).

**Lemma 2. I**

1. \( u \sim N(0, \sigma) \), and \( r \sim N(0, \cdot) \) are independent random variables,

2. Correlation \( \rho(u - r, r) = \rho \)

Then

\[
\frac{H(r)}{H(u)} = H_R(\rho) = \frac{\log \sqrt{2 \pi e \sigma^2 (\frac{1}{\rho^2} - 1)}}{\log \sqrt{2 \pi e \sigma^2}}. \tag{10}
\]

\(^7\)We used SAS\textsuperscript{®} Data Analysis tools to analyze typical residual distributions for CT and MR images, which were found to be normal at a 5% confidence level.
Proof.

If \( \sigma(r) = \delta^2 \), then from 1. and 2.

\[
\rho(u - r, r) = \rho = \frac{\sigma(u-r,r)}{\sqrt{\sigma(u-r)\sigma(r)}} = \frac{\sigma^2}{\sqrt{(\sigma^2 + \delta^2)\sigma^2}}, \text{ and from here }
\]

\[
\delta^2 = \sigma^2\left(\frac{1}{\rho^2} - 1\right)
\]

Then the entropy of the normal\(^8\) [26] \( r \)

\[
H(r) = \log \sqrt{2\pi e\sigma(r)} = \log \sqrt{2\pi e\sigma^2\left(\frac{1}{\rho^2} - 1\right)},
\]

which proves the lemma. ■

If one considers image \( v = \frac{1}{\rho}(u - r) \) as \( \rho \)-correlated predictor for image \( u \), then ratio (10) gives the normalized entropy of the residual image \( r \) with respect to the original image \( u \). The entropy ratio function \( HR(\rho) \) is also proportional to the inverse compression ratio produced by the model \( u = \rho v + r \).

![Figure 11: HR(\rho) for the normal distribution model.](image)

---

\(^8\)Normal distribution has the maximum entropy over all distributions with the same variance. Thus, our estimate for the residual entropy is in fact the worst-case model.
We observed that the typical variance $\sigma^2$ for our test CT and MR images always lies between 500 and 2000. Figure 11 shows the behavior of $HR(\rho)$ for $\sigma^2 \in \{500, 1200, 2000\}$ (smaller $\sigma$ correspond to lower curves). From this theoretical model, a 50% entropy reduction $HR(\rho) = 0.5$ corresponds to the correlation

$$\rho_{0.5} = \frac{1}{\sqrt{1 + \frac{1}{\sqrt{2}\pi^2\sigma^2}}}$$

which for $\sigma^2 \in [500, 2000]$ belongs to $[0.995, 0.997]$. From (10) one can find the behavior of $\rho$ as a function of compression ratio $C = \frac{1}{HR(\rho)}$ and variance $\sigma$. Solving

$$\log \sqrt{2\pi e\sigma^2 (\frac{1}{\rho^2} - 1)} = \frac{1}{C}$$

for $\rho$ yields

$$\rho = \sqrt{\frac{2\pi e\sigma^2}{2\pi e\sigma^2 + \exp \left(\frac{\ln(2\pi e\sigma^2)}{C}\right)}}.$$

Figure 12: Correlation vs. compression ratio.

Figure 12 demonstrates $\rho(C)$ sufficient to ensure a given compression ratio $C$ for $\sigma^2 \in \{500, 1200, 2000\}$ (the three curves almost coincide). Note how fast $\rho(C)$...
increases in all three cases: for $C > 1$, when compression starts being practical, a small increase in compression ratio can be achieved only with substantial increase in inter-image correlation $\rho$, and $C > 2$ becomes possible only for virtually identical images ($\rho$ becomes very close to 1).

The following theoretical result provides an upper boundary for the entropy reduction function $HR(\rho)$ (see Figure 11):

**Lemma 3.** For any two images $u$ and $v$ function $HR(\rho) = \frac{H(u-v)}{H(u)}$ satisfies

$$HR(\rho) \leq 1 + \frac{H(v)}{H(u)},$$

with equality possible only for independent $u$ and $v$.

**Proof.**

For any random variables $u_i$ entropy $H(u_1, u_2, \ldots, u_n) \leq \sum_{i=1}^{n} H(u_i)$, and equality holds iff all $u_i$ are independent. In the case of two random variables $H(u, v) \leq H(u) + H(v)$. Consider random variable $r = u - v$. It has probability distribution $P^r = \{P^r(r = r_0)\}$, where

$$P^r(r = r_0) = \sum_{u_0 - v_0 = r_0} P^{(u,v)}((u, v) = (u_0, v_0)),$$

which means that $P^r$ values are obtained as sums of probabilities in the distribution $P^{(u,v)}$ of the image pair $(u, v)$. Also, merging probabilities cannot increase the entropy:

$$H(p_1, p_2, p_3\ldots, p_n) \geq H(p_1 + p_2, p_3\ldots, p_n).$$

---

9See the properties of the entropy function listed in the introduction.
Since $\mathcal{P}^r$ is obtained merging (adding) some of $\mathcal{P}^{(u,v)}$, we conclude $H(r) \leq H(u,v)$ and consequently $H(r) \leq H(u) + H(v)$. The entropy ratio function is defined as $HR(\rho) = H(r)/H(u)$, therefore

$$HR(\rho) \leq \frac{H(u) + H(v)}{H(u)} = 1 + \frac{H(v)}{H(u)}.$$

\[\blacksquare\]

**Corollary 1.** Compression ratio $C(\rho)$ obtained replacing image $u$ by $r = u - v$ satisfies

$$C(\rho) \geq \left(1 + \frac{H(v)}{H(u)}\right)^{-1}.$$

**Proof.**

Follows directly from the previous lemma because $C(\rho) = 1/HR(\rho)$.

\[\blacksquare\]

**Corollary 2.** If image $u$ is chosen such that $H(u) \geq H(v)$, then $HR(\rho) \leq 2$, and $C(\rho) \geq 0.5$.

Any compression is practical only if the ratio $C > 1$; we have already demonstrated that replacing one image with its difference from another lower entropy image cannot increase the entropy more than 100%. In other words, if one applies the difference model to compress the more information rich of the two images, the entropy reduction function cannot be arbitrarily high.

**A Numerical Estimate of the Entropy Behavior in Predictive Models**

The theoretical estimate was made with the assumption of a normal continuous intensity distribution in the images and residuals. This is almost always true for
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residuals, but only approximately true for typical CT or MR intensity distributions. Moreover, in images the intensity range is always limited, which was not considered with the normal model. To investigate realistic problems using brain images (where \( r[x,y] \) is discrete, integer and limited to a certain intensity range) we considered a set of 50 256x256x8 CT images \(^{10}\). All 50 principal components \( p_k , k = 1, \ldots, 50 \), of this set were computed and the consecutive subsets \( P^{(k)} = \{p_1, \ldots, p_k\} \) of first \( k = 1, 2, \ldots, 50 \) principal components were used to predict the same randomly chosen image \( u_1 \). After applying each of these 50 models, the residual values \( r[x,y] \) were almost normally distributed on the \((-127, 128)\) interval, and the residual entropy \( HR(\rho) \) decreased as shown on Figure 13. Except for some small deviations, one can observe the remarkable similarity between the theoretical and numerical estimates of \( HR(\rho) \). From the numerical estimate, a good image predictor must correlate with the image in at least the 0.95 - 0.99 range, and 50% compression improvement, \( HR(\rho) = 0.5 \), corresponds to \( \rho_{0.5} \approx 0.995 \).

![Figure 13: HR(\rho) from 50-image CT database.](image)

\(^{10}\)Images were taken from different patients, but registered by a radiologist. Images of the same scene can be efficiently registered \([25]\).
This high correlation level is impossible between two different CT or MR images, when $0.7 \leq \rho \leq 0.8$. Therefore both theoretical and numerical estimates demonstrate that a simple prediction of one image from the others in a correlated image database, may not provide better compression and in practice may even increase in size after the data is “compressed”. This phenomenon can be observed on the Figure 13: $HR(\rho \approx 0.88) > 1$, which is an increase in residual entropy compared to the original image entropy\textsuperscript{11}. We started plotting with the first principal component, which corresponds to the averaged brain image, which demonstrated that computing the residual as the difference between an image and the average (centroid) $c$ of several database images can increase the entropy. We illustrate this same conclusion with the first 10 images $u_i$ in Table 1. The average entropy for this 10-image database is $e_0 = 5.975$. If we apply a simple difference model storing \{${u_1, u_2 - u_1, \ldots, u_{10} - u_1}$\} instead of the original image set, it results in increasing the database entropy by 4%. For the centroid model, we have to compute the centroid image $c$ and store all eleven images \{${c, u_1 - c, \ldots, u_{10} - c}$\}, which increases the database entropy by 12%.

The origin of this problem is insufficient inter-image correlation, which causes failure in simple difference-based predictors. As one can observe from the Table 1, difference and residual images can have higher entropies than the original images. Therefore, the need for a more reliable and efficient lossless similar image compression method is apparent, and this model can be built only through the better correlation of similar images.

\textsuperscript{11}While the residual variance $\sigma$ is much smaller compared to that of the image: $\sigma \approx (1 - 0.88) \text{var}(u)$. 
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Table 1: Inter-frame prediction

<table>
<thead>
<tr>
<th>Image</th>
<th>$U_1$</th>
<th>$U_2$</th>
<th>$U_3$</th>
<th>$U_4$</th>
<th>$U_5$</th>
<th>$U_6$</th>
<th>$U_7$</th>
<th>$U_8$</th>
<th>$U_9$</th>
<th>$U_{10}$</th>
<th>average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original entropy</td>
<td>6.00</td>
<td>5.59</td>
<td>5.84</td>
<td>6.11</td>
<td>6.26</td>
<td>5.50</td>
<td>6.05</td>
<td>5.86</td>
<td>5.81</td>
<td>6.37</td>
<td>5.975 (100%)</td>
</tr>
<tr>
<td>$u_{i+1}$ entropy, $i&gt;1$</td>
<td>6.00</td>
<td>5.69</td>
<td>6.13</td>
<td>6.22</td>
<td>6.56</td>
<td>6.27</td>
<td>6.42</td>
<td>6.31</td>
<td>6.04</td>
<td>6.45</td>
<td>6.209 (104%)</td>
</tr>
<tr>
<td>$u_{i-1}$ entropy</td>
<td>5.99</td>
<td>6.01</td>
<td>6.00</td>
<td>5.88</td>
<td>6.21</td>
<td>5.98</td>
<td>6.14</td>
<td>6.03</td>
<td>6.03</td>
<td>5.99</td>
<td>6.693 (112%)</td>
</tr>
<tr>
<td>Correlation to $U_1$</td>
<td>1.00</td>
<td>.84</td>
<td>.77</td>
<td>.78</td>
<td>.74</td>
<td>.77</td>
<td>.75</td>
<td>.74</td>
<td>.76</td>
<td>.78</td>
<td>.78 13</td>
</tr>
</tbody>
</table>

"Intra-image" vs. "Inter-image" Correlation

The previous discussion demonstrated that the correlation $\rho$ between images ("inter-image" correlation) can be used for efficient compression only if it exceeded $\sim 0.95$, which is improbable for both CT and MR images. However, the correlation among several neighboring pixels in the same brain image ("intra-image" correlation) is typically more than 0.95, which makes it a good choice for residual entropy reduction. Does this also mean that inter-image correlation is valueless? As an answer to this question, we will prove that there is essentially no difference between these two correlation types, and a relatively low inter-image correlation $\rho$ can still guarantee the presence of a high intra-image correlation $\alpha$ in all similar images. This result leads to the proposal of a new approach for correlated data compression.

We use the subscript $s$ to indicate the shift operator: $u_s[i] = u[i-1]$. We also assume that for any two similar images $u$ and $v$ $||u|| = ||u_s|| = ||v|| = ||v_s||$.  

12 Including the centroid image $c$ with entropy 6.67 (note the increase in centroid entropy).

13 $U_1$ excluded

14 A natural assumption for similar images, which have very close statistical characteristics. We may also assume without any loss of generality that all images are centered: $\overline{u} = \overline{v} = \overline{u_s} = \overline{v_s} = 0.$
Lemma 4. Linear regression models are defined as (see Figure 14):

\[ u = \alpha u_s + r \] (\( \alpha \geq 0 \) is the intra-image correlation for image \( u \)),
\[ v = \beta v_s + q \] (\( \beta \) is the intra-image correlation for image \( v \)),
\[ v = \rho u + \delta \] (\( \rho \geq 0 \) is the inter-image correlation between images \( u \) and \( v \)),
\[ \delta = p \delta_s + \varepsilon \] (\( p \geq 0 \) is the intra-image correlation for the shifted residual).

Then the lower bound for the correlation between \( v \) and \( v_s \) is:
\[ \beta = \rho(v,v_s) \geq \rho^2 \alpha - \frac{\rho^2}{\alpha} \sqrt{1 - \alpha^2} \sqrt{1 - \rho^2} \left[ |\alpha - p| + \sqrt{1 - p^2} \right] + p(1 - \rho^2) = M_L(\rho, \alpha, p), \]
and the average estimate is
\[ \beta = \rho(v,v_s) \approx \rho^2 m + p(1 - \rho^2) = M_A(\rho, \alpha, p). \]

![Figure 14: Correlation Lemma.](image-url)

Proof.

Shifting \( v = \rho u + \delta \) we obtain \( v_s = \rho u_s + \delta_s \), and \( v = \rho u + \delta = \rho \alpha u_s + \rho r + \delta \).

Then:
\[ v_s^T v = (\rho u_s^T + \delta_s^T)(\rho \alpha u_s + \rho r + \delta) = \rho^2 \alpha u_s^T u_s + \rho^2 u_s^T r + \rho u_s^T \delta + \rho \alpha \delta_s^T u_s + \rho \delta_s^T r + \delta_s^T \delta. \]

From the orthogonality of linear regression estimators \( u_s^T r = \delta_s^T u_s = 0 \), yielding:
\[ v_s^T v = \rho^2 \alpha u_s^T u_s + \rho u_s^T \delta + \rho \delta_s^T r + \delta_s^T \delta. \]

From linear regression equations:
1. \[ \rho u_s^T \delta + \rho \delta_s^T r = \rho (u_s^T \delta + \delta_s^T r) = \rho (\frac{1}{\alpha} (u^T - r^T) \delta + r^T \delta_s) = \rho (-\frac{1}{\alpha} r^T \delta + r^T \delta_s) \]
   \[ = \rho r^T (-\frac{1}{\alpha} \delta + \delta_s) = \rho r^T (-\frac{1}{\alpha} (p \delta_s + \varepsilon) + \delta_s) = \rho ((1 - \frac{\varepsilon}{\alpha}) r^T \delta_s - \frac{1}{\alpha} r^T \varepsilon), \]
   and
\[ |\rho u_s^T \delta + \rho \delta_s^T r| \geq -\rho |1 - \frac{\varepsilon}{\alpha}| |r^T \delta_s| - \frac{\varepsilon}{\alpha} |r^T \varepsilon| \]
\[ \geq (-\rho |1 - \frac{\varepsilon}{\alpha}| \sqrt{1 - \alpha^2} \sqrt{1 - \rho^2} - \frac{\varepsilon}{\alpha} \sqrt{1 - \alpha^2} \sqrt{1 - \rho^2} \sqrt{1 - \rho^2}) ||u||^2 \]

This is the lower bound for \( \rho u_s^T \delta + \rho \delta_s^T r \). On average,
\[ |\rho u_s^T \delta + \rho \delta_s^T r| = |\rho (-\frac{1}{\alpha} r^T \delta + r^T \delta_s)| \]
\[ \leq (\rho |1 - \frac{\varepsilon}{\alpha}| \sqrt{1 - \alpha^2} \sqrt{1 - \rho^2} + \frac{\varepsilon}{\alpha} \sqrt{1 - \alpha^2} \sqrt{1 - \rho^2} \sqrt{1 - \rho^2}) ||u||^2. \]

Therefore we chose the middle interval value 0 to estimate\(^15\) \( \rho u_s^T \delta + \rho \delta_s^T r \approx 0 \)
2. \( ||\delta_s^T \delta|| = ||p \delta_s^T \delta_s + \delta_s^T \varepsilon|| = ||p \delta_s^T \delta_s|| = ||\delta^2|| = p(1 - \rho^2)||u||^2. \)

Because \( ||u|| = ||v|| \),
\[ \frac{v^T v}{||v||^2} \geq \rho^2 \alpha - \rho |1 - \frac{\varepsilon}{\alpha}| \sqrt{1 - \alpha^2} \sqrt{1 - \rho^2} - \frac{\varepsilon}{\alpha} \sqrt{1 - \alpha^2} \sqrt{1 - \rho^2} \sqrt{1 - \rho^2} \]
\[ + p(1 - \rho^2), \]
\[ \frac{v^T v}{||v||^2} \approx \rho^2 \alpha + p(1 - \rho^2) \]

One can consider a function \( R_L(\rho, \alpha, p) = M_L(\rho, \alpha, p)/\rho \), which gives the lower bound of the ratio \( \beta/\rho \). Similarly, \( R_A(\rho, \alpha, p) = M_A(\rho, \alpha, p)/\rho \) estimates the ratio \( \beta/\rho \) on average. We found numerically for CT and MR images \( \rho \approx 0.75, \alpha \approx 0.95, \)

\(^15\)The validity of this estimate was verified numerically with CT and MR images. Analytically, we neglected the term of the lowest order for \( \alpha \to 1. \)
and \( p \approx \alpha \). Figure 15 left shows the worst, and Figure 15 right - the average behavior of the contours \( \beta/\rho = 1 \) for choices of \( \lambda = p/\alpha = \{0.8, 1.0, 1.2\} \). Thus, for each choice of \( \lambda \), the corresponding curve shows the worst-case, i.e., lowest (Figure 15 left) and average (Figure 15 right) intra-image correlation \( \alpha = \alpha(\rho) \) in at least one database image \( u \), sufficient to guarantee that for any other image \( v \), \( \rho(u, v) = \rho \), the intra-image correlation \( \beta \) in \( v \) will exceed the inter-image correlation \( \rho \). The region above each curve corresponds to \( \beta/\rho > 1 \), when the presence of only one highly intra-correlated image \( u \) ensures that given \( \rho \), all other similar images \( v \), \( \rho(u, v) = \rho \), will have intra-image correlation \( \beta \) greater than \( \rho \). Figure 15 has CT and MR clusters to show that this condition is satisfied.

![Figure 15: Worst and average-case intra-image correlation \( \alpha \).](image)

**Corollary 3.** For \( \forall \rho \geq 0.5 \), \( \forall \) inter-image correlation \( \rho \) \( \exists \alpha = \alpha(\rho), 0 < \alpha < 1 \) such that if at least one image \( u \) has intra-image correlation \( \alpha \), all images \( \rho \)-correlated to \( u \) will have intra-image correlation \( \beta > \rho \). For \( \forall \rho \), if \( \rho \to 1 \), then \( \beta \to \alpha \).

The corollary proves an intuitively clear idea that high intra-image correlation will propagate into all inter-correlated images.
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Proof.

For any $\rho$ and $p$, $0 \leq \rho, p < 1$, $R_L(\rho, \alpha, p)$ increases as a function of $\alpha$, therefore it is sufficient to prove the result for $\alpha = 1$. $R_L(\rho, 1, p) = R_A(\rho, 1, p) = \rho + \frac{p}{p}(1 - \rho^2) > 1$ yields $\rho^2 + p(1 - \rho^2) > \rho$, or $(\rho - 1)(\rho - \frac{p}{1 - p}) > 0$. Since $\rho < 1$ leads to $\rho < \frac{p}{1 - p}$. If $p > 0.5$, $\frac{p}{1 - p} > 1$ and for any $\rho < 1$, $\rho < \frac{p}{1 - p}$ is always true.

CT and MR images satisfy this condition with their typical $\rho \approx 0.75$, $\alpha \approx 0.95$, $p \approx \alpha$. If $p$ is less than 0.5, the corollary will still be true for $\forall \rho < \frac{p}{1 - p}$.

We can transpose this conclusion by defining the $(x, y)$ pixel-set as the set of all pixels from the image database corresponding to the $(x, y)$ image coordinate. The images are assumed to be of the same size, so we have as many pixel-sets as pixels in each image, and the number of pixels in the pixel-sets is the number $n$ of images in the database. In a matrix $V$ with each image $v_i$ as a column, each pixel-set corresponds to a row. If we transpose this matrix, each image becomes a row, each pixel-set becomes a column. One can repeat this reasoning treating pixel-sets as new images and images as new pixel-sets. After transposing the $V$ matrix the intra-correlation will become an inter-correlation, and vice versa, or

Corollary 4. For $\forall p \geq 0.5, \forall$ intra-correlation $\alpha \exists \rho = \rho(\alpha), 0 < \rho < 1$ such that if at least one $(x, y)$ pixel-set has inter-image correlation $\rho$, all images with intra-correlation $\alpha$ have inter-image correlation $\rho^* > \alpha$. For $\forall p$, if $\alpha \rightarrow 1$, then $\rho^* \rightarrow \rho$.

In other words, high inter-image correlation will also propagate for all pixel coordinates given high intra-image correlation.
This demonstrates that high intra-image correlation and inter-image correlation rarely occur separately, i.e., if one is large in at least one similar image, the other will also be large. Since both correlation types are related, we may expect that removing one of them may essentially result in removing both. However, this conclusion is more general than its intuitive implication. Note, in our proofs, we did not use any specific pixel-based image interpretation, i.e., the same reasoning will be true if we represent the images as vectors of their Fourier or DCT coefficients, as nonlinear transformed images, etc. It is the generality of this result that leads to the similar data compression technique described in the next subsection.

**Functional Approach to Similar Image Compression**

When $\rho \to 1$, $\beta \to \alpha$; or, *for any image representation*, a function removing $\alpha$ intra-image correlation from one of the several highly correlated images will result in intra-image correlation reduction in all of them. This allows the introduction of the concept of functional decorrelation for the redundant image data set, which is expressed in the following:

1. Given a set of similar images $v_i$, choose any representative $v_0$ and construct some transform $f_0()$ which removes the intra-image correlation $\alpha$ from $v_0$. This will decrease the entropy of $v_0$, i.e., provide improved compression for $v_0$.

2. Then apply the same transform $f_0()$ to any other $v_i$. With a high inter-image correlation $\rho$, an intra-image correlation $\beta$ for any $v_i$ will tend to be close to $\alpha$. Therefore, if $f_0()$ was chosen as optimal for removing $\alpha$, it should be nearly optimal for removing $\beta$ as well. It will become optimal for all images as $\rho \to 1$. 
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Thus, any decorrelating transform, efficiently decreasing the entropy of at least one image, will tend to decrease the entropy of all similar images. If we define a compression-similar set as the set of similar vectors (images) efficiently compressed by the same algorithm, then we prove that highly correlated images form a compression-similar set. Moreover, the existence of this common compression function for several correlated images can be generalized in the following way: after applying the same transform to each image in a correlated set, the transform parameters are also expected to be correlated for the images (for instance, Fourier transforms of each of the correlated images, as the “intra-image” predicting model, are also correlated for the images). This is important for similar images like CT or MR scans, when the pixel-based correlation $\rho$ fails to guarantee sufficient compression quality: the inter-image correlation between transform parameters, shown in the next section, can be higher and more fault-tolerant than inter-image pixel correlation.

The functional approach to compressing sets of similar data is very beneficial in large data sets, when we do not have the luxury of finding an optimal compressing transform for each element in the set. In this case, nearly optimal set compression can be achieved by finding the optimal compressing transform for a single element (image) and using this transform to compress the entire set.
Introduction

Previously, similar image compression approaches tend to equate image similarity with high correlation, and remove inter-image redundancy somehow predicting part of the images from the others [9],[32],[33]. However, we demonstrated that for certain classes of similar images this may not lead to any compression. Another problem with this approach is its sensitivity; for instance, the correlation between two images can be substantially decreased, and the mismatch increased, if one image is shifted or rotated with respect to the other, which does not reduce the visual similarity of these images. Attempts to solve this problem with image registration (proper alignment) generally lead to complicated nonlinear algorithms, which are a burden to any data set compression.

We propose in this research using image resemblance in functional, rather than correlated, context: a set of images is similar if a compression transform optimally chosen for one will be optimal or nearly optimal for any other one in the set. The degree of this “near optimality” also becomes a reliable similarity measure. Hence, a class of similar images has only one common compression transform, which should efficiently compress any image from this class and perform poorly for any image outside the class. In this research we choose autoregressive (AR) models to illustrate the existence and properties of common autoregressive (CAR) model for compressing a set of similar images.
**Common AR Model Applications**

**Practical Tests**

We illustrate our results numerically with computer tomography (CT) scans of human brains and an AR compressing model. For CT images, intra-image correlation between neighboring pixels is typically as high as 0.95, which is greater than their average 0.75 inter-image correlation and suggests the use of AR compressing transforms [27],[34],[31]. For example, the typical second-order AR model for the 2D image \( u[i, j] \) is

\[
\begin{align*}
\hat{u}[i, j] &= \beta_1 u[i-1, j] + \beta_2 u[i, j-1] + r = f(u) + r,
\end{align*}
\]

where \( L \) and \( B \) are left and bottom shift operators respectively [27],[30],[34],[29]. The residual \( r = u - f(u) \) represents the part that cannot be predicted with \( f() \). Least-squares AR models of increasing order can efficiently compress smooth images. However, building them for each image is extremely time consuming, which makes large image-dependent predictors unpopular for image compression.

We are not reintroducing the AR models for singular image compression. Instead, we are proposing AR model correlation as a much better method to compress similar images than the traditional pixel-to-pixel or region-to-region correlation. With our proposal, the time and memory costs for image-dependent AR predictors can be dramatically reduced for a set of similar images. These results are illustrated in Table 2 for the 5th order autoregressive model\(^{16} \)

\[
\begin{align*}
\hat{u}[i, j] &= (\beta_1 B + \beta_2 L + \beta_3 BL + \beta_4 B^2 + \beta_5 L^2)u + r = f(u) + r \text{ applied to 10 similar CT brain scans (compare these results to Table 1 on page 35).}
\end{align*}
\]

The average database entropy is \( e_0 = 5.975 \) is

\(^{16}\text{Found to be sufficient to outperform previous compression techniques based on image correlation, including image-independent AR models.}\)
proportional to the Huffman-compressed database size. We chose the CAR model as the optimal 5th order autoregressive transform \( f_{1}^{u}(\cdot) \) for the first image \( u_{1} \), with \( \beta_{1} = 0.968950, \beta_{2} = 0.764156, \beta_{3} = -0.471855, \beta_{4} = -0.169767, \beta_{5} = -0.097293 \) (these coefficients differ from image-independent AR models [27]). This CAR was applied to each \( u_{i} \), yielding an average entropy \( e_{1} = 2.644 = 0.4425e_{0} \). Finally, we compressed (decorrelated) each image with its own optimal 5th order autoregression \( f_{1}^{u}(\cdot) \), yielding an average entropy \( e_{2} = 2.624 = 0.4392e_{0} = 0.9925e_{1} \), which is remarkably close to the CAR entropy \( e_{1} \).

<table>
<thead>
<tr>
<th>Image</th>
<th>( u_{1} )</th>
<th>( u_{2} )</th>
<th>( u_{3} )</th>
<th>( u_{4} )</th>
<th>( u_{5} )</th>
<th>( u_{6} )</th>
<th>( u_{7} )</th>
<th>( u_{8} )</th>
<th>( u_{9} )</th>
<th>( u_{10} )</th>
<th>average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original entropy</td>
<td>6.00</td>
<td>5.59</td>
<td>5.84</td>
<td>6.11</td>
<td>6.26</td>
<td>5.90</td>
<td>6.05</td>
<td>5.86</td>
<td>5.81</td>
<td>5.81</td>
<td>5.975 (100%)</td>
</tr>
<tr>
<td>Entropy after ( f_{1}^{u}(\cdot) )</td>
<td>2.81</td>
<td>2.74</td>
<td>2.72</td>
<td>2.74</td>
<td>2.74</td>
<td>2.40</td>
<td>2.46</td>
<td>2.46</td>
<td>2.59</td>
<td>2.57</td>
<td>2.644 (44.2%)</td>
</tr>
<tr>
<td>Entropy after ( f_{1}^{u}(\cdot) )</td>
<td>2.81</td>
<td>2.73</td>
<td>2.72</td>
<td>2.73</td>
<td>2.72</td>
<td>2.36</td>
<td>2.42</td>
<td>2.42</td>
<td>2.50</td>
<td>2.54</td>
<td>2.624 (43.9%)</td>
</tr>
<tr>
<td>Correlation ( (u_{1}, u_{4}) )</td>
<td>1.</td>
<td>.84</td>
<td>.77</td>
<td>.78</td>
<td>.74</td>
<td>.77</td>
<td>.75</td>
<td>.74</td>
<td>.76</td>
<td>.78</td>
<td>.77</td>
</tr>
<tr>
<td>Correlation ( (f_{1}^{u_{1}}, f_{1}^{u_{4}}) )</td>
<td>1.</td>
<td>.999</td>
<td>.998</td>
<td>.999</td>
<td>.999</td>
<td>.998</td>
<td>.997</td>
<td>.998</td>
<td>.999</td>
<td>.998</td>
<td>.998 17</td>
</tr>
</tbody>
</table>

Thus, using only a \( u_{1} \)-based decorrelating AR model, we achieved an almost optimal 56% compression improvement\(^{18}\) with no additional time or memory requirement. Technically, only one optimal 5th order compressing autoregressive transform was determined instead of 10, and we stored only 5 \( \beta \)-coefficients for the entire database. Since all 10 test images were randomly selected from a larger CT database, the expected excluded

\(^{17}\) \( u_{1} \) excluded

\(^{18}\) In terms of compressed file size being proportional to \( e_{0} \). In terms of the original 8-bit gray level image size we achieved \( \frac{8}{2.644} = 3.0257 \) compression ratio.
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same improvement would be expected if the \( f_i^{th}() \) transform is applied to any number of the similar CT images.

CAR model database compression has several other advantages. First, since only neighboring pixels are involved in this prediction, the model will not be affected by any transforms such as shifts and rotations (transforms that often make brain images less correlated), and can be equally useful for registered or non-registered sets of images. This can save a large amount of time, because image registration is challenging, computationally expensive, and a bottleneck for previous predictive approaches. Furthermore, similar internal properties of the images, such as almost the same intra-image correlation, enable the construction of \( f_i^{th}() \)-like transforms which are more similar than the images themselves. The two last rows in Table 2 compare the inter-image pixel correlation \((u_1, u_i)\) with the inter-function correlation \((f_i^{th}(), f_i^{th}())\) (computed for the correlation between the optimal 5th order \(\beta\)-coefficients derived from each image). One can observe why "common-function” compression outperforms inter-image predictive models. It is because the inter-function average correlation is as high as 0.998, and so we can essentially use the same compressing function. This is why \( f_i^{th}() \) efficiently compresses all similar images. Thus, instead of relying on relatively low and error-sensitive pixel-to-pixel image correlation, the functional nature of image similarity takes advantage of the similarities in the images of the same type.

Moreover, images can be added or removed from the database without recomputing the compressing function, centroid images, inter-frame predictive coefficients or any image clusters. After a CAR compressing transform is built from one database representative, each image is compressed independently, which makes this technique
very suitable for parallel architectures. Essentially, the CAR predicting model for brain images can predict any brain image of approximately the same size and orientation, or a CAR predicting model for a knee can be applied to any knee scan of the same nature to achieve an improved compression ratio, etc.

Finally, it was interesting to observe that after \( f_1() \) is used to efficiently remove all intra-image correlation, the inter-image correlation among the residuals decreases to almost zero (in our experiment as low as 0.003). This again shows that the intra-image correlation was actually induced by the inter-image correlation, and vice versa. Removing one essentially removes both, and the database becomes essentially completely uncorrelated.

The following subsections provide the theoretical support for the CAR method.

**Assumptions**

We based our studies on CT, MR and aerial surveillance images. For each class of images, all representatives display objects of the same nature (e.g., human brain) and look very similar, but their similarities are more structure-based than region-based. In particular, unlike MPEG compression, these images do not have any closely coinciding regions even after mapping them onto each other. For our study, we only assumed image smoothness (positive correlation between neighboring pixels) and similarly a smoothness of image differences. The latter means that if we subtract one smooth similar image from any linear combinations of other smooth similar images, the residual will remain smooth (positively autocorrelated). This last assumption is intuitively clear and can be supported with our numerical results.
Simple Study

In the previous chapter we studied how intra image correlation $\beta$ in any similar database image $v$ depends upon average inter-image correlation $\rho = \rho(u,v)$ and intra-image correlation $\alpha$ in some chosen "reference" image $u$. One can perform very similar derivations to analyze how the proximity between $\alpha$ and $\beta$ affects the autoregressive compression quality of these images as opposed to compressing the same set of images with inter-image predictors. We use the following notations: $u$ and $v$ for vectors (images), $r$ for the predictive residual in regression $v = \rho u + r$, $\alpha$ and $\beta$ for intra-image autocorrelation coefficients, and the subscript $s$ for image shifts in the coordinate domain. Thus we can express the first order autoregressive (AR) model for the $u$ image as $u = \beta u_s + r$, where $\beta$ is a constant and $s$ corresponds to 1-pixel shift in the "past" direction: $u_s[i] = u[i-1]$ [30], [34]. A similar model for the $v$ image is $v = \alpha v_s + t$. Without any loss of generality we can assume that all images are centered and normalized: $\bar{u} = \bar{v} = 0$ (averages) and $||u|| = ||v|| = 1$ (least square norms). In this case, $\alpha$, $\beta$ and $\rho$ are correlation coefficients between images and their predictors in the respective models.

Remark: $q = v - \beta v_s$, the residual after applying the $u$-model to $v$. Then

$$||q||^2 = (\alpha - \beta)^2 + 1 - \alpha^2.$$ 

Proof.

$$||q||^2 = q^T q = (v^T - \beta v_s^T)(v - \beta v_s) = v^T v - \beta v^T v_s - \beta v_s^T v + \beta^2 v_s^T v_s = 1 - \beta \alpha - \beta \alpha + \beta^2 = (\alpha - \beta)^2 + 1 - \alpha^2.$$ 

$\blacksquare$
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In particular, if \( \rho \) is the inter-frame correlation, \( \rho = u^Tv \), and \( r \) is the inter-frame prediction residual, \( r = v - \rho u \), compressing all database images with the same AR model (CAR) will be more efficient when compared to the inter-frame predictors if \( ||q|| < ||r|| \) or \( (\alpha - \beta)^2 + 1 - \alpha^2 < 1 - \rho^2 \), or

\[
\Delta = |\alpha - \beta| < \sqrt{\alpha^2 - \rho^2}, \text{ or} \n\]
\[
\alpha - \sqrt{\alpha^2 - \rho^2} < \beta < 1
\]

**Example:** We observed that for the registered CT images \( \rho \) rarely exceeds 0.8, the average \( \alpha \) is often above 0.95. Thus for any other CT image with intra-frame ("auto") correlation \( \beta > 0.95 - \sqrt{0.95^2 - 0.8^2} = 0.44 \). This means it will be more efficiently compressed with the same AR model, rather than inter-frame predictor. Since in practice \( \beta \), as \( \alpha \), is much higher than 0.44, CAR compression for CT images works better than traditional inter-frame prediction.

**Considering Inter-frame Correlation**

The previous simplified result does not consider that \( \alpha, \beta \) and \( \rho \) depend on each other: \( \rho \) is the correlation between images with \( \alpha \) and \( \beta \) intra-image correlations. In particular, if \( \rho \) and \( \alpha \) become large, \( \beta \) cannot be small, and \( \Delta = \alpha - \beta \) depends on \( \rho \) as:

\[
\Delta = \alpha - \beta = v_s^Tv - u_s^Tu = v_s^Tv - \frac{1}{\rho}(v_s^T - r_s^T)\frac{1}{\rho}(v - r)
\]
\[
= v_s^Tv - \frac{1}{\rho^2}(v_s^T - r_s^T)(v - r) = v_s^Tv(1 - \frac{1}{\rho^2}) + \frac{1}{\rho^2}v_s^Tr + \frac{1}{\rho^2}r_s^Tv - \frac{1}{\rho^2}r_s^Tr
\]
\[
= \alpha(1 - \frac{1}{\rho^2}) + \frac{1}{\rho^2}(v_s^Tr + r_s^Tv - r_s^Tr),
\]
where $|v_s^T r + r_s^T v| \leq 2\sqrt{1 - \rho^2}$ and $|r_s^T r| \leq 1 - \rho^2$. The term $v_s^T r + r_s^T v - r_s^T r$ can be estimated as follows:

$$v_s^T r + r_s^T v - r_s^T r = \sum_i (r[i] v[i - 1] + r[i] v[i + 1] - r[i] r[i - 1])$$

$$= \sum_i (r[i] (v[i - 1] + v[i + 1]) - r[i] r[i - 1]),$$

and since we know that

$$v[i + 1] = \alpha v[i] + \tau[i],$$

introducing a similar AR model for $r$ as

$$r[i + 1] = \gamma r[i] + \delta[i],$$

we obtain

$$v_s^T r + r_s^T v - r_s^T r = \sum_i (r[i] (v[i - 1] + v[i + 1]) - r[i] r[i - 1])$$

$$= \sum_i (\alpha v[i] + \tau[i] + \frac{1}{\alpha} (v[i] - \tau[i - 1])) - r[i] (\gamma r[i] + \delta[i]))$$

$$= \sum_i (\alpha + \frac{1}{\alpha}) r[i] v[i] + r[i] (\tau[i] - \frac{1}{\alpha} \tau[i - 1]) - \gamma r^2[i]).$$

We observed that the inter-frame residual $r$ and AR residual $t$ in practice appear to be almost uncorrelated, and so we can assume\(^\ast\) $\sum_i r[i] t[i] = \sum_i r[i] t[i - 1] \approx 0$. Then

$$v_s^T r + r_s^T v - r_s^T r \approx \sum_i [(\alpha + \frac{1}{\alpha}) r[i] v[i] - \gamma r^2[i]] = \alpha + \frac{1}{\alpha} r^T v - \gamma r^T r$$

$$= [\alpha + \frac{1}{\alpha}] r^T (\rho u + r) - \gamma r^T r = [\alpha + \frac{1}{\alpha}] r^T r - \gamma r^T r = (\alpha + \frac{1}{\alpha} - \gamma) r^T r$$

$$= (\alpha + \frac{1}{\alpha} - \gamma)(1 - \rho^2).$$

Finally,

$$\Delta = \alpha - \beta = \alpha(1 - \frac{1}{\rho^2}) + \frac{1}{\rho^2} (v_s^T r + r_s^T v - r_s^T r)$$

$$\approx \alpha(1 - \frac{1}{\rho^2}) + \frac{1}{\rho^2} (\alpha + \frac{1}{\alpha} - \gamma)(1 - \rho^2) = \frac{1}{\alpha} - \gamma)(1 - \rho^2)$$

\(^{19}\)One can also neglect this term as having the lowest order of magnitude with respect to the others.
For relatively smooth (intra-correlated) images like CT or MR, the residual that results after removing one similar image from the other, inherits this intra-image correlation, i.e., $\gamma > 0$ (our assumption of residual smoothness). In fact, we experimented with CT and MR images and discovered that $0 \leq \gamma \leq \alpha$, often with $\gamma \to \alpha$. Therefore

$$\Delta \approx (\frac{1}{\alpha} - \alpha)(1 - \rho^2),$$

so the condition for the CAR model to provide better decorrelation than the inter-frame predictor becomes

$$(\frac{1}{\alpha} - \alpha)(1 - \rho^2) < \sqrt{\alpha^2 - \rho^2}.$$ 

If the image intra-correlation $\alpha$ increases, i.e., $\alpha \to 1$, then $\frac{1}{\alpha} - \alpha \to 0$, and the above condition will always be satisfied for any $\rho > 0$. The condition $\alpha \to 1$ can be met with higher order CAR models: 10-th order models for our test images accounted for 0.995 of intra-image correlation. Therefore,

**Corollary 5.** For a set of similar ($\rho > 0$) images with high intra-image correlation, $\alpha \to 1$ for at least one image $v$, the AR model derived from this image will decorrelate any other similar image better than the inter-frame decorrelation.

**Residual Smoothness**

One may argue that the assumption $\gamma \to \alpha$ (inter-frame residual autocorrelation approaches image autocorrelation) is too strong to always be true. In general, it is always true that, $0 \leq \gamma \leq \alpha$. Therefore, we can introduce a parameter $\lambda = \frac{\gamma}{\alpha}$, and
\(0 \leq \lambda \leq 1\). The condition for the AR model to outperform inter-frame compression becomes:

\[
\left(\frac{1}{\alpha} - \alpha \lambda\right)(1 - \rho^2) < \sqrt{\alpha^2 - \rho^2}.
\]

We choose five values of \(\lambda\), \(\{0.2, 0.4, 0.6, 0.8, 1.0\}\), and plotted curves for \(\left(\frac{1}{\alpha} - \alpha \lambda\right)(1 - \rho^2) = \sqrt{\alpha^2 - \rho^2}\) on the Figure 16.

\[\text{Figure 16: Intra (} \alpha \text{) vs inter (} \rho \text{) image correlation.}\]

The lowest curve corresponds to \(\lambda = 1\) (\(\gamma \to \alpha\)), the highest curve to \(\lambda = 0.2\). Each curve shows how the intra-image autoregressive correlation \(\alpha\) increases with increasing inter-image correlation \(\rho\), and the region above the curve that corresponds to \(\left(\frac{1}{\alpha} - \alpha \lambda\right)(1 - \rho^2) < \sqrt{\alpha^2 - \rho^2}\), is the case when a one-image AR outperforms an inter-frame decorrelation. Two important observations can be made:

1. AR intra-image correlation \(\alpha\) increases faster than the inter-frame correlation \(\rho\), both in terms of values and functions\(^{20}\).

2. All of the CT, satellite and MR images studied, with \((\alpha, \rho) \approx (0.95, 0.80)\), fall in the "above the curve" region even for small values of \(\lambda\). This result indicates \(^{20}\alpha(\rho)\) increases approximately hyperbolically for \(\rho < 1\), and is almost linear only when \(\rho \to 1\).
that a CAR model will compress the similar database much better than inter-frame correlation.

Therefore, the residual $r$ smoothness assumption can be relaxed to $\gamma = \text{corr}(r, r_s) > 0$ without changing the validity of our results.

**The Existence of Common AR Models**

Do AR models perform well simply because they compress any image efficiently or because they really correspond to some underlying image similarities? To demonstrate the connection between similar image AR transforms and provide an answer to this question, we used 21 test images: 10 CT, 10 MR and Lena, 256x256x8 bits each. The images were plotted in 2D using optimal principal component mapping. One can observe on Figure 17 that these images fall into 3 distinct clusters: MR images are different from CT, and both classes are quite different from the Lena image.

![Figure 17: Similar image classes in 2D.](image)

Then we computed AR models of orders 2 through 10 for each image and optimally mapped the model coefficients $\beta$ into 2D. The models of order 2 and 3 do not differentiate between CT and MR clusters (Figure 18, left), but already outlay the
Lena image. As the order increases to 10 (Figure 18, right), the distinction between the three clusters becomes obvious.

![Figure 18](image)

Figure 18: 3rd (left) and 10th (right) order AR models.

Concluding that AR models do correspond to similar image classes, we also cross-validated the efficiency of each AR model within each class. Figure 19 represents our results visually. All 21 AR models have been applied to compress all 21 images, and all 21 × 21 variances of compressed (decorrelated) images have been determined. Figure 19 represents this variance matrix, where the $n$-th row corresponds to the AR model derived and therefore is optimal for the $n$-th test image, and $k$-th column corresponds to the $k$-th image. The images (models) from 1 to 10 are CT images (models), the images (models) from 11 to 20 are MR, and #21 corresponds to Lena. For each $(n, k)$ cell the intensity of the cell is proportional to the residual variance after applying the model extracted from the $n$-th image to the $k$-th image (lighter shade means a higher error).

The three dark diagonal clusters correspond to compressing CT images with CT AR models, MR images with MR AR models, and Lena image with Lena AR model. In this case, the compression ratio is high. The light areas below and above the
main diagonal show that AR models from one class applied to images from the other similar image class perform poor: in this experiment, applying AR models to images from different similar classes yielded a 20-50% residual variance increase. This image nature-sensitive model performance plus the model coefficient clustering points to a conclusion that AR models in fact capture similarities in the nature of the images. Therefore, it appears to be valid to talk about a general AR model for CT images, which is different from an AR model for MR images and so on.²¹

AR models for similar images tend to be more correlated than the images themselves and are able to reproduce image similarities in a very concise form. This leads to a proposal for model-based compression for large data sets of similar images as follows:

²¹ Of course, assumption of image similarity includes an assumption that images are taken using the same modality, same type of imaging device etc.
1. Given a large database of similar images, choose one (typical) representative and construct its optimal n-th order AR model.

2. Use this same model to achieve nearly optimal compression for any other image from the same database.

AR models are built from local image properties (pixel neighborhoods) and therefore do not require images to be registered, coincide over some regions, etc. In next section we will examine how the similarities between AR models can be affected by image transforms.

AR Model Tolerance

Theoretical Estimate

Many similar image database compressing techniques are very sensitive to image translations and rotations, and therefore require all images to be accurately matched (registered) before compression. The process of image registration is computationally expensive in large image databases. Therefore, there has always been a need for transform-insensitive compression approaches. Common AR models provide an efficient and transform-tolerant method to compress similar images. The 5-th order AR model was used to derive an AR model tolerance estimate with respect to image translations and rotations. With the operators $B$ and $L$ representing 1-pixel bottom and left image shifts respectively, the 5-th order AR model can be represented as:

$$u = (\beta_1 L + \beta_2 B + \beta_3 LB + \beta_4 L^2 + \beta_5 B^2)u + r,$$  \hspace{1cm} (11)
where \( L^m B^n u[i, j] = u[i - m, j - n] \). Optimal values for \( \beta = [\beta_1, \beta_2, \beta_3, \beta_4, \beta_5]^T \) are found with traditional least squares regression as:

\[
\beta = (v^T v)^{-1} (v^T u),
\]

where matrix \( v \) has five columns, and all are shifts of the vector \( u \):

\[
v = (Lu, Bu, LBu, L^2 u, B^2 u).
\]

It follows from the definition of an AR model that image translation \( T_{\mu \nu}(u) = L^\mu B^\nu u \), applied to the entire image, does not have any effect on the model coefficients \( \beta \) (at least for \( \mu, \nu \ll \text{size } u \)). Therefore, only rotations must be analyzed. A rotation by \( p \) degrees \( R_p \) will transform the model (11) into

\[
u = (\beta_1 L + \beta_2 B + \beta_3 LB + \beta_4 L^2 + \beta_5 B^2) R_p(u) + q, \tag{12}
\]

where \((L^m B^n R_p)u[i, j] = u[i - m \cos(p) + n \sin(p), j - m \sin(p) - n \cos(p)]\). To find how coefficients \( \beta \) of the rotated image model depend on rotation angle \( p \), it was assumed that (12) must be satisfied by all polynomial functions of order less than three. Thus, substituting into (12) \( u_1[i, j] = 1, u_2[i, j] = i, u_3[i, j] = j, u_4[i, j] = ij, u_5[i, j] = i^2, \) and \( u_6[i, j] = j^2 \), and simplifying the expression it was found that:

\[
A \beta = V,
\]
where:

\[
A = \begin{pmatrix}
1 & 1 & 1 & 1 & 1 \\
-\cos p & \sin p & -\cos p + \sin p & -2 \cos p & 2 \sin p \\
-\sin p & -\cos p & -\sin p - \cos p & -2 \sin p & -2 \cos p \\
\frac{1}{2} \sin 2p & -\frac{1}{2} \sin 2p & \cos 2p & 2 \sin 2p & -2 \sin 2p \\
\cos^2 p & \sin^2 p & -\sin 2p + 1 & 4 \cos^2 p & 4 \sin^2 p \\
\sin^2 p & \cos^2 p & \sin 2p + 1 & 4 \sin^2 p & 4 \cos^2 p
\end{pmatrix},
\]

\[
V = [1, 0, 0, 0, 0]^T, \text{ and } \beta = [\beta_1, \beta_2, \beta_3, \beta_4, \beta_5]^T.
\]

The overdefined system \( A\beta = V \), which has more equations than variables, was solved with least squares to produce:

\[
\beta = \beta(p) = \begin{pmatrix}
2 \cos^3 p \sin p + 2 \cos^4 p - \cos p \sin p - 2 \cos^2 p + \frac{9}{2} \\
-2 \cos^3 p \sin p + 2 \cos^4 p + \cos p \sin p - 2 \cos^2 p + \frac{9}{2} \\
-2 \cos^4 p - 1 + 2 \cos^2 p \\
-\cos^3 p \sin p + \frac{1}{2} \cos p \sin p - 1 \\
\cos^3 p \sin p - \frac{1}{2} \cos p \sin p - 1
\end{pmatrix},
\]

Therefore, the correlation between original and rotated models was:

\[
corr(p) = corr(\beta(0), \beta(p)) = \frac{16 \cos^4 p - 16 \cos^2 p + 33}{3 \sqrt{121 + 113 \cos^4 p - 109 \cos^2 p + 4 \cos^8 p - 8 \cos^6 p}},
\]

and relative model error

\[
e(p) = \frac{||V - A\beta(p)||}{||V - A\beta(0)||} = \sqrt{\frac{7}{2 \cos^4 p - 2 \cos^2 p + 7}}.
\]
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Solving for \( corr(p) \) and \( e(p) \) extrema, one can prove that for any \( p, 0 \leq p \leq \frac{\pi}{2} \), (see Figure 20)

\[
\sqrt{\frac{17776}{17901}} \leq corr(p) \leq 1, \text{ and } 1 \leq e(p) \leq \sqrt{\frac{14}{13}}
\]

This means that the decrease in model correlation will not exceed 0.4%, and the error introduced by model rotation will not increase by more than 4%. In practice, as will be shown in the next section, these changes will be more visible; however, this still demonstrates the potential of the AR models and their insensitivity to translations and rotations of an image.

Numerical Estimate of Tolerance

CT and MR images may not be properly registered, i.e., may be shifted and rotated with respect to each other. Even a relatively small change in image orientation affects traditional set compression techniques based on pixel or region correlation.

We measured how these orientation changes can affect AR models in practice and discovered that AR models are much more fault tolerant than the images themselves. For instance, the left graph on Figure 21 shows two correlation curves: correlation.
\( \rho_{\text{image}}(ct_1, R_\alpha(ct_2)) \) between 2 CT images \( ct_1 \) and \( ct_2 \), as the second image \( ct_2 \) was rotated from 0 to 90 degrees (the decreasing curve), and the correlation between the 8-th order AR models \( \rho_{\text{model}}(m_{ct_1}, m_{R_\alpha(ct_2)}) \) of the original and rotated image. One can observe that AR models exhibit, in general, more similarities than the corresponding images for small rotation angles, and is very similar to our theoretical prediction.

![Graph showing correlation and error](image)

**Figure 21**: Rotational tolerance for correlation (left) and error.

Similarly, the higher curve in the right graph on Figure 21 shows how mean squared error \( MSE_{\text{image}}(ct_1, R_\alpha(ct_2)) \) between images increases with rotation. This curve grows almost exponentially even for small rotation angles showing that pixel-based interpretation of image similarity is unstable in terms of image transforms. However, if we continuously apply the first image AR model \( m_{ct_1} \) to the second rotated image, the lower curve on the right graph demonstrates very stable decorrelation and significantly outperforms pixel-based decorrelation.

We conducted a similar experiment for image translation. Instead of rotation, one CT image \( ct_2 \) was shifted in 2D (\( x \) and \( y \) directions) with respect to the other
one. Figure 22, left, shows that AR model correlation (flat surface) $\rho_{\text{model}}(m_{ct_1}, m_{T_{dx,dy}(ct_2)})$, as expected, does not have any noticeable changes. Unlike AR correlation, pixel correlation $\rho_{\text{image}}(ct_1, T_{dx,dy}(ct_2))$ is not very stable and is translation dependent. Consequently, the pixel registration error $\text{MSE}_{\text{image}}(ct_1, T_{dx,dy}(ct_2))$ increases on Figure 22, right, (the top surface). However, MSE corresponding to the application of the same 8-th order AR model derived from $ct_1$ to rotated $ct_2$ (the other surface), remains almost insensitive to any translations and demonstrates the efficiency of similar image decorrelation.

![Figure 22: Translational tolerance for correlation (left) and error.](image)

**Conclusion**

The study of CAR models can be summarized as follows:

a. CAR models corresponding to similar images are highly correlated for images of the same nature and modality, and are distinct for dissimilar images.

b. A CAR model derived from one image will efficiently compress all similar images, and in general will perform poorly for any dissimilar image.

  c. CAR models are very insensitive to global image transforms.

  \[\text{Translutions varied from -50\% to 50\% of the image size.}\]
d. As Figure 19 suggests, CAR models can be also used for image classification, since they are capable of distinguishing the images taken from different similarity classes.

Because CAR models are very efficient in time, memory and also fault tolerant, one can conclude that they provide an efficient approach to similar image database compression.
AN INTRODUCTION TO INFORMATION THEORY FOR CORRELATED SOURCES

We used correlation between images or transform coefficients as a principal measure of their respective similarity. However, when it comes to predictive set compression, it is the entropy of the difference image, rather than correlation or variance, which is proportional to compression ratio. Some preliminary estimates for this relation between entropy (as an informational measure) and correlation (as the measure of fitness for linear transforms) were already given, pages 27-34. Now we will develop a more complete and general theory relating these statistical and informational similarity measures, which can be applied to any integer data (digitized images, quantized transform coefficients, etc.)

For any linear regression model, predicting $v_i$ from a set of similar $v_j$

$$v_i = \left\{ \sum_{j \neq i, j=1}^{j=n} \beta_j v_j \right\} + r^{(t)} = \left[ \beta^{(t)} v^{(t)} \right] + r^{(t)} = \hat{V}_i + r^{(t)},$$

the model residual $r^{(t)}$ can be viewed as the difference

$$r^{(t)} = v_i - \hat{V}_i$$

between the original image $v_i$ and its predictor $\hat{V}_i$. Using this view, we will limit our discussion to the basic difference compression models, when image $v_i$ is replaced by $r^{(t)}$ with compression ratio

$$C = \frac{H(v_i)}{H(r^{(t)})} = \frac{H(v_i)}{H(v_i - \hat{V}_i)}.$$ 

Information theory will be used to develop results which allow conclusions about $C$ based on image-to-predictor correlation $\rho = \rho(v_i, \hat{V}_i)$. This will be done step by step.
in the several sections, and the difference model with more complicated extensions will be used as a basis to study information dependency of two correlated sources. This theoretical approach will be illustrated and supported with various numerical results.

**Relativity of Correlation**

In general, the presence of correlation between two information sources does not uniquely define their entropies nor the entropy of their difference. For instance, consider two pair of sources (vectors)

\[ u_1 = (0, 1, 2), \quad v_1 = (0, 2, 1), \text{ and } u_2 = (0, 1, 3), \quad v_2 = (0, 3, 1). \]

All these vectors possess the same probability distribution of their components (uniform), and the same entropies. The difference vectors \( r_i = u_i - v_i, \ i = 1, 2 \), also have the same uniform distributions and same entropies (\( \log_2 3 \)). Therefore, entropy coding of these two pairs and the differences within each pair will be identical. However, replacing symbol 2 in the pair \((u_1, v_1)\) by 3 to form \((u_2, v_2)\) did affect the vector correlation: \( \rho(u_1, v_1) = 0.5 \), and \( \rho(u_2, v_2) = 0.14 \). Since image entropy and coding deals primarily with the distributions of different image intensities, ignoring the intensity values, and correlation is computed based on the intensity values, using image correlation to judge the inter-image information similarity would be ambiguous.

To eliminate this ambiguity\(^{23} \), we chose the same signal alphabet which assumes that all image intensities must be integer and distributed within the same range of \( n \) integer values, from 1 to some integer \( n \geq 2 \).

---

\(^{23}\)Since shifting (increasing by the same value) all intensity values neither effects entropy nor correlation, no assumptions are needed about minimum or maximum intensities.
Due to the image-related nature of this research, we will use the concepts of "image" and "discrete integer source" interchangeably.

**Continuity of Entropy as a Function of Inter-Image Correlation**

When $\rho(u, \hat{u}) = 1$, $u$ and $\hat{u}$ are identical, and entropy $H(r) = H(u - \hat{u}) = 0$. However, in practice $\rho(u, \hat{u}) < 1$, and we prefer to know how increasing $\rho(u, \hat{u})$ affects $H(r)$. In the following two subsections, a theory relating difference entropy $H(r) = H(u - \hat{u})$ and correlation $\rho(u, \hat{u})$ will be developed.

**Lemma 5.** For any discrete integer source $u$ with variance $\sigma(u)$ and a constant number of states $n$, $\sigma(u) \rightarrow 0$ implies $H(u) \rightarrow 0$.

**Proof.**

Let's assume $u$ has $n$ different intensity levels (states): $u[i] \in \{1, 2, ..., n\}$. The probability of the $i$-th intensity is $p_i$, and the average intensity is $\bar{u} = \sum_{i=1}^{n} ip_i \in [1, n]$. We choose integer $k$ as the closest integer intensity level to the average intensity: $k = \lfloor \bar{u} + \frac{1}{2} \rfloor$, $k \in [1, n]$. If all probabilities except $p_k$ are zero, both $\sigma(u) = 0$ and $H(u) = 0$, and the lemma is proved. Otherwise the image variance $\sigma^2(u) = \sum_{i=1}^{n} (i - \bar{u})^2 p_i \geq \sum_{i=1,i\neq k}^{n} (\frac{1}{2})^2 p_i = \frac{1}{4} \sum_{i=1,i\neq k}^{n} p_i$, and $\sigma(u) \rightarrow 0$ implies $\sum_{i=1,i\neq k}^{n} p_i \rightarrow 0$ and $p_i \rightarrow 0$ for any $i \neq k$. Since $\lim_{p \rightarrow 0} (-p \log_2(p)) = 0$, and $n$ is constant, also requires $\sum_{i=1,i\neq k}^{n} (-p_i \log_2(p_i)) \rightarrow 0$. On the other side $\sum_{i=1}^{n} p_i = 1$, therefore $\sum_{i=1,i\neq k}^{n} p_i \rightarrow 0$ leads to $p_k \rightarrow 1$, and $-p_k \log_2(p_k) \rightarrow 0$. Therefore the entropy $H(u) = \sum_{i=1}^{n} (-p_i \log_2(p_i)) = \sum_{i=1,i\neq k}^{n} (-p_i \log_2(p_i)) - p_k \log_2(p_k) \rightarrow 0$.

The requirement of discreteness is essential. An obvious counterexample is the continuous normal distribution with entropy $H(N(0, \sigma)) = \log_2 \sqrt{2\pi e\sigma^2} \rightarrow -\infty$ as
\( \sigma \to 0 \). The other "hidden" use of the discreteness is that the number of image intensities \( n \) does not increase as \( \sigma(u) \to 0 \) (otherwise one could consider a discrete binomial distribution, which converges to a normal distribution as \( n \to \infty \), and this will also contradict \( H(u) \to 0 \)).

**Lemma 6.** For two images \( u \) and \( v \) with equal variances \( \sigma(u) = \sigma(v) \) and a constant number of intensities \( n \)

\[ \rho(u, v) \to 1 \implies H(r) = H(u - v) \to 0. \]

**Proof.**

The difference \( r = u - v \) can have at most \( n' = 2n - 1 \) intensity levels. Its variance

\[ \sigma^2(r) = \sigma^2(u - v) = \sigma^2(u) + \sigma^2(v) - 2\text{cov}(u, v) = 2\sigma^2(u) - 2\rho(u, v)\sigma^2(u) = 2\sigma^2(u)(1 - \rho(u, v)) \to 0 \text{ as } \rho(u, v) \to 1, \]

and apply the previous lemma. ■

Assumption \( \sigma(u) = \sigma(v) \) is not so restrictive as it seems because we can always multiply all intensities in \( v \) by \( \frac{\sigma(u)}{\sigma(v)} \) to satisfy this. It simply means that difference compression model makes sense only if the images are on the same scale. A counterexample is \( u = (-1, 1), v = (-2, 2) : \rho(u, v) = 1, \) but \( r = u - v = (1, -1) = -u, \) and \( H(r) = H(u) = 1. \) Moreover, the assumption of equal variances is very natural for similar image databases, where images are inclined to have very close statistical properties. Therefore, we accepted this assumption for our study of difference model compression performance.

For the difference model, \( u = v + r, \) we reintroduce the entropy ratio function as

\[ HR(u, v, \rho(u, v), n) = \frac{H(u - v)}{H(u)} = \frac{1}{C(u, v, \rho(u, v), n)}, \]

\[ (14) \]
where \( \sigma(u) = \sigma(v) \); \( n \) is the maximum number of intensity levels in \( u \) and \( v \); and \( C(u,v,\rho(u,v),n) \) is the compression ratio that we achieve replacing image \( u \) by its \( v \)-difference \( r = u - v \). Both \( H(u) \) and therefore \( HR(u,v,\rho(u,v),n) \) and \( C(u,v,\rho(u,v),n) \) are positive continuous functions of probabilities with image intensity distributions, and we already proved that given any image \( u_0, \sigma_0 = \sigma(u) \), and integer \( n \)

\[
\lim_{\rho(u,v) \to 1} HR(u,v,\rho(u,v),n) = 0, \\
\]

over all \( v \) with at most \( n \) intensity levels and \( \sigma(v) = \sigma_0 \). However, it is still unclear how this convergence to 0 may be affected by the choice of \( u \); for instance, what happens if \( H(u) \to 0 \)? In other words, is there a finite lower (worst-case) bound on compression ratio \( C(u,v,\rho(u,v),n) \) (upper bound on \( HR(u,v,\rho(u,v),n) \)) for two \( \rho \)-correlated images with \( n \) intensity levels, which only depend on inter-image correlation \( \rho \)?

These questions will be answered in the following sections. Before addressing them, notice that \( HR(u,v,\rho(u,v),n) \) is a function of the inter-image bivariate probability distribution \( \mathcal{P} = \{P_{ij} = P(u = i \& v = j)_{1 \leq i,j \leq n}\} \) between intensity levels in images \( u \) and \( v \) because all other parameters in (14) can be expressed in terms of \( \mathcal{P} \) as:

1. Distribution of \( u \) intensities \( \mathcal{P}^u = \{P^u_i = P(u = i)_{1 \leq i \leq n}\} \) is a marginal distribution of \( \mathcal{P} \) with \( P^u_i = \sum_{j=1}^{n} P_{ij} \); similarly for the image \( v \), \( \mathcal{P}^v = \{P^v_j = P(v = j)_{1 \leq j \leq n}\} \) with \( P^v_j = \sum_{i=1}^{n} P_{ij} \).

2. Average intensity \( \overline{u} = \sum_{j=1}^{n} iP^u_i = \sum_{i,j=1}^{n} iP_{ij} \) (similarly for \( v \)).
3. Variance $\sigma^2(u) = \sum_{j=1}^{n} (i - \bar{u})^2 P_i \; (\text{similarly for } v)$.

4. Covariance $cov(u, v) = \sum_{i,j=1}^{n} (i - \bar{u})(j - \bar{v})P_{ij}$.

5. Correlation $\rho(u, v) = cov(u, v)/\sigma^2(u)$ (since $\sigma(u) = \sigma(v)$).

6. Entropy $H(u) = -\sum_{i=1}^{n} P_i \log_2 P_i^u$.

7. Difference distribution for $r = u - v$ is $\mathcal{P}^r = \{P^r_k = P(r = k)_{-n+1 \leq k \leq n-1}\}$, where $P^r_k = \sum_{i-j=k} P_{ij}$.

8. Difference entropy $H(u - v) = -\sum_{k=-n+1}^{n-1} P^r_k \log_2 P^r_k$.

Thus:

$$HR(u, v, \rho(u, v), n) = HR(\mathcal{P}, n).$$  \hspace{1cm} (15)

Therefore the worst and the best case information reduction over all $\rho$-correlated images with $n$ intensity levels, obtained after subtracting one image from the other, are respectively

$$HR^{\sup}(n, \rho) = \sup_{\mathcal{P}: \sigma(\mathcal{P}^u) = \sigma(\mathcal{P}^v), \rho(u, v) = \rho} HR(\mathcal{P}, n),$$  \hspace{1cm} (16)

$$HR^{\inf}(n, \rho) = \inf_{\mathcal{P}: \sigma(\mathcal{P}^u) = \sigma(\mathcal{P}^v), \rho(u, v) = \rho} HR(\mathcal{P}, n),$$  \hspace{1cm} (17)

and the corresponding worst-case/best-case compression ratios are

$$C^{\inf}(n, \rho) = \frac{1}{HR^{\sup}(n, \rho)},$$  \hspace{1cm} (18)

$$C^{\sup}(n, \rho) = \frac{1}{HR^{\inf}(n, \rho)}.$$  \hspace{1cm} (19)
The problem with definitions (16) and (18) is that we do not know if $HR_{\text{sup}}(n, \rho)$ is finite, or how large it can be\textsuperscript{24}. The next section will clarify the concept of $HR_{\text{sup}}(n, \rho)$ ($HR_{\text{inf}}(n, \rho)$) and $C_{\text{inf}}(n, \rho)$ ($C_{\text{sup}}(n, \rho)$) and illustrate how these functions can be introduced and computed for $n = 2$. Then we will consider the general case for variable $n$.

The notation $HR_{\text{ext}}(n, \rho)$ will be used to refer to any of $HR_{\text{sup}}(n, \rho)$ or $HR_{\text{inf}}(n, \rho)$, as well as $C_{\text{ext}}(n, \rho)$ for any one of $C_{\text{inf}}(n, \rho)$ or $C_{\text{sup}}(n, \rho)$.

\textsuperscript{24}We proved earlier that $HR_{\text{sup}}(n, \rho) \leq 2$ if it is assumed that $H(u) \geq H(v)$, but here we do not use this assumption.
A powerful entropy-correlation theory can be developed for the images \( u \) and \( v \) with only \( n = 2 \) intensity values: \( \{1, 2\} \). In this case the inter-image bivariate intensity probability has \( n^2 = 4 \) values:

\[
P = \{ P(u = i \text{ and } v = j) \}_{1 \leq i, j \leq 2} = \{ p_1, p_2, p_3, p_4 \},
\]

where

\[
p_1 = P(u = 1 \text{ and } v = 1), \quad p_2 = P(u = 2 \text{ and } v = 1), \quad p_3 = P(u = 1 \text{ and } v = 2), \quad p_4 = P(u = 2 \text{ and } v = 2).
\]

The marginal distribution for the image \( u \) is \( P^u = \{ P(u = 1) = p_1 + p_3, \quad P(u = 2) = p_2 + p_4 \} \), for image \( v \), \( P^v = \{ P(v = 1) = p_1 + p_2, \quad P(v = 2) = p_3 + p_4 \} \), and for the difference \( r = u - v \), \( P^r = \{ P(r = -1) = p_3, \quad P(r = 0) = p_1 + p_4, \quad P(r = 1) = p_2 \} \). We impose the following constraints on \( p_i \):

1. Probabilities, \( p_i \geq 0 \) and \( \sum_{i=1}^{4} p_i = 1 \), and
2. Variance similarity: \( \sigma^2(u) = \sigma^2(v) \).

We can determine the functions \( HR^\text{ext}(n, \rho) \) and \( C^\text{ext}(n, \rho) \) for \( n = 2 \), using the above constraints for the probability values, and substitute these into (16), (17), (19) and (18). From 1, \( p_4 = 1 - p_1 - p_2 - p_3 \). Then \( \bar{u} = 1(p_1 + p_3) + 2(p_2 + p_4) = 2 - p_1 - p_3 \), and \( \bar{v} = 1(p_1 + p_2) + 2(p_3 + p_4) = 2 - p_1 - p_2 \). We also find \( \sigma^2(u) \) and \( \sigma^2(v) \) using results from the previous section, and substitute these into 2:

\[\text{One can use any two integers without affecting the results that follow.}\]

\[\text{The difference of binary images is not a binary image!}\]
\[ \sigma^2(u) = p_1 - p_1^2 - 2p_1p_3 + p_3 - p_3^2 = \sigma^2(v) = p_1 - p_1^2 - 2p_1p_2 + p_2 - p_2^2, \]

which, when solved for \( p_3 \), yields:

a) \( p_3 = p_2 \), or

b) \( p_3 = -p_2 - 2p_1 + 1 \).

We will consider in detail a) since it will lead to numerical values for \( H R^{ext}(2, \rho) \) and \( C^{ext}(2, \rho) \). The second case, \( p_3 = -p_2 - 2p_1 + 1 \), was evaluated exactly the same way with \( p_3 = p_2 \), but it did not result in any improved values for \( H R^{ext}(2, \rho) \) when compared to those numerically determined for \( p_3 = p_2 \) in the next section.

**Case \( p_3 = p_2 \)**

In this case inter-image correlation can be expressed as

\[ \rho(u, v) = \frac{p_1 - p_1^2 - 2p_1p_2 - p_2^2}{p_1 + p_2 - p_1^2 - 2p_1p_2 - p_2^2}. \]

Solving this for \( p_2 = p_2(p_1, \rho) \) yields\(^{27}\):

\[ p_2 = \frac{-\rho + 2\rho p_1 - 2p_1 + \sqrt{\rho^2 + 4\rho p_1 - 4p_1}}{2(1 - \rho)}. \]

Now

\[ p_3 = p_2 = \frac{-\rho + 2\rho p_1 - 2p_1 + \sqrt{\rho^2 + 4\rho p_1 - 4p_1}}{2(1 - \rho)}, \]

and

\[ p_4 = 1 - p_1 - p_2 - p_3 = \frac{-1 + \rho p_1 - p_1 + \sqrt{(\rho^2 + 4\rho p_1 - 4p_1)}}{\rho - 1}, \]

\(^{27}p_2 \) has two roots, but only one is positive.
completely expressing the inter-image distribution $\mathcal{P}$ in terms of $p_1$ and $\rho(u,v)$.

These probabilities are substituted into (14), producing

$$HR(\mathcal{P}, 2) = \frac{H(u - v)}{H(u)} = \frac{\log_2(p_2) + \log_2(p_1 + p_4) + \log_2(p_3)}{\log_2(p_1 + p_4) + \log_2(p_2 + p_4)} = HR(p_1, \rho, 2)$$

$$= \frac{2\ln 2 - 2\ln\left(\rho - p_{\rho_1} + 2\rho - \sqrt{(\rho^2 + 4p_{\rho_1} - 4p_1)}\right) + 3\ln(\rho - 1) - \ln\left(2\rho_{\rho_1} - 2\rho_1 - 1 + \sqrt{(\rho^2 + 4p_{\rho_1} - 4p_1)}\right)}{2\ln 2 - \ln\left(\rho - \sqrt{(\rho^2 + 4p_{\rho_1} - 4p_1)}\right) + 2\ln(\rho - 1) - \ln\left(\rho + \sqrt{(\rho^2 + 4p_{\rho_1} - 4p_1)} - 2\right)}$$

and $HR^{\text{sup}}(2, \rho)$ from (16) is

$$HR^{\text{sup}}(2, \rho) = \sup_{p_1} HR(p_1, \rho, 2),$$

with constraint $\min(p_1, p_2, p_3, p_4) \geq 0$. Similarly

$$HR^{\text{inf}}(2, \rho) = \inf_{p_1} HR(p_1, \rho, 2),$$

with the same constraint.

![Figure 23: Functions $HR^{\text{ext}}(2, \rho)$ and $C^{\text{ext}}(2, \rho)$](image)

The analytical complexity of $HR(p_1, \rho, 2)$ does not permit an exact solution for its extrema. Therefore the optimization was performed numerically and presented.
on Figure 23 for $HR^{ext}(2, \rho) = \{HR^{sup}(2, \rho), HR^{inf}(2, \rho)\}$ as functions of inter-image correlation $\rho$.

Table 3: $HR^{sup}(2, \rho)$ and $HR^{inf}(2, \rho)$.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$HR^{inf}$</th>
<th>$HR^{sup}$</th>
<th>$\rho$</th>
<th>$HR^{inf}$</th>
<th>$HR^{sup}$</th>
<th>$\rho$</th>
<th>$HR^{inf}$</th>
<th>$HR^{sup}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>.00</td>
<td>1.5000</td>
<td>2.0000</td>
<td>.36</td>
<td>1.2243</td>
<td>1.3731</td>
<td>.70</td>
<td>0.6879</td>
<td>0.7649</td>
</tr>
<tr>
<td>.02</td>
<td>1.4897</td>
<td>1.9636</td>
<td>.38</td>
<td>1.2031</td>
<td>1.3384</td>
<td>.72</td>
<td>0.6467</td>
<td>0.7269</td>
</tr>
<tr>
<td>.04</td>
<td>1.4788</td>
<td>1.9298</td>
<td>.40</td>
<td>1.1812</td>
<td>1.3036</td>
<td>.74</td>
<td>0.6056</td>
<td>0.6884</td>
</tr>
<tr>
<td>.06</td>
<td>1.4674</td>
<td>1.8929</td>
<td>.42</td>
<td>1.1587</td>
<td>1.2688</td>
<td>.76</td>
<td>0.5639</td>
<td>0.6495</td>
</tr>
<tr>
<td>.08</td>
<td>1.4553</td>
<td>1.8578</td>
<td>.44</td>
<td>1.1354</td>
<td>1.2338</td>
<td>.78</td>
<td>0.5218</td>
<td>0.6099</td>
</tr>
<tr>
<td>.10</td>
<td>1.4427</td>
<td>1.8229</td>
<td>.46</td>
<td>1.1114</td>
<td>1.1988</td>
<td>.80</td>
<td>0.4792</td>
<td>0.5689</td>
</tr>
<tr>
<td>.12</td>
<td>1.4295</td>
<td>1.7881</td>
<td>.48</td>
<td>1.0867</td>
<td>1.1637</td>
<td>.82</td>
<td>0.4361</td>
<td>0.5264</td>
</tr>
<tr>
<td>.14</td>
<td>1.4158</td>
<td>1.7534</td>
<td>.50</td>
<td>1.0612</td>
<td>1.1284</td>
<td>.84</td>
<td>0.3925</td>
<td>0.4821</td>
</tr>
<tr>
<td>.16</td>
<td>1.4013</td>
<td>1.7187</td>
<td>.52</td>
<td>1.0350</td>
<td>1.0930</td>
<td>.86</td>
<td>0.3482</td>
<td>0.4359</td>
</tr>
<tr>
<td>.18</td>
<td>1.3865</td>
<td>1.6841</td>
<td>.54</td>
<td>1.0056</td>
<td>1.0574</td>
<td>.88</td>
<td>0.3032</td>
<td>0.3874</td>
</tr>
<tr>
<td>.20</td>
<td>1.3709</td>
<td>1.6496</td>
<td>.56</td>
<td>0.9667</td>
<td>1.0217</td>
<td>.90</td>
<td>0.2573</td>
<td>0.3363</td>
</tr>
<tr>
<td>.22</td>
<td>1.3547</td>
<td>1.6150</td>
<td>.58</td>
<td>0.9276</td>
<td>0.9857</td>
<td>.92</td>
<td>0.2104</td>
<td>0.2822</td>
</tr>
<tr>
<td>.24</td>
<td>1.3380</td>
<td>1.5805</td>
<td>.60</td>
<td>0.8883</td>
<td>0.9496</td>
<td>.94</td>
<td>0.1622</td>
<td>0.2243</td>
</tr>
<tr>
<td>.26</td>
<td>1.3206</td>
<td>1.5460</td>
<td>.62</td>
<td>0.8488</td>
<td>0.9132</td>
<td>.96</td>
<td>0.1123</td>
<td>0.1614</td>
</tr>
<tr>
<td>.28</td>
<td>1.3026</td>
<td>1.5115</td>
<td>.64</td>
<td>0.8090</td>
<td>0.8766</td>
<td>.98</td>
<td>0.0597</td>
<td>0.0907</td>
</tr>
<tr>
<td>.30</td>
<td>1.2840</td>
<td>1.4769</td>
<td>.66</td>
<td>0.7689</td>
<td>0.8397</td>
<td>1.0</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>.32</td>
<td>1.2648</td>
<td>1.4424</td>
<td>.68</td>
<td>0.7286</td>
<td>0.8025</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.34</td>
<td>1.2449</td>
<td>1.4078</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Values of $HR^{ext}(2, \rho) = \{HR^{sup}(2, \rho), HR^{inf}(2, \rho)\}$ are also presented in the Table 3. Since $p_2 = p_3$, images $u$ and $v$ have identical probability distributions (histograms) and $H(u) = H(v)$. Therefore $HR(\rho) \leq 2$, with equality only for independent (uncorrelated) $u$ and $v$. 
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Applications of $HR^{\text{ext}}(n = 2, \rho)$

The values of $HR^{\text{sup}}(2, \rho)$ and $HR^{\text{inf}}(2, \rho)$ can be used for many interesting conclusions about compressing binary, and more general $n$-ary, images with predictive models. First, $HR^{\text{sup}}(n, \rho)$ is an inverse to the compression ratio; the worst (lowest) compression ratio one can achieve with $\rho-$correlated $n-$intensity level images is

$$C^{\text{inf}}(n, \rho) = \frac{1}{HR^{\text{sup}}(n, \rho)}.$$ 

From our numerical results, for example, we determined that $HR^{\text{sup}}(n = 2, \rho = 0.83) = HR^{\text{inf}}(n = 2, \rho = 0.79) = 0.5$. Therefore, to guarantee a 50% compression ratio $C(n = 2, \rho) = 2$ needs to occur for any two binary images based on the difference method, the inter-image correlation must be at least $\rho^{(2)}_{0.5} = 0.83$. To achieve this compression for some carefully chosen pairs of binary images, the correlation $\rho$ between them must not be below 0.79. Since any higher number of image intensities $n$ includes the case $n = 2$, the lower bound on the minimal correlation $\rho$ for the same compression ratio will increase with $n$. So, to guarantee a 50% compression for any two images with $n \geq 2$ intensity levels, the correlation between them must be at least 0.83.

Another application of $HR^{\text{ext}}(2, \rho)$ is to predicting the worst-case and best-case compression ratios for a correlated database. If one has a database of correlated images where the correlation between any two images varies from $\rho_1$ to $\rho_2$, the average worst-case compression ratio for the database can be estimated as

$$C^{\text{inf}}(n, [\rho_1, \rho_2]) = \frac{1}{\rho_2 - \rho_1} \int_{\rho = \rho_1}^{\rho = \rho_2} \frac{1}{HR^{\text{sup}}(n, \rho)} d\rho.$$ 

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
One can compute from this formula that compressing an arbitrary database of binary images with correlations in the range \([0.7, 0.9]\) will always yield an average compression ratio at least 1.88. Similarly, from

\[
C^{\text{sup}}(n, [\rho_1, \rho_2]) = \frac{1}{\rho_2 - \rho_1} \int_{\rho = \rho_1}^{\rho = \rho_2} \frac{1}{HR^{\text{inf}}(n, \rho)} d\rho
\]

with the best-case scenario we compute \(C^{\text{sup}}(2, [0.7, 0.9]) = 2.27\) and conclude that it is impossible to compress a database of binary images with correlations uniformly distributed in the \([0.7, 0.9]\) range with an average ratio above 2.27. Increasing the number of intensity levels \(n\) increases the number of degrees of freedom (independent variables) in \(HR(P, n)\), therefore

\[
HR^{\text{sup}}(n_1, \rho) \geq HR^{\text{sup}}(n_2, \rho) \text{ if } n_1 \geq n_2.
\]

This means that compressing a database of \(n\)-ary images with correlations in the range \([0.7, 0.9]\) produces an overall compression ratio less than 1.88.

Additional examples using \(HR^{\text{sup}}(2, \rho)\) will be given later.

**Examples of the Worst-Case Binary Inter-Image Distributions**

Of interest is which binary distributions minimize and maximize compression ratio between two binary images for the given inter-image correlation \(\rho\). We determined these extremal probability values numerically and show some of them in the Table 4 (due to the symmetry of the problem we have in fact two extremal distributions for each value of \(\rho\) : the second one is obtained swapping \(p_1\) and \(p_4\) :}
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Table 4: Worst-case distributions for $C^{\text{inf}} = \frac{1}{H R^{\sup}}$ and $C^{\text{sup}} = \frac{1}{H R^{\inf}}$.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$H R^{\sup}$</th>
<th>$C^{\text{inf}}$</th>
<th>$P_3$</th>
<th>$P_4$</th>
<th>$H R^{\inf}$</th>
<th>$C^{\text{sup}}$</th>
<th>$P_3$</th>
<th>$P_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>2</td>
<td>0.50</td>
<td>.0005</td>
<td>.0000</td>
<td>1.5</td>
<td>0.66</td>
<td>.2500</td>
<td>.2500</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.999</td>
<td>.0005</td>
<td></td>
<td></td>
<td>.2500</td>
<td>.2500</td>
</tr>
<tr>
<td>0.1</td>
<td>1.82</td>
<td>0.55</td>
<td>.0019</td>
<td>.00002</td>
<td>1.44</td>
<td>0.69</td>
<td>.2249</td>
<td>.2249</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.996</td>
<td>.0019</td>
<td></td>
<td></td>
<td>.2760</td>
<td>.2249</td>
</tr>
<tr>
<td>0.2</td>
<td>1.65</td>
<td>0.61</td>
<td>.0053</td>
<td>.00014</td>
<td>1.36</td>
<td>0.72</td>
<td>.2000</td>
<td>.2000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.988</td>
<td>.0053</td>
<td></td>
<td></td>
<td>.3000</td>
<td>.2000</td>
</tr>
<tr>
<td>0.3</td>
<td>1.48</td>
<td>0.68</td>
<td>.0102</td>
<td>.00046</td>
<td>1.28</td>
<td>0.77</td>
<td>.1749</td>
<td>.1749</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.975</td>
<td>.0102</td>
<td></td>
<td></td>
<td>.3260</td>
<td>.1749</td>
</tr>
<tr>
<td>0.4</td>
<td>1.30</td>
<td>0.77</td>
<td>.0162</td>
<td>.00116</td>
<td>1.18</td>
<td>0.84</td>
<td>.1500</td>
<td>.1500</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.956</td>
<td>.0162</td>
<td></td>
<td></td>
<td>.3500</td>
<td>.1500</td>
</tr>
<tr>
<td>0.5</td>
<td>1.13</td>
<td>0.88</td>
<td>.0235</td>
<td>.0027</td>
<td>1.06</td>
<td>0.94</td>
<td>.1250</td>
<td>.1250</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.926</td>
<td>.0235</td>
<td></td>
<td></td>
<td>.3750</td>
<td>.1250</td>
</tr>
<tr>
<td>0.6</td>
<td>.95</td>
<td>1.05</td>
<td>.0331</td>
<td>.00578</td>
<td>.88</td>
<td>1.12</td>
<td>.0002</td>
<td>.0002</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.876</td>
<td>.0331</td>
<td></td>
<td></td>
<td>.9990</td>
<td>.0002</td>
</tr>
<tr>
<td>0.7</td>
<td>.76</td>
<td>1.31</td>
<td>.0453</td>
<td>.1404</td>
<td>.68</td>
<td>1.45</td>
<td>.0002</td>
<td>.0002</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.769</td>
<td>.0453</td>
<td></td>
<td></td>
<td>.9991</td>
<td>.0002</td>
</tr>
<tr>
<td>0.8</td>
<td>.57</td>
<td>1.75</td>
<td>.050</td>
<td>.450</td>
<td>.47</td>
<td>2.08</td>
<td>.0002</td>
<td>.0002</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.450</td>
<td>.050</td>
<td></td>
<td></td>
<td>.9992</td>
<td>.0002</td>
</tr>
<tr>
<td>0.9</td>
<td>.34</td>
<td>2.94</td>
<td>.0250</td>
<td>.475</td>
<td>.25</td>
<td>3.88</td>
<td>.0002</td>
<td>.0002</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>.475</td>
<td>.0250</td>
<td></td>
<td></td>
<td>.9992</td>
<td>.0002</td>
</tr>
</tbody>
</table>

Tabulated values for $H R^{\text{ext}}(2, \rho)$ and corresponding distributions have many practical interpretations. For example, it follows from the table that for correlated binary
images, difference compression makes sense only when $\rho \geq 0.6$ (i.e., compression ratio $C > 1$). Since increasing the number of intensity levels $n$ decreases $C(n, \rho)$, the difference compression in general should never be applied to images with $\rho < 0.6$. Another less straightforward example is answering a question like “How much compression can one achieve after subtracting two binary images, given that overlapping these images results in 91% pixel value match?” Questions like this often occur in image registration. From the above Table 4 $100\% - 91\% = 9\%$ pixel value mismatch corresponds to $\rho = 0.7$: the probability of a mismatch in this case is $2 \times .0453 \approx 9\%$. This results in a $C = 1.31$ (compression ratio), always guaranteed in this case.

**Asymptotic Behavior of $HR(2, \rho)$**

Before doing the general case of $HR^{ext}(n, \rho)$, it was enlightening to observe the behavior of entropies involved in the definition (16) of $HR^{ext}(2, \rho)$. In the binary case they can be easily visualized with two variables: $p_1$ and $\rho$. Figures 24, 25 and 26, are graphs for $H(u)$, $H(r)$ and $HR = H(r)/H(u)$ for the binary case as functions of $p_1$ and $\rho$.

If we were interested in the question: What happens to $HR(u, v) = \frac{H(u-v)}{H(u)}$ if $H(u) \to 0$? One can observe from these plots, in the binary case, this does not lead to any infinite values; moreover, for any positively correlated binary images $u$ and $v$, $HR(u, v) \leq 2$. This also means that subtracting one binary image from another never results in more than a 100% entropy increase. The value $HR(u, v) = 2$ corresponds to two uncorrelated ($\rho = 0$) binary images.
Figure 24: $H(u)$.

Figure 25: $H(u - v) = H(r)$.
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Figure 26: $HR = H(r)/H(u)$.

This conclusion is not trivial because even in this binary case increasing the number of pixels and deliberately decreasing $H(u)$ to 0 could produce an arbitrarily high $HR(u, v)$; however, this does not happen. This is the main reason that permits the introduction and study of the functions $HR^{\text{ext}}(n, \rho)$ for the binary ($n = 2$) case.

**Applying Binary Model to $n$-ary Images**

For general $n \geq 2$, the function (15) contains $n^2$ variables (bivariate probabilities $P_{ij}$) with only 2 constraints ($\sum P_{ij} = 1$ and $\sigma(u) = \sigma(v)$). This means the functions $HR^{\text{ext}}(n, \rho)$ in (16) and (17) must be determined as extremal values over the space of $n^2 - 2$ independent variables. For an image with $n = 256$ intensity levels, this causes an extrema search over $256^2 - 2 = 65534$ independent variables, challenging any current computer.

One way to approach this problem is to extend our binary study to certain classes of $n$-ary images. Many images can be considered approximately binary, if they have
at most two distinct intensity clusters. Typically these are images with a sharp distinction between background and foreground intensities, this is true for most medical images containing light foreground detail on dark (black) film background. This is illustrated with the histograms for CT and MR images shown on Figure 27.

![Figure 27: CT and MR histograms.](image)

One can observe on Figure 27 that both CT and MR image intensity levels are clustered into either background (intensity values below 10-20) or foreground (intensity values from 60 to 100) regions, which are also spatially distinct on the images with foreground intensities concentrated in the central part of an image. This distinction allows the use of many binary model results and, in particular, the worst-case compression ratio estimates for the n-ary images with two distinct intensity levels.

We will not pursue the binary approach any further; instead, we will develop some general $HR^{ext}(n, \rho)$ theory and less complicated extrema models for computing $HR^{ext}(n, \rho)$ values.
Consider the general case of any integer $n \geq 2$. The question we would originally like to answer is whether it is possible for a given compression ratio $C$, to find a correlation threshold $\rho = \rho(C)$, such that for any two images $u$ and $v$ with discrete intensities from $\{1, 2, ..., n\}$ their correlation $\rho(u,v) > \rho(C)$ implies $H(u-v)/H(u) < 1/C$. That is, if subtracting these images produces a compression ratio greater than $C$. In the previous section, this question was answered positively for $n = 2$ when we found numerically two functions $HR^{\text{sup}}(2, \rho)$ and $HR^{\text{inf}}(2, \rho)$, yielding the upper and lower bounds on $1/C$, and used these to make predictions about the efficiency of difference compression. In this subsection, we will prove that this same result is possible for any number of image intensities $n$, and determine some functional estimates for $HR^{\text{sup}}(n, \rho)$ and $HR^{\text{inf}}(n, \rho)$.

**Lemma 7.** For an image $u$ with integer intensities from $\{1, 2, ..., n\}$, $n \geq 2$, distributed with probabilities $\{p_1, p_2, ..., p_n\}$ and variance $\sigma = \sigma(u) < \sqrt{\frac{2}{n}(n-1)}$, there is at least one intensity $k$, $1 \leq k \leq n$, such that

$$\frac{\sigma^2}{2(n-1)^2} \leq p_k \leq 1 - \frac{\sigma^2}{2(n-1)^2}.$$ 

**Proof.**

The lemma will be proven by contradiction: assume that for $\delta = \frac{\sigma^2}{(n-1)^2}$, and for any intensity $i$ either $p_i < \delta$ or $p_i > 1 - \delta$.

First, $\delta = \frac{\sigma^2}{2(n-1)^2} < (n-1)^2 \frac{1}{2(n-1)^2} = \frac{1}{n}$, i.e., $\delta < \frac{1}{n} \leq \frac{1}{2}$.

Since $\sum_{i=1}^{n} p_i = 1$, and $\delta < \frac{1}{2}$, there is at most one intensity level $k$ such that $p_k > 1 - \delta$ (otherwise we have two probabilities $p_k$ above $\frac{1}{2} + \frac{1}{2} = 1$). Consider first
the case when such $k$ exists. The average intensity is

$$\bar{u} = \sum_{i=1}^{n} ip_i = \sum_{i=1, i \neq k}^{n} ip_i + kp_k,$$

and

1. $\bar{u} - k = \sum_{i=1, i \neq k}^{n} ip_i + k(p_k - 1) < n \sum_{i=1, i \neq k}^{n} pi + k(p_k - 1)$

$$= n(1 - p_k) + k(p_k - 1) = (n - k)(1 - p_k) < (n - 1)(1 - p_k),$$

2. $k - \bar{u} = k(1 - p_k) - \sum_{i=1, i \neq k}^{n} ip_i < k(1 - p_k) - \sum_{i=1, i \neq k}^{n} p_i$

$$= k(1 - p_k) - (1 - p_k) = (k - 1)(1 - p_k) < (n - 1)(1 - p_k).$$

Thus $(k - \bar{u})^2 < (n - 1)^2(1 - p_k)^2$. Then the variance

$$\sigma^2 = \sum_{i=1}^{n} (i - \bar{u})^2 p_i = \sum_{i=1, i \neq k}^{n} (i - \bar{u})^2 p_i + (k - \bar{u})^2 p_k$$

$$< (n - 1)^2 \sum_{i=1, i \neq k}^{n} p_i + (n - 1)^2(1 - p_k)^2 p_k$$

$$= (n - 1)^2(1 - p_k) + (n - 1)^2(1 - p_k)^2 p_k$$

$$= (n - 1)^2(1 - p_k)(1 + (1 - p_k)p_k) < (n - 1)^2(1 - p_k)(1 + 1)$$

$$< 2(n - 1)^2 \delta = \sigma^2,$$

or $\sigma^2 < \sigma^2$, which is a contradiction.

If $k$ does not exist, then all $p_i < \delta$, and

$$\sum_{i=1}^{n} p_i < \delta n < 1,$$

which is a contradiction as well.

\[\blacksquare\]

**Lemma 8.** For an image $u$ with integer intensities from \{1, 2, ..., $n$\} and variance $\sigma = \sigma(u) < \sqrt{\frac{2}{n}}(n - 1)$ the entropy is

$$H(u) \geq \frac{1}{2} \left( \frac{\sigma^2}{2(n - 1)^2} \log_2 \frac{2(n - 1)^2}{\sigma^2} + 1 - \frac{\sigma^2}{2(n - 1)^2} \log_2 \frac{2(n - 1)^2}{2(n - 1)^2 - \sigma^2} \right).$$
Proof.

This follows from the previous lemma: consider $k$ such that $\frac{\sigma^2}{2(n-1)^2} \leq p_k \leq 1 - \frac{\sigma^2}{2(n-1)^2}$. Then

$$H(u) = \sum_{i=1}^{n} p_i \log_2 \left( \frac{1}{p_i} \right) \geq p_k \log_2 \left( \frac{1}{p_k} \right) \geq \max \left( \frac{\sigma^2}{2(n-1)^2} \log_2 \frac{2(n-1)^2}{\sigma^2}, (1 - \frac{\sigma^2}{2(n-1)^2}) \log_2 \frac{2(n-1)^2}{2(n-1)^2 - \sigma^2} \right)$$

$$\geq \frac{1}{2} \left( \frac{\sigma^2}{2(n-1)^2} \log_2 \frac{2(n-1)^2}{\sigma^2} + (1 - \frac{\sigma^2}{2(n-1)^2}) \log_2 \frac{2(n-1)^2}{2(n-1)^2 - \sigma^2} \right).$$

The implication of this result is, besides the image entropy $H(u)$, the image variance $\sigma(u)$ is also a measure of image randomness. Therefore if $\sigma(u) > 0$, then $H(u)$ cannot be arbitrarily low. We will now prove a similar result for the converse, when $\sigma(u)$ becomes small, it corresponds to a decrease of image randomness, and $H(u)$ cannot be arbitrarily high. Since for any image with $n$ intensities $H(u) \leq \log_2 n$, we will improve this upper bound and prove that it must vanish as $\sigma(u) \to 0$.

**Lemma 9.** For an image $u$ with integer intensities from $\{1, 2, ..., n\}$ and variance $\sigma = \sigma(u) < \frac{1}{4}$ entropy

$$H(u) \leq \sum_{i=1}^{n} \frac{4\sigma^2}{i^2} \log_2 \frac{i^2}{4\sigma^2} + (1 - 8\sigma^2) \log_2 \frac{1}{1 - 8\sigma^2}.$$

**Proof.**

Let's choose an integer $k$ as the closest to the average intensity $\bar{u}: k = \lfloor \bar{u} + \frac{1}{2} \rfloor$.

Then for any other $i \neq k$ we have $|i - \bar{u}| \geq \frac{1}{2}$, and

$$\sigma^2 = \sum_{i=1}^{n} (i - \bar{u})^2 p_i \geq \sum_{i=1, i \neq k}^{n} (i - \bar{u})^2 p_i.$$
Consider the numbers $s_i = |i - \bar{u}|$. At most one is less than $\frac{1}{2}$ (this corresponds to $i = k$), therefore at least one is greater than $\frac{1}{2}$ (for $i = k + 1$), and at least one is greater than 1 (for $i = k - 1$), etc. Therefore, we can renumber our probabilities $p_i$ as $p_{i_m}$ such that $|i_m - \bar{u}| \geq \frac{m}{2}$, $m = 1, \ldots, n$. Inequality (20) implies $\sigma^2 \geq (i - \bar{u})^2 p_i$, therefore

$$
p_{i_m} \leq \frac{\sigma^2}{(i_m - \bar{u})^2} \leq \frac{4\sigma^2}{m^2},$$

where index $i_m$ includes all values from 1 to $n$ except $k$, as does $m$. The largest of these numbers is $\frac{4\sigma^2}{1^2} = 4\sigma^2 < 4 \cdot \frac{1}{16} < \frac{1}{2}$, therefore all are included in the region where the function $x \log_2 \frac{1}{x}$ increases and

$$
\sum_{i=1, i \neq k}^{n} p_i \log_2 \frac{1}{p_i} \leq \sum_{i=1, i \neq k}^{n} \frac{4\sigma^2}{i^2} \log_2 \frac{i^2}{4\sigma^2}.
$$

Then $p_k = 1 - \sum_{i=1, i \neq k}^{n} p_i \geq 1 - \sum_{i=1, i \neq k}^{n} \frac{4\sigma^2}{i^2} > 1 - \sum_{i=1}^{n} \frac{4\sigma^2}{i^2} = 1 - 4\sigma^2(1 + \sum_{i=2}^{n} \frac{1}{i^2})$. We can estimate

$$
\sum_{i=2}^{n} \frac{1}{i^2} < \sum_{i=2}^{n} \frac{1}{i(i-1)} = \sum_{i=2}^{n} \left( \frac{1}{i-1} - \frac{1}{i} \right) = 1 - \frac{1}{n}.
$$

Hence $p_k > 1 - 4\sigma^2(1 + \frac{1}{n}) > 1 - 8\sigma^2 > \frac{1}{2}$ (because $\sigma < \frac{1}{4}$), and in this region $x \log_2 \frac{1}{x}$ decreases, leading to

$$
p_k \log_2 \frac{1}{p_k} < (1 - 8\sigma^2) \log_2 \frac{1}{1 - 8\sigma^2}.
$$

The entropy $H(u) = \sum_{i=1}^{n} p_i \log_2 \frac{1}{p_i} \leq \sum_{i=1}^{n} \frac{4\sigma^2}{i^2} \log_2 \frac{i^2}{4\sigma^2} + (1 - 8\sigma^2) \log_2 \frac{1}{1 - 8\sigma^2}.

We also need the proof of the following:
Lemma 10. For any constants $a_i, b_i, c_i, d_i > 0$

$$L = \lim_{x \to 0} \frac{\sum_i a_i x \log_2 \frac{1}{a_i x} + \sum_k (1 - c_k x) \log_2 \frac{1}{(1 - c_k x)}}{\sum_j b_j x \log_2 \frac{1}{b_j x} + \sum_m (1 - d_m x) \log_2 \frac{1}{(1 - d_m x)}} = \frac{\sum_i a_i}{\sum_j b_j}$$

Proof.

First, for $x \to 0$

$$(1 - cx) \log_2 \frac{1}{(1 - cx)} = (1 - cx)(cx + O(x^2))$$

Then

$$\sum_i a_i x \log_2 \frac{1}{a_i x} + \sum_k (1 - c_k x) \log_2 \frac{1}{(1 - c_k x)}$$

$$= -\sum_i a_i x (\log_2 a_i + \log_2 x) + \sum_k ((1 - c_k x)(c_k x + O(x^2)))$$

$$= -x \sum_i a_i \log_2 a_i - x \log_2 x \sum_i a_i + x \sum_k ((1 - c_k x)c_k + O(x^2)) \sum (1 - c_k x),$$

and

$$L = \lim_{x \to 0} \frac{-x \sum_i a_i \log_2 a_i - x \log_2 x \sum_i a_i + x \sum_k ((1 - c_k x)c_k + O(x^2)) \sum (1 - c_k x)}{\sum_j b_j \log_2 b_j - x \log_2 x \sum_j b_j + x \sum_m (1 - d_m x)d_m + O(x^2) \sum (1 - d_m x)}$$

$$= \lim_{x \to 0} \frac{-1 \log_2 x \sum_i a_i \log_2 a_i - \sum_i a_i + \frac{1}{\log_2 x} \sum_k ((1 - c_k x)c_k + \frac{1}{\log_2 x} O(x)) \sum (1 - c_k x)}{\sum_j b_j \log_2 b_j - \sum_j b_j + \frac{1}{\log_2 x} \sum_m (1 - d_m x)d_m + \frac{1}{\log_2 x} O(x) \sum (1 - d_m x)}$$

$$= \frac{\sum_i a_i}{\sum_j b_j}.$$

These lemmas lead to the following statement:

**Theorem 1.** For any integer $n \geq 2$ the function $HR(\mathcal{P}, n)$ defined in (15) has a finite upper bound over all $n \times n$ distributions $\mathcal{P}$.  

84

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Proof.

By definition, \( HR(\mathcal{P}, n) = \frac{H(\mathcal{P}^u, n)}{H(\mathcal{P}, n)} \). Given \( n \), subdivide all \( \mathcal{P} \) into 2 regions:

Region A: \( \sigma_u = \sigma(\mathcal{P}^u) \geq \sigma_0(n) = \min\left(\frac{1}{8}, \sqrt{\frac{2}{n}(n-1)}\right) \), and complementary

Region B: \( \sigma_u = \sigma(\mathcal{P}^u) < \sigma_0(n) \).

Region A is \( n^2 - 2 \) dimensional compact with respect to bivariate probabilities \( \mathcal{P} = \{P_{ij}\} \). On this region \( H(\mathcal{P}^u, n) \) is a continuous function such that always \( H(\mathcal{P}^u, n) > 0 \). Therefore there is a positive constant \( H_0 > 0 \) such that over A, \( H(\mathcal{P}^u, n) \geq H_0 \). In this case \( HR(\mathcal{P}, n) = \frac{H(\mathcal{P}^u, n)}{H(\mathcal{P}, n)} \) is also a continuous function on A, therefore it is limited and there exist two positive constants \( 0 < HR_0 < HR_1 \) such that \( HR_0 < HR(\mathcal{P}, n) < HR_1 \).

On region B, based on the previous lemmas:

\[
HR(\mathcal{P}, n) \leq \frac{\sum_{i=1}^{n} \frac{4\sigma_u^2}{\sigma_x^2} \log_2 \frac{\sigma_x^2}{\sigma_u^2} + (1 - 8\sigma_x^2) \log_2 \frac{1}{1 - 8\sigma_x^2}}{\frac{1}{2} \left( \frac{\sigma_x^2}{2(n-1)^2} \log_2 \frac{2(n-1)^2}{\sigma_x^2} + (1 - \frac{\sigma_x^2}{2(n-1)^2}) \log_2 \frac{2(n-1)^2}{2(n-1)^2 - \sigma_x^2} \right)} = M(\mathcal{P}, n). \quad (21)
\]

The right-hand side estimate \( M(\mathcal{P}, n) \) is continuous, positive and finite for any \( \sigma_u = \sigma(\mathcal{P}^u) > 0 \). For the region B boundary, \( \sigma_u^2 \to 0 \), substitute the expression for the residual variance \( \sigma_x^2 = 2\sigma_u^2(1 - \rho) \) into \( M(\mathcal{P}, n) \) and consider \( \lim_{\sigma_u^2 \to 0} M(\mathcal{P}, n) \). From the last lemma,

\[
\lim_{\sigma_u^2 \to 0} M(\mathcal{P}, n) = \frac{\sum_{i=1}^{n} 4\sigma_x^2(1 - \rho)}{\frac{1}{2} \frac{1}{2(n-1)^2}} = 32(1 - \rho)(n - 1)^2 \sum_{i=1}^{n} \frac{1}{i^2} < 64(1 - \rho)(n - 1)^2.
\]

Thus \( HR(\mathcal{P}, n) \) is limited over the region B as well.

\[ \blacksquare \]
The theorem states that for any number of intensity levels $n$ there is a lower bound on compression ratio achieved by subtracting from $u$ any image $\rho$-correlated to $u$. This conclusion is far from trivial because as $H(u) \to 0$, one might expect that $\frac{H(u-v)}{H(u)}$ can become anything. However, the theorem proves that the presence of correlation between $u$ and $v$ prevents this ratio from diverging.

**Corollary 6.** $\lim_{\rho \to 1} HR(\mathcal{P}, n) = 0$

**Proof.** The proof follows directly from $0 \leq HR(\mathcal{P}, n) < 64(1 - \rho)(n - 1)^2$.

This result demonstrates that the ratio of residual entropy to the original image entropy $HR(\mathcal{P}, n) = \frac{H(u-v)}{H(u)}$ will uniformly vanish for correlation $\rho(u,v) \to 1$ no matter how the intensities in $u$ or $v$ are distributed or how small $H(u)$ is.

**Corollary 7.** $HR^{\sup}(n, \rho)$ and $HR^{\inf}(n, \rho)$ are continuous on $\rho \geq 0$ with

1. $\lim_{\rho \to 1} HR^{\sup}(n, \rho) = 0$

2. $\lim_{\rho \to 1} HR^{\inf}(n, \rho) = \lim_{\rho \to 1} HR^{\sup}(n, \rho)$

**Proof.**

Continuity follows from the previous theorem. By definition (16)

$$HR^{\sup}(n, \rho) = \sup_{\mathcal{P}, \sigma(\mathcal{P}^v) = \sigma(\mathcal{P}^v), \rho(u,v) = \rho} HR(\mathcal{P}, n)$$

$$\leq \sup_{\mathcal{P}, \sigma(\mathcal{P}^v) = \sigma(\mathcal{P}^v), \rho(u,v) = \rho} 64(1 - \rho)(n - 1)^2 \to 0 \text{ as } \rho \to 1.$$

Since $HR^{\sup}(n, \rho) \geq 0$, it proves 1.

Since by definition $0 \leq HR^{\inf}(n, \rho) \leq HR^{\sup}(n, \rho)$, and $\lim_{\rho \to 1} HR^{\sup}(n, \rho) = 0$, then

$$\lim_{\rho \to 1} HR^{\inf}(n, \rho) = 0 = \lim_{\rho \to 1} HR^{\sup}(n, \rho).$$
Monotonicity of $HR_{\text{sup}}^u(n, \rho)$

We have proved that $\lim_{\rho \to 1} HR_{\text{sup}}^u(n, \rho) = 0$. This result demonstrates that increasing correlation between two integer sources will inevitably result in an arbitrarily high worst-case compression ratio $C_{\text{inf}}(n, \rho) = \frac{1}{HR_{\text{sup}}^u(n, \rho)}$. However, this behavior is asymptotic and occurs only when $\rho \to 1$, which may be hard to achieve in practice. For the practical applications, one would rather know whether increasing $\rho$ will always result in increased worst-case compression ratio $C_{\text{inf}}(n, \rho)$ or not, no matter what integer sources are being compressed. This is the question of proving that for any given $n$ the function $HR_{\text{sup}}^u(n, \rho) = \frac{1}{C_{\text{inf}}(n, \rho)}$ is a non-increasing function of $\rho$. This hypothesis has already been supported with our numerical results (Figure 23, Tables 3 and 4), and will be proven in this section.

We will prove the stronger result of the monotonicity of

$$HR_{\text{sup}}^u(n, \rho) = \sup_{u: \sigma(v) = \sigma(u), \rho(u,v) = \rho} \frac{H(u - v)}{H(u)}.$$  \hspace{1cm} (22)

Since

$$HR_{\text{sup}}^u(n, \rho) = \sup_u HR_{\text{sup}}^u(n, \rho),$$

given a non-increasing $HR_{\text{sup}}^u(n, \rho)$, $HR_{\text{sup}}^u(n, \rho)$ must be non-decreasing as well.

Since $n$ is considered to be a constant, we will use notations $HR_{\text{sup}}^u(n, \rho)$ and $HR_{\text{sup}}^u(\rho)$ as equivalent.

**Lemma 11.** Difference model residual $r = u - v$ has uniform probability distribution $\mathcal{P}_r = \{P(r = r_0) = R\}$ if and only if correlation $\rho(u,v) \leq 0$. 
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Proof.

We are still using the assumption $\sigma(u) = \sigma(v) = \sigma$, and in this case the covariance

$$cov(u, v) = \rho(u, v)\sigma^2 = \sum_{-n \leq i, j \leq n} ij P_{ij},$$

where $P_{ij}$ is the bivariate probability $P(u = i \text{ and } v = j)$. Without loss of generality we assume that images $u$ and $v$ have intensities in the range $[-n, n]$, which can be always achieved with an intensity range translation. Since the largest value of $ij$ for $-n \leq i, j \leq n$ is achieved on the boundary $\max(|i|, |j|) = n$ and is equal to $n(n - |i - j|) = n(n - |r_0|)$, then

$$\rho(u, v)\sigma^2 = \sum_{-n \leq i, j \leq n} ij P_{ij} = \sum_{-2n \leq r_0 = i - j \leq 2n} \left( \sum_{-n \leq i, j \leq n} ij P_{ij} \right) \leq \sum_{-2n \leq r_0 = i - j \leq 2n} \left( \sum_{-n \leq i, j \leq n} n(n - |r_0|) P_{ij} \right) = n \sum_{-2n \leq r_0 \leq 2n} \left( (n - |r_0|) R \right) = nR \sum_{-2n \leq r_0 \leq 2n} (n - |r_0|) = 2nR \left( 2 \sum_{0 \leq r_0 \leq 2n} (n - |r_0|) - n \right) = 2nR \left( 2 \sum_{-n \leq k = n - r_0 \leq n} k - n \right) = -2n^2 R < 0,$

which means $\rho(u, v) < 0$. ■

**Theorem 2.** For any integer image $u$ function $HR_u^{\text{exp}}(\rho)$ is a decreasing function of $\rho > 0$.

**Proof.**

Let $\mathcal{P} = \{P(u = i \text{ and } v = j) = P_{ij}\}$ be the bivariate probability distribution for the pairs of intensities $(u, v)$. The proof will be to find some differential transform $\Omega(\alpha, \mathcal{P}) : \mathcal{P} \rightarrow \mathcal{P}_\alpha$ with parameter $\alpha$ such that for any $\alpha$, $0 < \alpha < \alpha_0$,
1. Correlation $\rho(\alpha) = \rho(\mathcal{P}_\alpha)$ decreases with $\alpha$.
2. Entropy $H(\alpha) = H(\mathcal{P}_\alpha)$ increases with $\alpha$.
3. $\Omega(0, \mathcal{P}) = \mathcal{P}$.

The existence of $\Omega(\alpha, \mathcal{P})$ will demonstrate that at least for some specific subset of inter-image bivariate probabilities $\mathcal{P}_\alpha$ (parameterized with $\alpha$) decreasing correlation to the given $u$ leads to increasing entropy $H(u - v)$ (and consequently $\frac{H(u-v)}{H(u)}$). Since $HR_u^{\sup}(\rho(\alpha))$ by definition (22) must be at least as large as $\frac{H(\alpha)}{H(u)}$, and $H(\alpha) \geq H(0)$, then $HR_u^{\sup}(\rho(\alpha)) \geq HR_u^{\sup}(\rho(0))$ for $\rho(\alpha) < \rho(0)$, which means decreasing monotonicity of $HR_u^{\sup}(\rho)$.

The transform $\Omega(\alpha, v)$ can be constructed in the following way:

$$\Omega(a,b,c,d,\alpha,\mathcal{P}) = \begin{cases} 
P_{ac} \to -\alpha + P_{ac} \\
P_{bd} \to -\alpha + P_{bd} \\
P_{ad} \to \alpha + P_{ad} \\
P_{bc} \to \alpha + P_{bc} \\
P_{ij} \to P_{ij} \quad \text{otherwise}
\end{cases} \quad (23)$$

This transform (23) modifies only four probabilities in $\mathcal{P}$, redistributing their values. If $\mathcal{P}_\alpha = \Omega(a,b,c,d,\alpha,\mathcal{P})$, the total probability (equal to 1), images $u$ and $v$, and therefore entropies $H(u)$, $H(v)$ and variances $\sigma(u), \sigma(v)$ will remain unchanged after applying $\Omega(a,b,c,d,\alpha,\cdot)$ to $\mathcal{P}$. However $\Omega(a,b,c,d,\alpha,\cdot)$ will affect $\rho(u,v)$ and $H(u-v)$ as follows:

$$1. \quad \frac{d\rho}{d\alpha} = \frac{d}{d\alpha} \left( \frac{1}{\sigma^2} \sum_{-n \leq i,j \leq n} ijP_{ij} \right) = -ac - bd + ad + bc = (a - b)(d - c),$$

which is negative if $b > a$ and $d > c$. 
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\[ 2 \frac{d^2H(u-v)}{d\alpha^2} = \frac{d}{d\alpha} \sum_{-2n \leq r_0 = i-j \leq 2n} \Omega(a, b, c, d, \alpha, \mathcal{P}) \]
\[ = \frac{d}{d\alpha} \left( -(R_{ac} - \alpha) \log_2(R_{ac} - \alpha) - (R_{bd} - \alpha) \log_2(R_{bd} - \alpha) \right) \]
\[ - (R_{ad} + \alpha) \log_2(R_{ad} + \alpha) - (R_{bc} + \alpha) \log_2(R_{bc} + \alpha)), \]

where \( R_{xy} \) stands for residual probability \( \mathcal{P}^r(x, y) = \sum_{-n \leq i, j \leq n, i-j=x-y} P_{ij} \). After differentiating with respect to \( \alpha \)

\[ \frac{d^2H(u-v)}{d\alpha^2} = \log_2(R_{ac} - \alpha) + \log_2(R_{bd} - \alpha) - \log_2(R_{ad} + \alpha) - \log_2(R_{bc} + \alpha) = \]
\[ = \log_2 \left( \frac{(R_{ac} - \alpha)(R_{bd} - \alpha)}{(R_{ad} + \alpha)(R_{bc} + \alpha)} \right). \]

This expression becomes positive when

\[ \frac{(R_{ac} - \alpha)(R_{bd} - \alpha)}{(R_{ad} + \alpha)(R_{bc} + \alpha)} > 1, \quad (24) \]

or \( (R_{ac} - \alpha)(R_{bd} - \alpha) > (R_{ad} + \alpha)(R_{bc} + \alpha) \). Consider only \( \alpha > 0 \), then all residual probabilities \( R_{xy} \) are non-negative and inequality (24) due to its continuity will be true for some \( \alpha, 0 < \alpha < \alpha_0 \), if

\[ \frac{R_{ac}R_{bd}}{R_{ad}R_{bc}} > 1. \quad (25) \]

However, one can always satisfy (25) choosing \( R_{ac} \) and \( R_{bd} \) as the largest residual probabilities (from the previous lemma, all residual probabilities cannot be equal when \( \rho > 0 \), therefore the strictly largest probabilities exist). With this choice we have a small positive parameter \( \alpha \) such that:

1. \( \frac{d\rho}{d\alpha} < 0 \)
2. \( \frac{d^2H(u-v)}{d\alpha^2} > 0 \)
which means with respect to this parameter $\alpha$ (along a one-dimensional tangent spanned by $\alpha$) $\frac{dH(u-v)}{d\rho} = \frac{dHR(\rho)}{d\rho} < 0$, i.e., $HR_{u}(\rho(\alpha))$ is a decreasing function. ■

The theorem proves that an increase in inter-image correlation will always result in a decrease in the worst-case entropy of the difference between the images. In other words, the worst-case compression ratio produced by the difference compression will decrease with the increasing inter-image correlation.
Estimating $HR^{ext}(n, \rho)$

Discrete Max-Entropy Distributions

In this section we will derive the discrete $(2n - 1)$-state distribution which, for given variance $\sigma$, has maximal entropy. We assume that distribution states correspond to $(2n - 1)$ integer numbers from $-n + 1$ to $n - 1$, each with probability $p_i$, $i = -n + 1, \ldots, n - 1$. Note that neither entropy nor variance depend on the distribution mean $\sum_{i=-n+1}^{n-1} i p_i$, therefore we can also assume without loss of generality that $\sum_{i=-n+1}^{n-1} i p_i = 0$ (otherwise we can shift all state values by $\sum_{i=-n+1}^{n-1} i p_i$).

In this maximize the entropy

$$H = - \sum_{i=-n+1}^{n-1} p_i \log_2 p_i,$$

subject to constraints

$$\sum_{i=-n+1}^{n-1} p_i = 1 \quad \text{and} \quad \sum_{i=-n+1}^{n-1} i^2 p_i = \sigma^2.$$

To do so, form the Lagrangian:

$$\Phi(p_i, \alpha, \beta) = - \sum_{i=-n+1}^{n-1} p_i \log_2 p_i + \alpha \left( \sum_{i=-n+1}^{n-1} i^2 p_i - \sigma^2 \right) + \beta \left( \sum_{i=-n+1}^{n-1} p_i - 1 \right),$$

and solve for

$$\frac{\partial}{\partial p_i} \Phi(p_i, \alpha, \beta) = - \log_2 p_i - \log_2 e + \alpha i^2 + \beta = 0.$$

This yields $p_i = \frac{1}{e} 2^{\alpha i^2 + \beta}$, where the constants $\alpha$ and $\beta$ must be determined to satisfy the constraints

$$\sum_{i=-n+1}^{n-1} 2^{\alpha i^2 + \beta} = e \quad \text{and} \quad \sum_{i=-n+1}^{n-1} i^2 2^{\alpha i^2 + \beta} = e \sigma^2.$$
From the first constraint $\beta = \log_2 e - \log_2 \sum_{i=-n+1}^{n-1} 2^{\beta^2}$, which after substitution into the second constraint results in:

$$\sigma^2 = \frac{\sum_{i=-n+1}^{n-1} i^2 2^{\beta^2}}{\sum_{i=-n+1}^{n-1} 2^{\beta^2}}. \tag{26}$$

Then the entropy of the image $H = -\sum_{i=-n+1}^{n-1} p_i \log_2 p_i = -\sum_{i=-n+1}^{n-1} p_i (-\log_2 e + \alpha^2 + \beta) = \log_2 e \sum_{i=-n+1}^{n-1} p_i - \alpha \sum_{i=-n+1}^{n-1} i^2 p_i - \beta \sum_{i=-n+1}^{n-1} p_i = \log_2 e - \alpha \frac{\sum_{i=-n+1}^{n-1} i^2 2^{\beta^2}}{\sum_{i=-n+1}^{n-1} 2^{\beta^2}} - (\log_2 e - \log_2 \sum_{i=-n+1}^{n-1} 2^{\beta^2}),$

or

$$H = \log_2 \sum_{i=-n+1}^{n-1} 2^{\beta^2} - \alpha \frac{\sum_{i=-n+1}^{n-1} i^2 2^{\beta^2}}{\sum_{i=-n+1}^{n-1} 2^{\beta^2}}. \tag{27}$$

This is the maximum entropy an image with $(2n-1)$ intensity levels and known variance $\sigma$ can have, where the parameter $\alpha$ is found from (26). Figure 28 shows the dependency $\sigma^2(\alpha)$ for values of $n = 2, 3$ and $4$ (one can prove $0 \leq \sigma^2(\alpha) \leq (n - 1)^2$). Since equation (26) cannot be resolved for $\alpha$ analytically, but still provides a one-to-one continuous and monotone correspondence between $\sigma$ and $\alpha$, we will use $\alpha$ rather than $\sigma$ as a variance characteristic of this distribution.

**Modeling $HR^\text{sup}(n, \rho)$ Behavior with Extremal Entropy Distributions**

As mentioned, computing the exact $HR^\text{ext}(n, \rho)$ values involves optimization over $n^2 - 2$ independent variables, which is prohibitively complicated even for small $n$. 
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One way to avoid this difficulty is to develop some approximate estimates for these functions instead of computing the exact values. In this section, we will construct an accurate upper bound on \( HR^{up}(n, \rho) \), which is also exact for \( n = 2 \).

Consider any \( n \)-ary image \( u, n \geq 2 \). Its entropy \( H(u) \) is assumed to always be positive, i.e., the image has at least two distinct intensities \( m \) and \( j \), with probabilities \( p_m \) and \( p_j \) respectively. Since entropy grows with an increasing number of different states, \( H(u) \) will be minimized if we assume that \( u \) has exactly two intensities. Then, if the probability of intensity level \( m \) is \( p = p_m, p_j = 1 - p \), and \( H(u) = -p \log_2 p - (1 - p) \log_2 (1 - p) \). The variance of this binary image is \( \sigma^2(u) = (m - j)^2 p(1 - p) \); therefore the variance of the residual \( r = u - v \) is \( \sigma^2(r) = 2\sigma^2(u)(1 - \rho) = 2(m - j)^2 p(1 - p)(1 - \rho) \), provided that correlation \( \rho(u, v) = \rho \). Given this known residual variance \( \sigma(r) \), and known number of residual intensities \( 2n - 1 \), the residual entropy \( H(r) \) will be maximized by the “discrete normal” distribution found in the previous section and in this case \( H(r) = \log_2 \sum_{i=-n+1}^{n-1} 2^{\alpha^2} - \alpha \frac{\sum_{i=-n+1}^{n-1} i^2 2^{\alpha^2}}{\sum_{i=-n+1}^{n-1} 2^{\alpha^2}} \), where \( \alpha \) can be uniquely determined for each \( \sigma(r) \) from (26). Finally, \( H(r) \) will increase if \( \sigma(r) \) increases,
which occurs with \( m \) and \( j \), \( 1 \leq m, j \leq n \), chosen as far apart as possible, i.e., \(|m - j| = n - 1\). In this case for the image \( u \), variance \( \sigma^2(u) = \sigma^2 = (n - 1)^2 p (1 - p) \), i.e., \( p = \frac{1}{2} \left( 1 \pm \sqrt{1 - 4 \cdot \frac{\sigma^2}{(n-1)^2}} \right) \), and

\[
H(u) = \frac{1}{2} \left( 1 - \sqrt{1 - 4 \cdot \frac{\sigma^2}{(n-1)^2}} \right) \log_2 \left( \frac{1}{2} \right) - \frac{1}{2} \left( 1 + \sqrt{1 - 4 \cdot \frac{\sigma^2}{(n-1)^2}} \right) \log_2 \left( \frac{1}{2} \right),
\]

where \( \sigma^2 = \sigma^2(u) = \frac{1}{2(1 - \rho)} \sigma^2(r) = \frac{1}{2(1 - \rho)} \sum_{i=-n+1}^{n-1} i^2 \sigma^2 \). Thus, using this argument, we minimize \( H(u) \) and maximize \( H(r) \) at the same time with the proper choice of intensity distributions, which leads to:

\[
HR(u, v) = \frac{H(r)}{H(u)} = \frac{\log_2 \sum_{i=-n+1}^{n-1} 2 \sigma^2 i^2 \sigma^2 - \alpha \sum_{i=-n+1}^{n-1} i^2 \sigma^2}{\left( 1 - \sqrt{1 - 4 \cdot \frac{\sigma^2}{(n-1)^2}} \right) \log_2 \left( \frac{1}{2} \right) - \left( 1 + \sqrt{1 - 4 \cdot \frac{\sigma^2}{(n-1)^2}} \right) \log_2 \left( \frac{1}{2} \right)} = M(n, \rho, \alpha), \quad (28)
\]

with

\[
\sigma^2 = \frac{1}{2(1 - \rho)} \sum_{i=-n+1}^{n-1} i^2 \sigma^2 \sigma^2 . \quad (29)
\]

Then

\[
HR^{\text{inf}}(n, \rho) \leq HR^{\text{sup}}(n, \rho) \leq \sup_{\alpha} M(n, \rho, \alpha). \quad (30)
\]
$M(n, \rho, \alpha)$ must be only maximized with respect to one independent variable $\alpha$. This maximization can be carried out with great precision if one observes the behavior of $M(n, \rho, \alpha)$, shown on Figures 29 and 30 for two respective values of $n = 2$ and $n = 200$. For each $n$, the plot on the right represents a magnified region of the left plot for $0.9 \leq \rho \leq 1$.

![Figure 29: $M(n, \rho, \alpha)$ for $n = 2$.](image)

![Figure 30: $M(n, \rho, \alpha)$ for $n = 200$.](image)
One can observe that in general \( M(n, \rho, \alpha) \) tends to reach its maximized values as \( \alpha \to -\infty \). The only exception to this is when \( n \) is small and \( \rho \) is large; then \( M(n, \rho, \alpha) \) has a local wavy extremum shown on the left plot on Figure 29. This extremum becomes negligibly small as \( n \) increases (Figure 30). This leads to the conclusion that for large \( n \) and \( \rho < 1 \) approximately

\[
\sup_{\alpha} M(n, \rho, \alpha) \approx \lim_{\alpha \to -\infty} M(n, \rho, \alpha).
\]

The exact value of \( \lim_{\alpha \to -\infty} M(n, \rho, \alpha) \) can be determined as follows:

**Lemma 12.** \( \lim_{\alpha \to -\infty} M(n, \rho, \alpha) = 2(n - 1)^2(1 - \rho) \)

**Proof.**

\[
\sum_{i=-n+1}^{n-1} 2^{\alpha i^2} = 1 + 2 \sum_{i=1}^{n-1} 2^{\alpha i^2} = 1 + 2^{1+\alpha} + 2^{1+3\alpha} \sum_{i=2}^{n-1} 2^{\alpha(i^2-3)}.
\]

Here \( \sum_{i=2}^{n-1} 2^{\alpha(i^2-3)} < \sum_{i=2}^{\infty} 2^{\alpha i} = \frac{1}{1-2^{\alpha}}, \) which vanishes as \( \alpha \to -\infty \). In other words, vanishing tails in \( \sum_{i=-n+1}^{n-1} 2^{\alpha i^2} \) and \( \sum_{i=-n+1}^{n-1} i^2 2^{\alpha i^2} \) can be truncated because the lower order terms dominate as \( \alpha \to -\infty \) or \( n \to \infty \). Therefore, truncating all tails to \( n = 2 \), and applying some well-known limits,

\[
H(r) = \log_2 \sum_{i=-n+1}^{n-1} 2^{\alpha i^2} - \alpha \sum_{i=-n+1}^{n-1} i^2 2^{\alpha i^2} \to \log_2 (1 + 2^{1+\alpha}) - \alpha \frac{2^2}{1+2^{1+\alpha}} \to 2^{1+\alpha} - \alpha 2^\alpha
\]

\( = (2 - \alpha) 2^\alpha \to -\alpha 2^\alpha \) as \( \alpha \to -\infty \), and

\[
\sigma^2(r) = \frac{\sum_{i=-n+1}^{n-1} i^2 2^{\alpha i^2}}{\sum_{i=-n+1}^{n-1} 2^{\alpha i^2}} \to 2^\alpha. \text{ Then, since } \sigma^2(u) = \frac{\sigma^2(r)}{2(1-\rho)} \to 0,
\]

\[
\frac{1+\sqrt{1-4\frac{\sigma^2(u)}{(n-1)^2}}}{2} \rightarrow \frac{1+1-2\frac{\sigma^2(u)}{(n-1)^2}}{2} = 1 - \frac{\sigma^2(u)}{(n-1)^2}, \text{ and } \frac{1-\sqrt{1-4\frac{\sigma^2(u)}{(n-1)^2}}}{2} \rightarrow \frac{\sigma^2(u)}{(n-1)^2},
\]

resulting in

\[
H(u) = -\left(1-\sqrt{1-4\frac{\sigma^2(u)}{(n-1)^2}}\right) \log_2 \left(\frac{1-\sqrt{1-4\frac{\sigma^2(u)}{(n-1)^2}}}{2}\right) - \left(1+\sqrt{1-4\frac{\sigma^2(u)}{(n-1)^2}}\right) \log_2 \left(\frac{1+\sqrt{1-4\frac{\sigma^2(u)}{(n-1)^2}}}{2}\right).
\]
\[
\begin{align*}
&\to -\frac{\sigma^2(u)}{(n-1)^2} \log_2 \frac{\sigma^2(u)}{(n-1)^2} - \left(1 - \frac{\sigma^2(u)}{(n-1)^2}\right) \log_2 \left(1 - \frac{\sigma^2(u)}{(n-1)^2}\right) \\
&\to -\frac{\sigma^2(u)}{(n-1)^2} \log_2 \frac{\sigma^2(u)}{(n-1)^2} + \left(1 - \frac{\sigma^2(u)}{(n-1)^2}\right) \frac{\sigma^2(u)}{(n-1)^2} \\
&\to -\frac{\sigma^2(u)}{(n-1)^2} \log_2 \frac{\sigma^2(u)}{(n-1)^2} \to -\frac{2^\alpha}{2(1-\rho)(n-1)^2} \log_2 \frac{2^\alpha}{2(1-\rho)(n-1)^2}. \text{ Finally,}
\end{align*}
\]

\[
M(n, \rho, \alpha) = \frac{H(r)}{H(u)} \to -\frac{2^\alpha}{2(1-\rho)(n-1)^2} \log_2 \frac{2^\alpha}{2(1-\rho)(n-1)^2} = \frac{2^\alpha(1-\rho)(n-1)^2}{\alpha \log_2(2(1-\rho)(n-1)^2)}
\]

This leads to the following asymptotic estimate for large \( n \):

\[
HR^{\text{sup}}(n, \rho) \approx 2(1-\rho)(n-1)^2 = L^{\text{sup}}(n, \rho).
\]

However, this estimate will fail as \( \rho \to 1 \), when the local extremum of \( M(n, \rho, \alpha) \) becomes important. In this case, we can improve the estimate considerably with the following argument. One can observe on Figures 29 and 30, the local extremum for \( M(n, \rho, \alpha) \) occurs for \( \alpha < 0 \) and, as shown in the lemma, all sums involved in \( M(n, \rho, \alpha) \) can be truncated for negative \( \alpha \) without noticeable loss of accuracy. In other words, if \( M_k(n, \rho, \alpha) \) is \( M(n, \rho, \alpha) \) with all summation series truncated to some constant \( k \), then for large \( n \) \( \sup_{\alpha} M(n, \rho, \alpha) \approx \sup_{\alpha} M_k(n, \rho, \alpha) \), with the equality made arbitrarily accurate with appropriate choice of \( k \). The advantage of using truncated \( M_k(n, \rho, \alpha) \) is that, unlike \( M(n, \rho, \alpha) \), \( M_k(n, \rho, \alpha) \) is a function of the product \( 2(1-\rho)(n-1)^2 \), rather than of \( \rho \) and \( n \) separately (see formulas (28) and (29)). This immediately leads to \( M_k(n, \rho_n, \alpha) = M_k(2, \rho_2, \alpha) \) for any \( n, \rho_n \) and \( \rho_2 \) connected by \( 2(1-\rho_n)(n-1)^2 = 2(1-\rho_2)(2-1)^2 \), or \( \rho_2 = 1 - (1-\rho_n)(n-1)^2 \). Thus, \( M_k(n, \rho, \alpha) = M_k(2, 1 - (1-\rho)(n-1)^2, \alpha) \) and
\[ HR^{\text{sup}}(n, \rho) \leq \sup_{\alpha} M_k(n, \rho, \alpha) = \sup_{\alpha} M_k(2, 1 - (1 - \rho)(n - 1)^2, \alpha) \]
\[ \approx \sup_{\alpha} M(2, 1 - (1 - \rho)(n - 1)^2, \alpha). \]

Finally, \( M(n, \rho, \alpha) \) assumes a binary distribution for the image \( u \); therefore for \( n = 2 \) its optimization must produce exactly the same result as obtained earlier for the binary image model:

\[ \sup_{\alpha} M(2, \rho, \alpha) = HR^{\text{sup}}(2, \rho). \]

This leads to

\[ HR^{\text{sup}}(n, \rho) \leq HR^{\text{sup}}(2, 1 - (1 - \rho)(n - 1)^2) = E^{\text{sup}}(n, \rho). \]

We examined and tabulated the function \( HR^{\text{sup}}(2, \rho) \) before; obtaining estimates for \( HR^{\text{sup}}(n, \rho) \) is equivalent to changing variables in \( HR^{\text{sup}}(2, \rho) \). Figure 31 shows the behavior of both linear \( L^{\text{sup}}(n, \rho) = 2(1 - \rho)(n - 1)^2 \) and \( E^{\text{sup}}(n, \rho) = HR^{\text{sup}}(2, 1 - (1 - \rho)(n - 1)^2) \) estimates for \( HR^{\text{sup}}(n, \rho) \). As \( n \) increases, they become indistinguishable.

**Correlation Threshold for Difference and Regression-Based Compression**

One of the tasks in this research was to estimate the correlation \( \rho_C \) between two \( n \)-ary images, sufficient to reach the given compression ratio \( C \). As one can see from the previous section, \( HR^{\text{sup}}(n, \rho) = \frac{1}{C} \approx 2(1 - \rho)(n - 1)^2 \), which yields a worst-case estimate \( \rho_C \approx 1 - \frac{1}{2C(n-1)^2} \). This value rapidly approaches 1 as \( n \) increases, making this result quite pessimistic, for example, using this estimate, \( C = 2 \) compression ratio can be guaranteed for any two 8-bit \((n = 256)\) images only if the inter-image correlation
Figure 31: $HR_{\sup}(n, \rho)$ estimates for $n = 2$ and $n = 256$.

approaches $1 - \frac{1}{2^{2\times256-1}} = .999996$. This high correlation is truly impossible in practice; however, we know that the difference model works for certain classes of images. On the other hand, the best-case estimate for $\rho_C$ for $n > 2$ must lie below that for the binary case, determined earlier to be $\rho_{C=2} = 0.79$. The $n$-ary images with two distinct intensity clusters (background-foreground) will behave closer to the binary model, producing low correlation thresholds for the given compression ratios.

What happens if the difference model based on compressing $r = u - v$ is replaced by a more general linear regression $r = u - \beta v$? It follows from the linear regression theory that for the $\beta$ optimally determined with least squares to minimize $||r||$, the residual variance $\sigma^2(r) = (1 - \rho^2)\sigma^2(u)$ (for the difference model $\sigma^2(r) = 2(1 - \rho)\sigma^2(u)$). Therefore one can obtain similar estimates for regression-based compression simply replacing $2(1 - \rho)$ by the smaller\textsuperscript{28} $(1 - \rho^2)$ in all previous derivations. In particular, $HR_{\sup}(n, \rho) \approx (1 - \rho^2)(n - 1)^2$, and $\rho_C \approx \sqrt{1 - \frac{1}{C(n-1)^2}}$. This expression

\textsuperscript{28}Since we consider correlation $\rho : 0 \leq \rho \leq 1$. 
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yields (for $C = 2$ worst-case) $\rho_C \approx \sqrt{1 - \frac{1}{2n(256-1)^2}} = 999996$, which is still very much the same as the difference model (difference and regression compression models converge as $\rho \to 1$).

Finally, the same reasoning with extremal probability distributions can estimate $HR^\text{inf}(n, \rho)$, which will result in $HR^\text{inf}(n, \rho) \geq \frac{2(1-\rho)}{(n-1)^2}$ for the difference model. This estimate will rapidly vanish for increasing $n$, proving that carefully chosen $n$-ary images can be compressed with remarkably high compression ratios. At this point, additional study of $HR^\text{inf}(n, \rho)$ and $HR^\text{sup}(n, \rho)$ is not of interest since these functions converge to their trivial boundaries 0 and $\infty$ respectively. We will limit our discussion to the more specific and practical models of database compression, valid for certain common classes of images (such as medical images), rather than for general $n$-ary images.
Our previous discussion shows that the correlation $\rho$ between two signals, $u = u[i]_{i=1}^n$ and $v = v[i]_{i=1}^n$, may not be sufficient to determine useful boundaries for a compression ratio $C$ obtained by replacing $u$ with $r = u - v$, or the more general expression $r = u - \beta v$. In particular, more information about the inter-image distribution $P(x, y) = P(u = x \text{ and } v = y)$ is needed since $C$ is a function of $P$.

Traditionally, correlation plots were used to provide more details about the image-to-predictor correlation. A correlation plot for images $u$ and $v$ presents correlation $\rho(u, v)$ as a set of points with coordinates $(x_i, y_i) = (u[i], v[i])_{i=1}^n$. Image similarity means encountering a $u[i] \approx v[i]$, producing a correlation plot concentrated along the line $y = x$. Figure 32 shows correlation plots between two CT and two MR 8-bit images; one can observe that the majority of points lie within the $y = x$ vicinity, which can be viewed as an indication of image similarity.

However, correlation plots have even more information than is expressed with a correlation plot. The probability of a point $(x_i, y_i)$ being on this plot matters much more than its presence. We visualized this missing information by adding a third probabilistic dimension $P = P \{(u[i], v[i]) = (x_i, y_i)\} = P(u = x_i \text{ and } v = y_i)$, which shows the probability of each point $(x_i, y_i)$. This transforms a correlation plot into a three-dimensional plot of the surface $P(x, y)$, because a correlation plot is an $(x, y)$ projection of the set $\{(x, y, P(x, y)) : P(x, y) > 0\}$. This three-dimensional inter-image probability plot for the two CT images used for Figure 32 is shown
Figure 32: CT and MR correlation plots.

Figure 33 with two different scales for the $P$ axis, and this leads to several important observations.

First, as one can observe, that these do not show a "straight line pattern" correlation. Conversely, the similarity between $u=CT1$ and $v=CT2$ is a juxtaposition of the four clusters in $P(x,y)$ which are:

1. The (1,1) cluster (CT1 background, CT2 background) plus its vicinity accounts for 50% of the total inter-image probability. We will refer to it as the b-b cluster.

2. The (88,88) cluster (CT1 foreground, CT2 foreground), corresponding to the regions where the CT1 foreground with an average intensity close to 88 overlaps with that for CT2 (hereafter referred as f-f cluster). The f-f cluster and the b-b cluster both contribute to a higher inter-image correlation and better compression ratio.
Figure 33: $\mathcal{P}(x,y)$ surface for two similar CT images.
3. The (1,88) (b-f) and the smaller (88,1) (f-b) clusters correspond to the background-foreground overlapping of the two images. These two clusters are responsible for a lower inter-image correlation and a lower compression ratio.

The bottom graph on Figure 33 shows the same inter-image probability surface with 5x magnification along the vertical axis. One can see that the contribution of all other areas (visible on the correlation plot on Figure 32) is negligible with respect to these four principal clusters. Figure 34 represents inter-image probability plots (original and magnified) for two similar MR images (MR1 and MR2) used for Figure 32. In this case, f-f, b-f and f-b clusters are more spread out and therefore lower, but still contribute most of inter-image bivariate probability.

We also visualized simple autoregressive correlation between each pixel and its left neighbor with the results presented on Figure 35. One can observe that many visually-appealing features of correlation plots, e.g., straight-line clustering or an elliptical area on the CT plot have very little effect on correlation and become almost invisible on the probability surfaces. However, the same 4-cluster model still applies with vanishing b-f and f-b clusters. Since b-f and f-b clusters are responsible for image dissimilarities, the use of autoregressive predictive models on Figure 35 provides much better predictability than the inter-image predictors used for Figures 33 and 34.

This four-cluster interpretation captures virtually all inter-image interaction and can be a valid model for studying compression ratios obtained with predictive models. From this model, marginal image distributions should have two intensity clusters, which explains the presence of two distinct background and foreground clusters in the CT and MR image histograms shown earlier. Using this approach we will introduce
Figure 34: $\mathcal{P}(x, y)$ surface for two similar MR images.
Figure 35: Visualizing autocorrelation.
and develop the simplified four-cluster model shown on Figure 36. Figure 36 presents the clusters with four rectangular probability regions $p_1$, $p_2$, $p_3$ and $p_4$, that assume the background intensities in each image lie between 1 and $a$, and the foreground intensities between $b$ and $n$. The probabilities $p_i$ can be viewed as the average cluster probabilities over the respective rectangular projections as shown on Figure 36. This model is also an extension to the binary model examined earlier.

![Figure 36: Four-cluster model.](image)

### Four-Cluster Model Derivation

In this section the details for the estimates of $HR^{ext}(n, \rho)$ are given assuming the four-cluster model. The derivation is similar to the binary case examined earlier. Figure 36 completely defines the bivariate probability for any integers $x, y$: 
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\[ P(x, y) = \begin{cases} 
 p_1, & 1 \leq x, y \leq a, \\
 p_2, & b \leq x \leq n, 1 \leq y \leq a, \\
 p_3, & 1 \leq x \leq a, b \leq y \leq n, \\
 p_4, & b \leq x, y \leq n, \\
 0 & \text{otherwise.} 
\] 

We impose two constraints:

\[ \sum_{1 \leq i, j \leq n} P(x, y) = 1 = p_1 a^2 + a(p_2 + p_3)(n - b + 1) + p_4(n - b + 1)^2, \text{ and (31)} \]

\[ \sigma^2(u) = \sigma^2(v). \quad (32) \]

The probability distribution of image \( u \) intensities:

\[ P^u(x) = \sum_y P(x, y) = \begin{cases} 
 ap_1 + (n - b + 1)p_3, & 1 \leq x \leq a, \\
 ap_2 + (n - b + 1)p_4, & b \leq x \leq n, \\
 0, & \text{otherwise,} 
\] 

and therefore

\[ \sigma^2(u) = \sum_{i=1}^{a} i^2(a p_1 + (n - b + 1)p_3) + \sum_{i=b}^{n} i^2(a p_2 + (n - b + 1)p_4) 
- \left( \sum_{i=1}^{a} i(a p_1 + (n - b + 1)p_3) + \sum_{i=b}^{n} i(a p_2 + (n - b + 1)p_4) \right)^2. \]

The expression for \( \sigma^2(v) \) is obtained from \( \sigma^2(u) \) swapping \( p_2 \) and \( p_3 \):

\[ \sigma^2(v) = \sum_{i=1}^{a} i^2(a p_1 + (n - b + 1)p_2) + \sum_{i=b}^{n} i^2(a p_3 + (n - b + 1)p_4) 
- \left( \sum_{i=1}^{a} i(a p_1 + (n - b + 1)p_2) + \sum_{i=b}^{n} i(a p_3 + (n - b + 1)p_4) \right)^2. \]

Then

\[ \sigma^2(u) - \sigma^2(v) = (n - b + 1)(p_3 - p_2) \sum_{i=1}^{a} i^2 + a(p_2 - p_3) \sum_{i=b}^{n} i^2 \]
\[-\left(\frac{(n-b+1)(p_3-p_2)}{n-b+1}\right)\sum_{i=1}^{n} i + a(p_2-p_3)\sum_{i=b}^{n} i \]

* \(\sum_{i=1}^{a} i(2ap_i + (n-b+1)(p_2+p_3)) + \sum_{i=1}^{n} i(a(p_2+p_3) + 2(n-b+1)p_4)\)

\[= (p_3-p_2)\left[(n-b+1)\sum_{i=1}^{a} i^2 - a\sum_{i=b}^{n} i^2 - \left((n-b+1)\sum_{i=1}^{a} i - a\sum_{i=b}^{n} i\right) \right.
\]
\[\times \left(\sum_{i=1}^{a} i(2ap_i + (n-b+1)(p_2+p_3)) + \sum_{i=1}^{n} i(a(p_2+p_3) + 2(n-b+1)p_4)\right) \right] = 0
\]

This quadratic polynomial equation (with respect to \(p_i\)) will have two real roots that satisfy:

1. \(p_3 = p_2\), or

2. \((n-b+1)\sum_{i=1}^{a} i^2 - a\sum_{i=b}^{n} i^2 - \left((n-b+1)\sum_{i=1}^{a} i - a\sum_{i=b}^{n} i\right) \]
\[\times \left(\sum_{i=1}^{a} i(2ap_i + (n-b+1)(p_2+p_3)) + \sum_{i=1}^{n} i(a(p_2+p_3) + 2(n-b+1)p_4)\right) \right] = 0
\]

One can demonstrate that case 2 is unacceptable. Case 2 results in a linear equation in \((p_2+p_3)\), however, the first imposed condition (31) is a linear equation with respect to \((p_2+p_3)\) as well. These two linear equations are different and they will lead to contradiction unless additional assumptions are made about the remaining variables, which we are not willing to do while considering the general case. Thus, satisfying (31) and (32) leads to a unique possible solution only when \(p_3 = p_2\) in (32).

Note that when \(p_3 = p_2\) the images \(u\) and \(v\) have the same probability distributions (histograms), which is a very natural result for two similar images. Then the system

\[
\begin{align*}
  p_3 &= p_2 \\
  p_2 a^2 + (p_2 + p_3)a(n - b + 1) + p_4(n - b + 1)^2 &= 1
\end{align*}
\]

solved for \(p_2\) and \(p_3\) yields

\[
p_3 = p_2 = \frac{-1}{2} \frac{a^2p_1 + 2p_4n - 2p_4nb + p_4n^2 + p_4b^2 - 2p_4b + p_4}{a(n - b + 1)}.
\]

(33)
All probabilities are expressed as functions of $a, b, n, p_1$ and $p_4$. It is straightforward to express image variances $\sigma^2(u)$ and $\sigma^2(v)$, correlation $\rho(u, v)$, entropies $H(u)$ and $H(u - v)$, and the entropy reduction function $HR(n, \rho) = H(u - v)/H(u) = 1/C(n, \rho)$ as functions of these variables. The derivation of these expressions was similar to our binary case. The final formula for $HR(n, \rho)$ was determined with Maple® and requires about three pages to present. This is believed to not contribute to the clarity of results if reproduced. The result (33) was used primarily to run numerical $HR(n, \rho)$ minimizations to find:

$$HR^{\text{sup}}(n, \rho) = \frac{1}{C^{\text{inf}}(n, \rho)} = \sup_{a,b,n,p_1,p_4,\rho=\rho(u,v)} HR(n, \rho),$$

$$HR^{\text{inf}}(n, \rho) = \frac{1}{C^{\text{sup}}(n, \rho)} = \inf_{a,b,n,p_1,p_4,\rho=\rho(u,v)} HR(n, \rho).$$

Figure 37 presents the results of this numerical optimization carried out for $n = 2, 4, 8, 16, 32, 64$ and 128.

Additional observations about this four-cluster model:

1. Images $u$ and $v$ have the same intensity distributions, which leads to $H(u) = H(v)$ and $HR^{\text{sup}}(n, \rho) \leq 2$ (as proved earlier). Then $HR^{\text{sup}}(n, \rho) = 2$ corresponds to independent, i.e., uncorrelated images $u$ and $v$.

2. When $n$ increases, $HR^{\text{sup}}(n, \rho)$ approximately converges to 1.4 for $\rho > 0.7$, and rapidly vanishes to 0 only when $\rho$ becomes very close to 1. This means that if we consider MR or CT images having a typical $0.7 \leq \rho \leq 0.85$, and accept the four-cluster model as a good approximation for the inter-image bivariate probability,
Figure 37: $HR^{inf}(n, \rho)$ and $HR^{sup}(n, \rho)$ for four-cluster model.
the application of difference compression to these images can result in a 40% increase in entropy. Clearly, difference models do not guarantee compression.

3. $HR^\text{inf}(n, \rho)$ curves for different values of $n$ and $\rho > 0.5$ converge to the straight line $HR^\text{inf}(n, \rho) = 2(1 - \rho)$ which improves our earlier estimate $HR^\text{inf}(n, \rho) \geq \frac{2(1 - \rho)}{(n - 1)^2}$. It is interesting to observe that as $n$ increases, the highest (best-case) value of $HR^\text{inf}(n, 0)$ decreases toward 1. Figure 37 suggests for large $n$:

$$HR^\text{inf}(n, \rho) \approx \begin{cases} 1 & 0 \leq \rho \leq 0.5 \\ 2(1 - \rho) & 0.5 \leq \rho \leq 1 \end{cases}$$

with only 8% error for $n > 128$. This means that for large $n$ and any correlation $\rho_0 \geq 0$ there exist at least two images $u$ and $v$ with identical histograms such that a) $\rho(u, v) = \rho_0$, and b) $H(u - v) = H(u) = H(v)$. For large $n$ and for the best-case images, difference models are guaranteed to not increase the entropy for any inter-image correlation.

The 4-cluster model also permits the behavior of the correlation threshold $\rho(n, C)$ to be analyzed. This function provides a worst and best case estimate on inter-image correlation $\rho$ between two $n$-ary images sufficient to ensure a compression ratio $C$ for difference compression. This can be determined from the same data used for Figure 37, with the results shown on Figure 38.

Curves on the left plot on Figure 38 show best-case estimates for inter-image correlation $\rho$ providing the respective compression ratios: $C = 1$ (practical threshold), 2 (typical lossless) and 3 (good lossless). They remain almost constant since the best-case compression ratio function $HR^\text{inf}(n, \rho)$ behaves as a straight line for $\rho \geq 0.5$. 
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Figure 38: Curves $\rho^{\text{inf}}(n, C)$ (left) and $\rho^{\text{sup}}(n, C)$ for $C = 1, 2$ and $3$. (Figure 37). Note: since $\rho^{\text{inf}}(n, 3) > 0.85$, a 1:3 difference compression is impossible for CT and MR images with average $0.7 \leq \rho \leq 0.85$.

Worst-case estimates $\rho^{\text{sup}}(n, C)$ on the right plot exhibit very fast convergence to 1 as $n$ increases. This corresponds to the fast decay to 0 for $HR^{\text{sup}}(n, \rho)$ on Figure 37.
In the previous sections we primarily studied difference models, achieving set compression replacing similar images by their differences. We determined numerical estimates for the compression ratio function $HR(\rho)$ (inverse to compression ratio $C(\rho)$) and found that compressing $r = u - v$ instead of $u$ or $v$ can be beneficial only when correlation $\rho = \rho(u, v)$ is very close to 1.

However, one may try to improve these estimates introducing more general linear regression-based set compression when $r$ is determined by

$$r = u - (\alpha + \beta v), \quad (34)$$

and the constants $\alpha$ and $\beta$ are chosen to minimize $\|r\| = \sqrt{r^T r}$. Note that $\alpha$ will shift all image intensities by a constant value which has no effect on the entropy $H(r)$. Therefore, in terms of compression model (34) will perform as efficiently as

$$r = u - \beta v. \quad (35)$$

The value of $\beta$ can be determined with the following lemma

**Lemma 13.** $\|r\|^2 = r^T r$ in (35) is minimized by $\beta = \frac{\sigma(u)}{\sigma(v)^2} \rho(u, v).$

**Proof.**

$$\|r\|^2 = r^T r = (u - \beta v)^T (u - \beta v) = u^T u - \beta(u^T v + v^T u) + \beta^2 v^T v,$$

where$^{29}$ $u^T u = \sigma^2(u)$, $v^T v = \sigma^2(v)$ and $u^T v = v^T u = \rho \sigma(u) \sigma(v)$. Then optimal

\footnote{To be more accurate, we should use $u - \overline{u}$ instead of $u$, and similar centered vectors instead of $v$ and $r$. However, as stated earlier, shifts in intensity domain do not affect the entropies, and therefore need not to be considered.}
\[ \beta = \frac{u^T v + v^T u}{2v^T v} = \frac{\sigma(u)}{\sigma(v)} \rho(u, v). \]

In particular, the assumption of \( \sigma(u) = \sigma(v) \) yields \( \beta = \rho(u, v) \). Since \( \beta v \) is not an integer vector any more, instead of (35) one uses

\[ r = u - \lfloor \rho v \rfloor \quad (36) \]

with \( \lfloor . \rfloor \) representing integer truncation.

Replacing difference model \( r = u - v \) by the more general \( r = u - \lfloor \rho v \rfloor \) introduces many changes into behavior of the \( HR(\rho) \) and \( C(\rho) \) functions. First, note that for \( \rho = 0 \) equation (36) becomes \( r = u \), which means that \( HR(0) = \frac{H(r)}{H(u)} = 1 \) and \( C(0) = \frac{1}{HR(0)} = 1 \). When \( \rho \to 1 \), model (36) converges to difference model \( r = u - v \) examined earlier, with \( HR(1) = 0 \) and \( C(1) = +\infty \). Finally, our numerical experiments indicate\(^{30}\) that there always are positively-correlated images \( u, v \) with \( HR > 1 \). This means that functions \( HR^{\sup}(n, \rho) \) and \( HR^{\inf}(n, \rho) \) must have local maxima (local minima for \( C^{\sup}(n, \rho) \) and \( C^{\inf}(n, \rho) \)) and are not monotone as they were for difference predictors.

The presence of integer truncation in (36) makes it impossible to analyze analytically, but all derivations from the previous section remain valid allowing for convenient numerical study. Therefore, we performed numerical optimization for the

\(^{30}\)See for example the two MR images used in the introduction. Another numerical example is \( u = [0, 2, 2], v = [2, 2, 0] \). Entropies \( H(u) = H(v) = \frac{1}{3} \log_2 3 + \frac{2}{3} \log_2 \frac{3}{2} = 0.91896 \). Correlation \( \rho(u, v) = 0.5 \) and \( r = u - \lfloor \rho v \rfloor = [-1, 1, 2] \) with \( H(r) = \log_2 2 = 1.58496 \). Then \( HR(\rho = 0.5) = \frac{1.58496}{0.91896} = 1.72598 > 1 \).
4-cluster model with regression predictor (36). The resulting plots for $HR_{\text{inf}}(n, \rho)$ and $HR_{\text{sup}}(n, \rho)$ for $n = 4, 8, 16, 32, 64$ and $128$ are shown on Figure 39.

![Figure 39: Regression $HR_{\text{inf}}(n, \rho)$ and $HR_{\text{sup}}(n, \rho)$ for four-cluster model.](image)

These results look very different from the difference models on Figure 37. This is due to the presence of integer truncation function in $HR_{\text{inf}}(n, \rho)$ which becomes 0 almost everywhere except one compact maximum at $\rho = 0.875$. It is worth mentioning that, within our acceptable numerical error, different values of intensity levels $n$ in $HR_{\text{inf}}(n, \rho)$ have the same extremal $\rho$. This $\rho$ corresponds to the best-case
regression-based compression producing the worst results. Plots for \( HR^{sup}(n, \rho) \) are also influenced by truncation, especially for small values of \( n \). As \( n \) increases however these plots become more stable and smooth, with local maximum at \( \rho = 0.75 \).

These results suggest that regression models (including both autoregressive and inter-image predictors) perform better than difference models: for example, all plots \( HR^{sup}(n, \rho) \) for different \( n \) on Figure 39 stay below 1.4, while same plots on Figure 37 approach to 2. However, as \( \rho \) increases, both regressive and difference models converge and have very similar compression. The local extrema in regressive predictors indicate that values of \( 0.75 < \rho < 0.87 \) are the worst for entropy reduction, since they maximize functions \( HR^{sup}(n, \rho) \) and \( HR^{inf}(n, \rho) \) (minimize compression ratios \( C^{sup}(n, \rho) \) and \( C^{inf}(n, \rho) \)). Note that inter-image correlation between CT or MR images falls in this range, which means that inter-image predictors for these similar image classes will perform with their lowest efficiency.
AVERAGE CASE STUDY WITH 4-CLUSTER MODEL
AND MODEL VALIDATION

The worst and the best-case estimated for $HR^{\text{sup}}(n, \rho)$ and $HR^{\text{inf}}(n, \rho)$, obtained with the 4-cluster bivariate probability model, are better and more applicable compared to the most general case when no assumptions were made about the bivariate probability distribution. However, the difference between the worst $HR^{\text{sup}}(n, \rho)$ and the best $HR^{\text{inf}}(n, \rho)$ increases with $n$, leaving a wider range for guessing about the most typical values of $HR(\rho)$ between these two extreme cases. Therefore we used the same 4-cluster model to perform a numerical average-case study and determine the values of

$$HR^{\text{avg}}(n, \rho) = \frac{1}{C^{\text{avg}}(n, \rho)} = \text{average}_{a,b,p_1,p_4} HR(n, \rho),$$

assuming that variables $a, b, p_1$ and $p_4$ are distributed uniformly within their respective ranges. The resulting values for $HR^{\text{avg}}(n, \rho)$ are shown on the Figure 40. The values of $n = 2, 4, 6, 8, 10, 16, 32, 64, 128$ and 256 were used for the difference $HR^{\text{avg}}(n, \rho)$ plot, and $n = 4, 6, 8, 10, 16, 32, 64, 128$ and 256 for the regressive $HR^{\text{avg}}(n, \rho)$.

These average-case curves lie closer to the worst-case estimates and exhibit the same rate of decay as $\rho \to 1$. Since all $HR(\rho)$ curves were obtained from the theoretical 4-cluster model, and the 4-cluster model was built from studying the shape of bivariate probability surface for CT and MR images, it is interesting to observe how actual CT and MR data fit between these numerical curves. Two sets of these images with $n = 256$ intensity levels were used to find $HR$ values. Figure 41, top, shows
Figure 40: $HR_{\text{avg}}(n, \rho)$ for the difference (top) and regression.
three curves, $HR^{sup}(256, \rho)$, $HR^{avg}(256, \rho)$ and $HR^{inf}(256, \rho)$, and 200 points with coordinates $(\rho(u, v), HR(u, v))$ computed for CT and MR images. $HR$ values on this plot were determined assuming difference compression: $HR(u, v) = \frac{H(u-v)}{H(u)}$, where images $u$ and $v$ were taken either from the same similar class (CT or MR) for inter-image prediction, or as shifts of the same image, $u[i] = v[i-1]_{i=1}^{N}$, for autoregressive models.

![Diagram showing three curves and 200 points with coordinates $(\rho(u, v), HR(u, v))$ computed for CT and MR images.](image)

Figure 41: 4-cluster model validation.
Observe that

1. The average case function $HR^{av}(256, \rho)$ lies closer to the worst case $HR^{sup}(256, \rho)$, than to the best-case $HR^{inf}(256, \rho)$. This means that on average, predictive compression may perform almost as bad as the worst case.

2. Image data is well localized with respect to these curves, with points never exceeding $HR^{sup}(256, \rho)$ nor falling below $HR^{inf}(256, \rho)$. This supports the validity of the 4-cluster model and all performance predictions based on it.

3. Note that for the inter-image predictors, the $HR$ coordinate in the image data $(\rho(u,v), HR(u,v))$ stays typically above, but very close to 1. This demonstrates again that inter-image prediction increases image entropy and cannot be used for efficient set compression.

Figure 41, bottom, is similar to the top plot, but shows the same results for the regression-based predictors with $HR(u,v) = \frac{H(u,v) - v\rho(u,v)}{H(u)}$. Note how close image data is clustered with respect to the $HR^{av}(256, \rho)$ curve, once again proving the validity of our theoretical approach.
Nearly-Lossless Extensions to Lossless CAR Compression

Introduction

During the last decade, several compression methods have emerged as a compromise between traditional lossless (relatively low compression ratios) and lossy (information loss) compression techniques. Almost-lossless compression is a probabilistic approach that guarantees that most of the image pixels (for instance, 95%) will retain their intensities, as defined by Karray [37]. Perceptually-lossless compression introduces new information measures, explained by Karunasekera, S.A and N.G. Kingsbury [44], based on subjective human sensitivity to different image details, ensuring that certain losses in image information will remain unperceived by the human eye [42], [40], [41], [43]. Finally, nearly-lossless (NL) compression, as presented by Chen [38] and Ke and Marcellin [39], allows compression of an image assuming that every pixel value can be changed by some small $\varepsilon$ (lossless compression corresponds to $\varepsilon = 0$). Small values of $\varepsilon$ can substantially improve the image compression ratio without any visible changes in the image [40]. Straightforward NL compression for an image with $N$ intensity levels is often performed by reducing this number to $N/(2\varepsilon + 1)$ quantization levels [45], and optimally replacing each original pixel intensity by some value from the reduced (quantized) intensity range. Theoretically, this decreases the image entropy by $\log_2(2\varepsilon + 1)$. However, each pixel is deemed to lose a certain intensity, and the image to lose most of its colors. This may produce visible artifacts even for small $\varepsilon$. In this research, instead of reducing the image entropy through intensity range reduction, we propose to improve the image compressing properties for the speci-
fied compressing transforms. Autoregressive (AR) model compression was chosen as an example. Our Nearly-Lossless Autoregressive (NLAR) compression preserves the image intensity range and only redistributes some pixel intensities within $\pm \epsilon$ error interval to optimally decrease the entropy of the AR-compressed image. Since pixels are not forced to a reduced intensity scale, compression improvement becomes more moderate, but the fidelity, accuracy and perceptual quality increase. Moreover, this technique is computationally simple and can be used to implement many previous variations of nearly and perceptually lossless compression.

**NLAR Algorithm Derivation**

As an example, the 5-th order AR model was used to derive and test our technique; in general, one can use any AR model, of any size, image-dependent or image-independent. With the operators $B$ and $L$ representing 1-pixel bottom and left image shifts respectively, the 5-th order AR model can be represented as:

$$u = (\beta_1 L + \beta_2 B + \beta_3 LB + \beta_4 L^2 + \beta_5 B^2)u + r,$$

where $L^m B^n u[i, j] = u[i-m, j-n]$. Optimal values for $\beta = [\beta_1, \beta_2, \beta_3, \beta_4, \beta_5]^T$ are found with traditional least squares regression as $\beta = (v^T v)^{-1}(v^T u)$, where matrix $v$ has five columns, all are shifts of the vector $u$:

$$v = (Lu, Bu, LBu, L^2 u, B^2 u).$$

Increasing the $[x, y]$ pixel intensity by $\epsilon$ intensity units is equivalent to adding to $u$ the image $\epsilon \Delta_{[x,y]}$ where:
\[ \Delta^{[x,y]}[i,j] = \begin{cases} 
0 & \text{if } [i,j] \neq [x,y] \\
1 & \text{if } [i,j] = [x,y] 
\end{cases} \]

This leads to the following:

\[
u = (\beta_1 L + \beta_2 B + \beta_3 LB + \beta_4 L^2 + \beta_5 B^2)u + r
\]

\[
(u + e\Delta^{[x,y]}) = (\tilde{\beta}_1 L + \tilde{\beta}_2 B + \tilde{\beta}_3 LB + \tilde{\beta}_4 L^2 + \tilde{\beta}_5 B^2)(u + e\Delta^{[x,y]}) 
\]

\[
+ (r + e\delta^{[x,y]})
\]

where \(\delta^{[x,y]}\) is the change in image residual caused by altering one pixel value in the image \(u\) by one intensity unit. Theoretically, every small change in \(u\) will produce a small change in the corresponding optimal AR model, i.e., \(\beta \neq \tilde{\beta}\). This makes the system (37) nonlinear. To overcome this problem, we solve (37) with the following two iterative steps:

**Step 1.** Assume \(\beta \approx \tilde{\beta}\) and solve

\[
u = (\beta_1 L + \beta_2 B + \beta_3 LB + \beta_4 L^2 + \beta_5 B^2)u + r
\]

\[
(u + e\Delta^{[x,y]}) = (\beta_1 L + \beta_2 B + \beta_3 LB + \beta_4 L^2 + \beta_5 B^2)(u + e\Delta^{[x,y]}) 
\]

\[
+ (r + e\delta^{[x,y]})
\]

**Step 2.** Update the optimal \(\beta\) as the optimal AR model for \(\tilde{u} = u + e\Delta^{[x,y]}\).

We will consider each step separately and demonstrate how it reduces the residual variance. Since a small \(\varepsilon\) will not affect the range of the residual distribution, variance minimization inevitably results in reduced entropy.
Step 1 : Residual Variance Minimization in sup Norm.

For step 1, using equation (38) and linear property of recurrent equations:

\[ \Delta^{[x,y]} - (\beta_1 L + \beta_2 B + \beta_3 LB + \beta_4 L^2 + \beta_5 B^2) \Delta^{[x,y]} = \delta^{[x,y]} . \]

Since both \( \Delta^{[x,y]} \) and the model coefficients \( \beta_i \) are known, for the 5-th order AR we determine

\[ \delta^{[x,y]} = \begin{cases} 
1 & \text{at } [x,y], \\
-\beta_1 & \text{at } [x+1,y], \\
-\beta_2 & \text{at } [x,y+1], \\
-\beta_3 & \text{at } [x+1,y+1], \\
-\beta_4 & \text{at } [x+2,y], \\
-\beta_5 & \text{at } [x,y+2], \\
0 & \text{otherwise.} 
\end{cases} \]

(39)

Altering the \([x,y]\) pixel of the \( u \) image by some \( e \) will result in changing the residual \( r \) by \( e \delta^{[x,y]} \). This residual change \( e \delta^{[x,y]} \) is used to minimize the residual variance. Since only six residual pixels will be affected by (39), we consider only their contribution in the residual variance, that is:

\[ \sigma^{[x,y]}(e) = (r[x,y] + e)^2 + (r[x+1,y] - e\beta_1)^2 + (r[x,y+1] - e\beta_2)^2 \]

\[ + (r[x+1,y+1] - e\beta_3)^2 + (r[x+2,y] - e\beta_4)^2 \]

\[ + (r[x,y+2] - e\beta_5)^2 . \]

(40)
So, the optimal choice for $e$ to minimize $\sigma^{[x,y]}(e)$ is:

$$e_{\text{min}} = (-r[x,y] + r[x+1,y] \beta_1 + r[x,y+1] \beta_2 + r[x+1,y+1] \beta_3$$

$$+ r[x+2,y] \beta_4 + r[x,y+2] \beta_5)/(1 + \beta_1^2 + \beta_2^2 + \beta_3^2 + \beta_4^2 + \beta_5^2).$$

Since $e = 0$ corresponds to the old variance, and $\sigma^{[x,y]}(e)$ is a quadratic polynomial in $e$, any $e \in [0,e_{\text{min}}]$ will decrease the residual variance (entropy). This leads to the following nearly-lossless residual variance reduction algorithm:

1. Choose $\varepsilon > 0$ and initialize a “lost” image $du$ as a 0-intensity image. The $du$ image will keep the part of $u$ we are going to sacrifice, with constraint $\sup_{[i,j]} |du[i,j]| \leq \varepsilon$.

2. For each pixel $[i,j]$ in $u$ do:

   2.1 Compute $e_{\text{min}}$ /* optimal error for residual variance reduction */

   2.2 Find highest $k$, $k \leq 1$, such that $|du[i,j] + k e_{\text{min}}| \leq \varepsilon$

   2.3 If $k > 0$ then: /* residual variance for $[i,j]$ can be minimized */

      a. compute $e = k e_{\text{min}}$ /* acceptable image error */

      b. update:

         $$du[i,j] \rightarrow du[i,j] + e;$$

         $$r[i,j] \rightarrow r[i,j] + e;$$

         $$r[i+1,j] \rightarrow r[i+1,j] - e \beta_1;$$

         $$r[i,j+1] \rightarrow r[i,j+1] - e \beta_2;$$

         $$r[i+1,j+1] \rightarrow r[i+1,j+1] - e \beta_3;$$

         $$r[i+2,j] \rightarrow r[i+2,j] - e \beta_4;$$

         $$r[i,j+2] \rightarrow r[i,j+2] - e \beta_5;$$
2.4 Endif

3. Enddo

The loop 2, minimizing the total residual variance for the 5-point vicinity of each \( u[i,j] \), may be repeated until no more pixels are updated (we found one or two iterations sufficient to closely reach convergence). Only if necessary, it will change the \( u[i,j] \) intensity ensuring that the cumulative change in it does not exceed \( \varepsilon \). This will produce the "lost" image \( du \) such that:

1. \( \sup |du| \leq \varepsilon \)

2. image \( \tilde{u} = u + du \), for the given AR model with coefficients \( \beta \), has smaller residual variance than \( u \).

Replacing \( u \) with \( \tilde{u} \), \( du \) is lost, but image autocorrelation properties are improved, which leads to better image compression.

**Step 2: Optimizing Model Parameters**

Step two is only needed when image-dependent AR models are considered. In this case, optimal values of \( \beta \) coefficients are always determined. In the previous section we replaced:

\[
\begin{align*}
\ u = (\beta_1 L + \beta_2 B + \beta_3 LB + \beta_4 L^2 + \beta_5 B^2)u + r, \quad (41)
\end{align*}
\]

by

\[
\begin{align*}
\ u + du = \tilde{u} = (\beta_1 L + \beta_2 B + \beta_3 LB + \beta_4 L^2 + \beta_5 B^2)u + r', \quad (42)
\end{align*}
\]
such that \( \sup |du| = \sup |u - \tilde{u}| \leq \varepsilon \). Note that the \( \beta \) coefficients that were optimal for the \( u \) image in (41) do not have to remain optimal for \( \tilde{u} \) in (42). So we can further reduce the residual \( r' \) variance by replacing suboptimal values of \( \beta \) with their optimal values. Then in step 2 the AR model for \( \tilde{u} \) is updated as:

\[
\tilde{u} = (\tilde{\beta}_1 L + \tilde{\beta}_2 B + \tilde{\beta}_3 LB + \tilde{\beta}_4 L^2 + \tilde{\beta}_5 B^2)\tilde{u} + \tilde{r},
\]

by recomputing the optimal coefficient vector \( \tilde{\beta} \) as \( \tilde{\beta} = (v^T v)^{-1}(v^T \tilde{u}) \), where the matrix \( v \) has columns \( v = (L\tilde{u}, B\tilde{u}, LB\tilde{u}, L^2\tilde{u}, B^2\tilde{u}) \), and residual

\[
\tilde{r} = \tilde{u} - (\tilde{\beta}_1 L + \tilde{\beta}_2 B + \tilde{\beta}_3 LB + \tilde{\beta}_4 L^2 + \tilde{\beta}_5 B^2)\tilde{u}.
\]

For the optimal \( \tilde{\beta} \), we always have \( ||\tilde{r}|| < ||r'|| \) (equality within chosen tolerance means convergence of the iterative process). That is, the second iterative step (updating \( \beta \)) will also always result in reduced residual variance.

Combining two iterative steps in one, yields the following nearly-lossless image compression algorithm:

1. Choose nearly-lossless compression error \( \varepsilon > 0 \)

2. Initialize \( du \) as a nil image

3. Do

   3.1 Compute \( \tilde{u} = u + du \) and its optimal \( \beta \)-coefficients or choose an image-independent AR model

   3.2 Scan image \( \tilde{u} \) as in the previous section, reducing residual variance pixel by pixel
while (the decrease in residual variance does not reach the convergence threshold)

4. Replace $u$ by $\tilde{u} = u + du$ and compress it.

**Numerical Results**

**Trends**

Our NLAR technique was applied to ten CT images and the Lena image ($256 \times 256 \times 8$) (Figures 42 and 43). The correlation between residual entropy and variance was found as high as 0.9994 on average, which demonstrates that fixed-range residual variance reduction is equivalent to the entropy reduction. Table 5 summarizes NLAR compression of the Lena image for different values of the error $\varepsilon$ (Fig. 1-3).

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>$r_\varepsilon$ entropy</th>
<th>$r_\varepsilon$ variance</th>
<th>$r_\varepsilon$ intensity range</th>
<th>Lena$_\varepsilon$ intensity range</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4.77</td>
<td>116.61</td>
<td>200</td>
<td>188</td>
</tr>
<tr>
<td>1</td>
<td>4.36</td>
<td>101.99</td>
<td>193</td>
<td>190</td>
</tr>
<tr>
<td>2</td>
<td>4.09</td>
<td>90.48</td>
<td>185</td>
<td>192</td>
</tr>
<tr>
<td>3</td>
<td>3.87</td>
<td>80.71</td>
<td>184</td>
<td>194</td>
</tr>
<tr>
<td>4</td>
<td>3.68</td>
<td>72.67</td>
<td>178</td>
<td>194</td>
</tr>
<tr>
<td>5</td>
<td>3.54</td>
<td>65.42</td>
<td>176</td>
<td>194</td>
</tr>
</tbody>
</table>

One can observe that increased $\varepsilon$ reduces the entropy, variance and intensity range of the AR residual $r$, used to encode and store the Lena image (original entropy 7.28). However, it does not reduce the intensity range of the Lena image. Figure 44 shows how the entropy of the NLAR-compressed Lena image changes with respect to $\varepsilon$. We
also compared the performance of our technique to lossy JPEG compression. The amount of loss in JPEG was chosen to produce small values of $\varepsilon$, and the Lena image was compressed with NLAR and JPEG. The results are summarized in the Table 6. One can observe that for small $\varepsilon$, when nearly-lossless compression is needed, NLAR compression greatly outperforms JPEG.

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>NLAR entropy</th>
<th>JPEG entropy</th>
<th>NLAR improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.36</td>
<td>5.20</td>
<td>20 %</td>
</tr>
<tr>
<td>2</td>
<td>4.09</td>
<td>4.53</td>
<td>11 %</td>
</tr>
<tr>
<td>3</td>
<td>3.87</td>
<td>4.05</td>
<td>5 %</td>
</tr>
<tr>
<td>4</td>
<td>3.68</td>
<td>3.65</td>
<td>-1 %</td>
</tr>
</tbody>
</table>

**Speed of Convergence**

The number of iterations needed for convergence of the NLAR image refinement algorithm was determined. This determination used values of $\varepsilon = 1, 3$ and $9$, and CT images of human brains. The results are shown on Figure 45. One can see that for small $\varepsilon$ only 2-3 iterative steps are required to reach convergence. Moreover, our proposed technique only prepares the image of interest for more efficient lossless AR compression, i.e., the image has to be modified only once to improve its compression properties.
Figure 42: NLAR compression, $\varepsilon = 1$. 
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Figure 43: NLAR compression, $\varepsilon = 4$. 
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Conclusion

The principal advantages of the proposed nearly-lossless compression technique are:

1. Preserving the original intensity range of the image. Instead of decreasing the image entropy, in general it makes the image more “compressible” with respect to the chosen compression transform.

2. More accurate control on lost information. For relatively small $\varepsilon$, it ensures that the changes made in the image cannot be perceived.
3. Flexible control on lost information. The parameter \( \varepsilon \) can easily be made region or intensity dependent as \( \varepsilon = \varepsilon[i, j] \). \( \varepsilon \) may equal 0 for the most important regions of the image where nothing can be lost, and be greater than 0 for less important regions, e.g., background.

Thus, the augmented accuracy and flexibility of this technique makes it superior with respect to traditional nearly lossless compression. Finally, this algorithm can be extended to virtually any image compressing transform such as FFT, DCT and wavelet-based.
Scaling (resizing) images can influence set compression strategies. In particular, uniform image scaling to smaller sizes will typically result in both increased inter-image and decreased intra-image similarities. This is illustrated in Figures 46 and 47, with CT and MR images at different scales from the original (256 x 256) pixels to the smallest (4 x 4) pixels.

![Figure 46: Changes in $\rho$ for different image sizes.](image)

One can observe that resizing the images to smaller uniform scales leads to the inter-image similarity becoming dominant. The reduction to smaller sizes, especially with the interpolation smoothing of intensity reduces the noise and local details, which are responsible for low inter-image correlation and high image difference entropy. Smaller scaled images preserve only the most general features of the similar image set and the inter-image similarity increases.

Figure 47 shows how the inter-image similarity becomes more important than intra-image similarity for CT images starting from approximately 32 x 32, and for
Figure 47: Changes in $HR$ for different image sizes.

$4 \times 4$ MR images. This implies that with small images inter-image prediction provides better compression when compared to common AR models. Conversely, there are multi-resolution compression techniques (e.g., wavelet compression) which use copies of the original image on reduced scales. In particular, for an image $u$, one pass of a 2-dimensional wavelet transform will produce four images $\{u_{ll}, u_{lh}, u_{hl}, u_{hh}\}$, each half of the original size of $u$, where $u_{ll}$ is obtained from $u$ with low-frequency filters in the $x$ and $y$, $u_{lh}$ - with low-frequency in $x$ and high frequency in $y$ directions, etc. For example, using the simplest 2-dimensional Haar wavelet to reversibly decompose$^{31}$ $u$ yields:

$^{31}$Despite integer truncation, $u$ can still be uniquely recovered from $\{u_{ll}, u_{lh}, u_{hl}, u_{hh}\}$. 
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\[
\begin{align*}
    u_{ll}[x, y] &= \frac{1}{4} [u[2x, 2y] + u[2x, 2y + 1] + u[2x + 1, 2y] + u[2x + 1, 2y + 1]] \\
    u_{lh}[x, y] &= \frac{1}{2} [u[2x, 2y] + u[2x, 2y + 1]] - \frac{1}{2} [u[2x + 1, 2y] + u[2x + 1, 2y + 1]] \\
    u_{hl}[x, y] &= \frac{1}{2} [u[2x, 2y] + u[2x + 1, 2y]] - \frac{1}{2} [u[2x, 2y + 1] + u[2x + 1, 2y + 1]] \\
    u_{hh}[x, y] &= u[2x, 2y] - u[2x, 2y + 1] - u[2x + 1, 2y] + u[2x + 1, 2y + 1]
\end{align*}
\]

Figure 48: Increasing similarity in wavelet transform.

Subimages \(u_{ll}, u_{hl}\) and \(u_{hh}\) represent image-specific edges along the \(y, x\) and \(x = y\) axes respectively. These images are very hard to forecast or compress with any inter-image predictive model. Conversely, \(u_{ll}\) is the "smoothed" \(u\) on a reduced scale, and
contains the most general features of \( u \). As Figure 46 shows, this smoothed scale reduction will tend to make similar images even more similar, i.e., \( \rho(u_{ll}, v_{ll}) > \rho(u, v) \) (Figure 48). On the other hand, intra-image correlation in \( u_{ll} \) will be smaller when compared to \( u \), making \( u_{ll} \) often harder to compress with wavelet compression\(^{32}\) (43). Therefore, it becomes natural to introduce difference set compression into low-frequency, low-scale passes of the wavelet compression. Such hybrid compression algorithm for predictive wavelet set compression (PWSC) for two similar images \( u \) and \( v \) can be outlined as follows:

1. **Apply** one pass of wavelet transform \( W() \) to each similar image.
2. **Compute** entropies \( H(u - v) \) and \( H(\{u_{ll}, u_{lh}, u_{hl}, u_{hh}\}) \)
3. **If** \( \min(H(u - v), H(\{u_{ll}, u_{lh}, u_{hl}, u_{hh}\})) > H(u) \) **Then Stop**
4. **If** \( H(u - v) < H(\{u_{ll}, u_{lh}, u_{hl}, u_{hh}\}) \)
   a. **Then** \( u = u - v; / * \) difference compression */
   b. **Else** \( u = u_{ll}; v = v_{ll}; / * \) wavelet compression */
5. **Goto** 1.

At each step, this adaptive algorithm (line 4.) will choose between wavelet and difference compression which one provides the smallest compressed image entropy. Then (line 5) it will iteratively reapply this procedure until the condition in line 3 is satisfied. This condition occurs when neither wavelet nor difference compression can produce further entropy reduction. Before this condition is met, the algorithm will

\(^{32}\)Note that (43) is essentially an intra-image (autoregressive) predictor, since it attempts to approximate each pixel value with the values of its three neighbors.
continue to reduce each similar (sub)image into four, trying to improve wavelet compression of the low-frequency (sub)images with difference inter-image compression.

We tested this technique with CT images. Simple difference compression does not work for this data and increases the total set entropy. This proposed hybrid approach improved the wavelet compression ratio for a pair of similar images by 5%, which is a good result for the difficult to compress CT data (Table 7).

Table 7: PWSC compression.

<table>
<thead>
<tr>
<th>Entropy</th>
<th>(u=\text{CT1})</th>
<th>(v=\text{CT2})</th>
<th>Total entropy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original images</td>
<td>5.94</td>
<td>5.52</td>
<td>11.46</td>
</tr>
<tr>
<td>After wavelet compression</td>
<td>3.98</td>
<td>3.81</td>
<td>7.79 (100%)</td>
</tr>
<tr>
<td>After PWSC</td>
<td>3.78</td>
<td>3.66</td>
<td>7.44 (95%)</td>
</tr>
</tbody>
</table>

To store a similar database in PWSC compressed form, one have to:

1. Store a few low-scale predictor (reference) images.

2. Store the low-scale copy of any other similar image as its predicted (from the reference set) residual.

3. Store high-frequency \(\{u_{lh}, u_{hl}, u_{hh}\}\) images for each image \(u\).

To restore an image \(u\), its low-frequency component \(u_l\) is recovered from the residual and the reference images first. Then the full \(u\) is recovered with inverse wavelet transform from \(\{u_l, u_{lh}, u_{hl}, u_{hh}\}\). Since this is lossless in both wavelet and set difference parts, the resulting compression scheme is lossless.
CONCLUSIONS

The lossless predictive set compression was analyzed numerically and theoretically. The numerical analysis was based on two classes of similar images: MR and CT human brain scans. These images are difficult to compress with any of the previously suggested approaches. The origins of this difficulty were determined, and this lead to a better and more reliable CAR set compression.

The theoretical analysis of the predictive set compression lead to the study of the binary and 4-cluster models. These models were introduced as good approximations to the observed inter-image bivariate intensity distributions, and lead to mathematically accurate best, worst and average case estimates for the set compression ratio \( C(\rho) \) as a function of inter-image correlation \( \rho \). These estimates can be used to evaluate any existing set compression technique or algorithm, as well as for further theoretical analysis.

Finally, some extensions to the lossless compression were introduced. NLAR models allow improvement in image and set compression properties for the given AR model. PWSC compression extends the predictive compression to the sets where originally it did not work well, and naturally links it with the wavelet compression. Both techniques become beneficial for the sets of images where the high level of noise or local details prohibit the straightforward application of the predictive set compression.

Detailed conclusive remarks were also given in the end of each chapter.
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