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Lyapunov’s direct method states that a nonlinear system

x(t) =  f[t,x(t)] (2.1)

is stable if there exists a continuously-differentiable, locally-positive-definite func­

tion F(£,x(t)) and a constant r > 0 such that

V (t,x ( t) )  < 0, V£ >  0, V x: ||x|| < r, (2.2)

where V  is evaluated along the trajectories of the system in (2.1). Any such 

function V  is known as a Lyapunov function for the system in (2.1).

Zames, in his often-cited paper (Zames, 1966), presented several theorems on 

the input-output stability of nonlinear systems and sector bounds on system non- 

linearity (see also (Anderson & Moore, 1990; Vidyasagar, 1993) and the discussion 

in Section 2.2.2). Some examples of other work in the field of nonlinear systems are 

Thompson (Thompson, 1992) and van der Schaft (van der Schaft, 1992). Perhaps 

the nonlinear systems result with the most relevance to the author’s current re­

search is the fact that a nonlinear system may be modeled as a linear time-varying 

system (Vidyasagar, 1993; Boyd et a/., 1994b; Feron, 1994).

One important diiference between linear time-varying systems and linear 

time-invariant systems is stability criteria. Linear time-invariant systems are stable 

if and only if all of the system’s eigenvalues are negative (Kailath, 1980). On 

the other hand, linear time-varying systems may be unstable even if all of the 

system’s “frozen-time” eigenvalues (the eigenvalues of the system at any fixed 

time, neglecting time variance) are negative for all time (Vidyasagar, 1993).

Several researchers have discussed various special cases of linear time-varying 

systems such as slowly time-varying systems (Freedman & Zames, 1968; Desoer, 

1969; Sundareshan & Thathachar, 1972; Ilchmann et at., 1987; Amato et at., 1993; 

Guo & Rugh, 1995; Megretski, 1995), where the time-varying elements of the 

system have bounded derivatives with respect to time. Another special case of
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linear time-varying systems which, has been studied is the case of periodic time- 

varying systems (Vemula, 1993; Vidyasagar, 1993). A periodic system is a system

x(t) =  A(t)x(t), (2.3)

A(t  -f T) =  A(t) Vt,

for some known period, T. Although both of these special cases of time-varying 

systems are interesting, the current research focuses on a broader class of time- 

varying systems which includes both of these special cases.

Many researchers have approached the problem of the stability of a linear 

time-varying system with the use of quadratic Lyapunov functions (Barmish, 1983; 

Barmish, 1985; Zhou & Khargonekar, 1988b; Khargonekar et al., 1990; Chen & 

Chen, 1991; Boyd et al., 1994b; Feron, 1994; Garcia et al., 1994; Mahmoud & Al- 

Muthairi, 1994; Xie & Soh, 1994; Petersen, 1995). A linear time-varying system

x(t) =  A(t)x(t) (2.4)

is said to be quadratically stable if there is a Lyapunov function that has the 

quadratic form V  =  x TPx. (a quadratic Lyapunov function), where P  is a sym­

metric positive-definite matrix which is not a function of time. Because

V(x) =  x T[A(t)TP  + PA(t)]x, (2.5)

the linear time-varying system (2.4) is quadratically stable if and only if there 

exists a constant matrix P > 0 such that

A ( t f P  +  PA(t) < 0, Vt. (2.6)

For a review of quadratic Lyapunov functions for linear time-invariant systems, 

see (Lancaster, 1969; Kailath, 1980; D’Azzo & Houpis, 1988; Boyd et al., 1994b).

Other researchers have chosen to use a quantity known as the matrix measure 

(also known as the logarithmic derivative) stability criteria for linear time-varying
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systems (Juang, 1991; Vidyasagar, 1993) and response bounds for time-varying 

systems (Lehman & Shujaee, 1993; Vidyasagar, 1993). For an n th order system, 

let || • ||i be an induced matrix norm on CnXn. The corresponding matrix measure, 

H i ( ‘) : CnXn —» %, of A{t)  is defined as

W[4(()l =  l |/  + ^ (<)' l ' - 1- (2.7)

According to (Vidyasagar, 1993), the system in (2.4) is asymptotically stable if

f t o + t
I fi[A(r)]d,T —* —oo as t —* oo, V<o > 0 . (2.8)

Jto

Obviously, if fi[A{t)\ is negative at every instant in time, then the stability criterion 

in (2.8) is satisfied, and the time-varying system represented by (2.4) is asymp­

totically stable. Table 2.1 contains the formulas for matrix measures and induced 

norms based on the oo-norm II • Hoc, the 1-norm || • ||i, and and the 2-norm || • ([2. 

Examples of researchers using the matrix measure to prove results for systems 

other than linear time-varying systems include (Jiang, 1987; Wang & Lin, 1992; 

Juang, 1993; Piou et al., 1993; Fang et al, 1994; Tissir & Hmamed, 1994). In 

addition, several researchers have focused on part of the formula used to calculate 

the matrix measure induced by the 2-norm, (AT +  A )/2, without mentioning that 

it is related to the m atrix measure (Zadeh & Desoer, 1979; YedavaUi, 1985a; Ye- 

davalli, 1985b; YedavaUi, 1986; YedavaUi & Liang, 1986; Juang et al, 1987b; Soh 

et al, 1987; Zhou & Khargonekar, 1987; Juang & Chen, 1989; Juang et al, 1989b; 

YedavaUi, 1993). Further mention of the matrix (AT +  A )/2, which is noted as 

the symmetric part of the  matrix A, can be found by following the results due to 

Bendixson (Bodewig, 1956; Beckenbach & Bellman, 1971; Laub, 1979; Ismail & 

Bandyopadhyay, 1994).

One might be tempted to use the identity matrix as P  in the quadratic 

Lyapunov function V  =  x r P x  that leads to the inequality (2.6). This would 

result in a stability test that requires one to only check that the matrix measure

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Table 2.1: Matrix Measures and Induced Norms for Various Norms

Norm on C n Induced Norm on C n x n Matrix Measure on CnXn

||x||<» =  max, |®i|

im i . = a ,  w

l|A||.-oo =  max, Z j = i  |«»jj

||A||;! =  maxy2 ?=i k i l

fioo(A) =  max,[a„- +  |afi|]

Mi (A) =  m a x j [ a j j  +  |a,y|] 

fi2(A )  =  Amax(A* +  A)/2Ml* = v f e ,  *.•2 IIAIIi, =  / W A - y l )
Amax(A ) denotes the eigenvalue satisfying the inequality Am ax(A ) >  A; (A )  V*, where 

A,-(A) is any eigenvalue of A.

A ’ denotes the conjugate-transpose of A.

with respect to the two norm is negative, (A T + A ) /2 <  0. In fact, Jiang (Jiang, 

1987) proposed this as a stability test. However, as Soh (Soh, 1989) pointed out, 

the symmetric matrix (AT + A )/2  cannot be negative definite if any of the diagonal 

elements of A  are positive or zero. This places an unnecessary limitation on the 

matrix A in the case of linear time-invariant systems (for the system to be stable, 

the matrix A  must have all eigenvalues negative, and one can easily find a matrix 

with at least one positive diagonal element that has all eigenvalues negative). Fang 

(Fang et a/., 1994) offers the corollary that A  is stable if and only if there exists a 

matrix measure fi(-) based on some norm || • || such that fi(A) < 0, which would 

allow one to check the stability of a system by checking every possible matrix 

measure until a suitable matrix measure is found. However, as Soh (Soh, 1989) 

points out, the matrix measure based on any particular norm may not be negative 

for all stable matrices. Juang (Juang, 1991) proposed the use of an invertible 

similarity transform, 5, on the state-space matrix A(t). Juang also showed the 

equivalence of checking for the existence of an invertible matrix S such that

fi2(S A (t)S -1) < 0, V* (2.9)

and checking for the existence of P = S 'S ,  where S ' denotes the conjugate- 

transpose of S, such that the Lyapunov inequality (2.6) holds (to show this, find
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P  and use S  as the Choleski factor of P, the result follows after pre-multiplying 

and post-multiplying the left side of (2.6) by S~m and 5 -1, respectively).

2.2 R obustness

A robust control system is a control system which guarantees stability or perfor­

mance in the presence of plant uncertainty. Doyle, Francis, and Tannenbaum dis­

cussed robustness in their book Feedback Control Theory (Doyle et al., 1992). They 

describe the difference between stability robustness and performance robustness. 

A controller is said to robustly  stabilize a system if the controller guarantees 

stability in the face of expected uncertainties. On the other hand, a control system 

exhibits ro b u st perform ance if the controller guarantees a level of performance 

notwithstanding expected uncertainties.

To study system robustness, one must first characterize the uncertainty in the 

system. Several criteria for the classification of uncertainties exist. In the context 

of this research, perhaps the most important classification of system uncertainty 

is the time variance or time invariance of the system, which has already been 

discussed in Section 2.1.

2 .2.1 M atch ing  Conditions

Another characterization of an uncertainty is whether or not the uncertainty meets 

the “matching conditions” . The matching conditions state that any uncertainty 

in the system must enter through the n om in al input matrix of the system. For 

example, if the system is described by the state-space realization

x(t) =  A(£)x(£) +  B(t)u(t) (2.10)

where A(t) =  Ao + AA(t) and B (t) =  2?0 4- AB(t), then the system is matched if 

there exist some matrices D{t) and E (t) such that

AA(t) =  B 0D(t), Vf (2.11)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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and

AB (t) = B0E (t), Vt.

Several researchers have studied systems which meet the matching conditions 

(Thorp & Barmish, 1981; Galimidi & Barmish, 1986; Swei & Corless, 1989; Khar­

gonekar et al., 1990; Swei & Corless, 1991; Tsay et al., 1991; Dawson et al., 1992; 

Corless, 1993; Leitmann, 1993; Phung & Sawan, 1993; Wang et al., 1993). Some 

have loosened the matching conditions to modified matching conditions (Petersen 

& Hollot, 1986; Wei, 1990) and generalized matching conditions (Corless, 1993), 

while others question the need for matching conditions (Barmish, 1983; Barmish, 

1985; Stafford, 1987; Zhou & Khargonekar, 1987).

One important result in the question of matching conditions is the theorem 

due to Swei and Corless that a system is quadratically stabilizable w ith  a rb i­

t r a ry  degree of stab ility  if and only if the system is controllable and meets the 

matching conditions (Swei & Corless, 1991). However, note that this theorem does 

not say that the matching conditions are necessary to quadratically stabilize a sys­

tem. The theorem states that the matching conditions are necessary to obtain an 

arbitrary degree of stability. Because many real-world systems are not matched, a 

controls engineer must have tools available which do not rely on the matching con­

ditions. This theorem does offer an explanation if the controls engineer is unable 

to quadratically stabilize a system to the desired  degree of stability.

2.2.2 U n stru c tu red  U ncertain ties

Another characterization of uncertainties is whether an uncertainty is structured 

or unstructured. Many researchers have studied systems with uncertainties sim ilar 

to the small-gain theorem of (Zames, 1966) (see also (Zhou et al., 1996)), which 

states that if two systems are interconnected as in Figure 2.1, with both M\ and

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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M2 stable, then the interconnected system is stable if and only if

IIAfxIloo ||M2||oc <  1, (2.12)

where || • ||oo is the 'H<x> norm (Doyle et al., 1992; Zhou et al., 1996). To use the 

small-gain theorem, one would calculate norm of a nom in al system M \ and 

find the bound on the /H<Xt norm of the feedback uncertainty AT2. Because none 

of the uncertainty structure is used in the small-gain theorem, the uncertainty is 

called an unstructured uncertainty. For robustness research using unstructured 

uncertainties, see (Wang et al., 1987; Becker & Grimm, 1988; Juang et al., 1989a; 

Doyle et al., 1992; Wang & Lin, 1992; Wang et al., 1993). The problem with 

research based on unstructured uncertainties is that controllers designed with un­

structured uncertainties are often too conservative when connected to plants that 

have highly structured uncertainties. The system’s performance suffers due to bad 

approximations.

w

w.

Figure 2.1: An Interconnected Feedback Loop 

2.2.3 Interval M atrices

In order to include the structure of the uncertainty into any analysis, one must 

study the causes of the uncertainty. Usually, the uncertainty is due to several 

uncertain parameters of the system. Some parameter uncertainties may not have 

as much effect on the system as other parameters. The theory of interval matrices
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allows one to more accurately describe the uncertainty in the system. An interval 

matrix is any matrix with individually bounded elements, for example the set of 

matrices

A i = {A = [an] <E H nxn : b0- <  a{j <  et,-, i , j  =  1 ,2 , . . . ,  n} (2.13)

is an interval matrix. Interval matrices allow the uncertainty in an n th order system 

to be specified in terms of specific intervals for each of the n  x n  elements of the 

system’s matrix. Several researchers have investigated interval matrices (Heinen, 

1984; Argoun, 1986; Juang Sc Shao, 1989; Ismail Sc Bandyopadhyay, 1993; Ismail Sc 

Bandyopadhyay, 1994) (one should be careful to note that the results of (Argoun,

1986) have been questioned in (Juang Sc Shao, 1989; Fang et al, 1994), see below). 

Heinen (Heinen, 1984) provided a stability criterion for interval matrices: The 

interval matrix defined in Equation 2.13 is stable if

n

C i j  +  £  max{|6,y|, |cy|} < 0 , i =  1 ,2 , . . . ,  n (2.14)
j'=i

(note the similarity to  the matrix measure in Table 2.1). Although Heinen’s 

stability condition is simple, the matrices are restricted to have negative diago­

nal elements (Argoun, 1986) (see the discussion about the results of Jiang (Jiang,

1987) in Section 2.1). Because Ismail and Bandyopadhyay (Ismail Sc Bandyopad­

hyay, 1993; Ismail Sc Bandyopadhyay, 1994) used the results of Heinen to design 

controllers for systems described by an interval matrix, controllers designed using 

their technique may be unnecessarily conservative by forcing the diagonal elements 

of Ai — B K  (in (Ismail Sc Bandyopadhyay, 1993)) and A i — B K G  (in (Ismail Sc 

Bandyopadhyay, 1994)) to be negative. Argoun (Argoun, 1986) tried to reduce the 

conservatism of conditions based on Gershgorin’s theorem. Gershgorin’s theorem 

(Barnett Sc Storey, 1970) states that every root of the matrix A  lies in at least one

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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of the n disks with centers an and radii

n

Pi — (2.15)
j = i

The motivating concept behind the research which lead Argoun to his condition is 

interesting, but the concept was incorrectly implemented. Juang (Juang & Shao, 

1989) corrected Argoun’s condition, and presented a  stability criterion based on 

the ability to find the center and radius of disks in which the eigenvalues of the 

interval system are guaranteed to lie.

Closely related to the theory of interval matrices are structured uncertainties 

in the form of |AA| <C eUe, where each element of the modulus matrix |AA| is 

the absolute value (modulus) of the corresponding element of the matrix A A, and 

the inequality <C holds element by element. The value e is a measurement of the

level of uncertainty in the system, and the matrix Ue contains the structure of the 

uncertainty. For the system described by x  =  (A + AA)x, with uncertainty matrix 

A A  =  [Eij], YedavaUi (YedavaUi, 1985a) uses a Ue matrix in the form of

YedavaUi (YedavaUi, 1985a; YedavaUi, 1986; YedavaUi & Liang, 1986) later changed 

the Ue matrix to

where e,j > i , j  =  1 ,2 ,. . . , n  and e =  m a x , j O t h e r  examples of this

type of structured uncertainty are contained in (Juang, 1987; Juang et a i, 1987b; 

Juang et ai, 1987a; Juang et al., 1989a; Juang & Chen, 1989; Juang et al., 1989b; 

Jabbari, 1990; Rachid, 1990; Sobel et al., 1990; Wang & Lin, 1992; Juang, 1993; 

Tissir & Hmamed, 1994).

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

0 if =  0

1 if Ei:j ±  0
(2.16)

(2.17)



21

2.2.4 Polytopes o f Matrices

Perhaps a more thorough way to  account for the structure of uncertainties in 

a system is the use of a polytope of matrices. The concept of a polytope of 

matrices is also very closely related to the concept of an interval matrix. A polytope 

of matrices may be represented in at least two ways. One way to represent a 

polytope of matrices is to describe the polytope in terms of the individual uncertain 

parameters. For example,
k

A = Ao +  53A ,r,(t), |r,(t)| <  r  Vt (2.18)
« = i

i
B  =  Bo +  53 ^  3

1 = 1

where r,-(t) and 8i(t) are uncertain parameters, is used to describe uncertainties in 

(Kosmidou, 1990; Juang, 1991; Olas, 1994). Petersen (Petersen, 1987) restricted 

the matrices A,- and 2?,- each be rank-1 matrices. Petersen was able to show that 

with the rank-1 restriction, the polytope in (2.18) is a subproblem of the norm- 

bounded uncertainty problem discussed in Section 2.2.5 (see (Petersen & Hollot, 

1986; Schmitendorf, 1988; Shen et al., 1991; Zanaty et al., 1994) for similar rank 

restrictions on A,- and 2?,-). In the case of time-invariant uncertainties, researchers 

(Zhou & Khargonekar, 1987; Keel et al., 1991; Wang et al., 1993; YedavaUi, 1993; 

Huang et al., 1995) have used the time-invariant counterpart to the representation 

in (2.18). Chen (Chen & Chen, 1991) used the representation in (2.19), which is 

very similar to the representation in (2.18).
k

A =  Ao +  £ A tf i ( 0  (2.19)
« = i

k
B =  -Bo +

i = i

<?f < q i { t ) < q f

The representation in (2.18) is a subset of (2.19) where some of the matrices A,- 

and Bi might be zero.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Juang (Juang, 1991) related the representation in (2.18) with a second way 

to represent a polytope of matrices, which is to describe the polytope in terms of 

the vertices of the polytope. For example, given the vertices {Vi, V2, . . ., V/y}, one 

can describe all matrices in the polytope by

N  N

A  = Y ^ akVk, $ > *  =  1, a * > 0  (2.20)
fc= X fc= 1

where N  = 2r and r  is the number of uncertain parameters in A. This is the 

convex hull of the vertices. A representation sim ila r  to this was used in (Jiang, 

1987; Juang, 1991; Arzelier et ai, 1993; Boyd et al., 1994b; Fang et al., 1994) (note 

that Jiang (Jiang, 1987) did not include the restriction that a, =  1). Juang 

(Juang, 1991) formulates the vertices for the polytope described by

A = Ao + £  A iqi(t), q f < q{(t) < q f  (2.21)
i=l

as

H = E ? . - W ^ U ) = , r « , ? .  * = 1, 2, . . . , 2'.  (2.22)
«=1

Obviously, as (Boyd et ai., 1994b) points out, the number of vertices in the poly­

tope increases exponentially with the number of uncertain parameters. For large 

systems, this may cause the computation time for designing a controller to become 

impractical. However, the quadratic stability condition in (2.6) for a time-varying 

system described by the polytope (2.20) is equivalent (Boyd et ai, 1994b) to

V ?P  + P V i< 0 , i = l ,2 , . . . ,N .  (2.23)

2.2.5 Norm-Bounded Uncertainties

Another paradigm for the description of uncertainties is the concept of norm- 

bounded uncertainties. Many researchers (Hinrichsen & Pritchard, 1986; Petersen, 

1987; Petersen, 1988; Zhou & Khargonekar, 1988c; Rotea & Khargonekar, 1989; 

Khargonekar et ai, 1990; Petersen & McFarlane, 1991; Swei & Corless, 1991;
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Petersen & McFarlane, 1992; Petersen & Pickering, 1992; Gu, 1993; Garcia et al., 

1994; Mahmoud & Al-Muthairi, 1994; Xie fe Soh, 1994; Garcia & Bemussou, 1995) 

have used some form of

A A A B
*•(*) Ei E2

A C AD . H*.
L

where F(t)TF (t) < I, to describe the uncertainty in the system

x(t) =  (A  + A A )(t)x(t) + (B + & B)(t)u(t) (2.25)

y(i) =  {C + A C )(t)x(t) + {D + AD){t)u{t).

Petersen (Petersen, 1987) relates this formulation of uncertainty to the polytope 

characterization (see Section 2.2.4).

Norm-bounded uncertainties may be restricted to have the uncertainty ma­

trix F(t) diagonal (Boyd et al., 1994b). For such cases, the uncertainties are

said to be scalar uncertainties. The analysis is much simplified, however a tool is

needed to handle cases when the uncertainties are not scalar. The Structured Sin­

gular Value (SSV or fi) (Zhou et al., 1996) uses the structural information about 

non-diagonal uncertainty matrices to measure robustness. Many researchers have 

discussed use of the SSV to characterize uncertainties (Doyle et al., 1991; Fan 

et al., 1991; Packard et al., 1991; Shamma, 1992; Zhou & Gu, 1992; Shamma, 

1995). Assuming norm-bounded uncertainties leads naturally to the use of Linear 

Fractional Transformations (LFT) to describe the problem. Because LFT theory 

is not used in this research, a review of LFT theory would be out of the scope of 

this literature review (for a review of LFT theory, see (Zhou et al., 1996)).

2.2.6 E x tended  System s

In the development of the uncertainty characterizations above, many researchers 

have chosen to use the concept of an “extended system” to account for uncertainties

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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in the input matrix (Barmish, 1983; Zhou & Khargonekar, 1988c; Wei, 1990; Chen 

& Chen, 1991; Geromel et al., 1991; Garcia et al., 1994; Garcia & Bemussou,

1995). Although the necessity of the extended system technique is removed for 

polytopic systems, its use as an alternative method of modeling input uncertainty 

in a system warrants mention.

Given the system

x(£) =  A(£)x(£) +  B(t)u{t) (2.26)

and a controller design technique which allows uncertainties in the input matrix 

only, one may form the extended system of (2.25) as

x(£) ' A(t) B(t) ' x(£) '
+

0
=

u(£) 0 0 . “ ( 0 . I
v (*)> (2.27)

where v(£) is the time derivative of the input vector u(£).

2.3 O ptim al C ontrol

Anderson and Moore, in their book Optimal Control: Linear Quadratic Methods 

(Anderson & Moore, 1990), state that a system is optimal if it is the best system 

of a particular type. The big question in optimal-control theory should be “W hat 

particular ty p e  of control system is best?” As with everyone else, each controls 

engineer has his own cost function (Every m a n ’s way is righ t in his own 

eyes1). This section gives an overview of various solutions to several problems 

that have arisen in optimal-control theory. In addition, this section serves as the 

foundation of this author’s underlying argument for the necessity of a new optimal- 

control paradigm. The purpose of this section is not to serve as another text in the 

field of optimal control, but rather to highlight the basics of the existing theory 

and hopefully to allow the reader to give informed consideration to the necessity 

of this research.

’Solomon, Proverbs 21:2
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25

2.3.1 %  Control

Hi control theory2, also known as Linear Quadratic (LQ) control theory, is based 

on the definition of an optimal-control system as any control system that minimizes 

the following cost function, known as a quadratic performance index:

V  =  /  ur (t)i2u(£) +  x T(t)Qx(t)dt (2.28)
J t o

where u(t) is the state vector for a given system, R  is the symmetric positive- 

definite input-weighting matrix, x(t) is the state vector for a given system, and Q 

is the symmetric positive-semi-definite state-weighting matrix (Anderson & Moore, 

1969; Solheim, 1972; Harvey & Stein, 1978; D’Azzo & Houpis, 1988; Anderson & 

Moore, 1990; Ogata, 1995; Zhou et al., 1996). The quadratic performance index 

can be thought of as a type of energy function.

For a given system

x(t) =  A x(t)  +  2?u(i) (2.29)

Assuming that the system is completely stabilizable, a state feedback solution is 

given as u(t) =  —K x (t), where K  =  R~lB TP  and P > 0 is the stabilizing solution 

to the algebraic Riccati equation

A t P  + P A -  P B R '1B t P +  Q =  0. (2.30)

As Anderson and Moore (Anderson & Moore, 1990) point out, the solution ex­

hibits excellent robustness properties for linear time-invariant systems. Several 

researchers have worked on ways to increase the robustness to uncertainties (Kos- 

midou, 1990; Tsay et al., 1991; Phung & Sawan, 1993; Huang et al., 1995). Perhaps 

the most severe drawback to such a controller is the necessity for measurement of 

all of the state variables. In many cases, such a task is expensive if not impossible.

2The term 7i2 control is derived from analogies made between %2 control and control 

solutions in state space such as in (Doyle et al., 1989). The term LQ control may be a more 

familiar term for this theory.
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To keep from measuring all of the state variables, one may design a state ob­

server which estimates the state. When coupled with an LQ controller, this method 

is called a Linear Quadratic Gaussian (LQG) controller (Anderson & Moore, 1990). 

However, there are two major problems with such a technique:

• LQG controllers do not necessarily have the nice robustness properties that 

the state-feedback LQ controllers do (Doyle & Stein, 1979).

• LQG controllers are dynamic-output-feedback controllers, which have at least 

the same order as the  plant. Such high-order controllers add to the complex­

ity of systems, and may be impractical for industrial applications.

Several researchers have attempted to improve the robustness of the LQG tech­

nique (Doyle & Stein, 1979; Abedor et al., 1994; Petersen, 1995). The next section 

describes Woo controllers which have superior robustness properties to the W2 con­

trollers.

2.3.2 Hco Control

Woo control theory is based on minimizing the Woo norm of a system’s transfer 

function (Francis & Doyle, 1987; Zhou & Khargonekar, 1988a; Doyle et al., 1989; 

Doyle et al., 1992; Zhou, 1992b; Zhou, 1992a; Zhou et al., 1996). The Woo norm is 

defined as

OToo =  sup d-[F(jti;)], (2.31)

where «r[A], the largest singular value of A, is defined as

a[A] =  max ||Ax||. (2.32)

The idea of minimizing the  Woo norm on a transfer function is based on Zames’s

small-gain theorem (Zames, 1966) (see Section 2.2.2). An optimal controller de­

signed using this technique allows the uncertainty in the system to have a larger
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%oo norm. By choosing this cost function, a designer is defining optimality as 

maximum robustness.

Doyle, Glover, Khargonekar, and Francis (Doyle et al., 1989) described the 

state-space solutions to the Tfoo problem and exposed many similarities to %  state- 

space solutions. The sub-optimal Ttoo state-feedback problem, which guarantees 

that the Hoo norm of a given transfer function is less than a pre-specified value, 7 , 

may be solved with the algebraic Riccati equation similar to (2.30), but where the 

input weighting matrix, iZ, is a sign-indefinite function of 7 . Because one desires to 

minimize the norm of a given transfer function, the solution is iterative in 7 . 

Therefore, the design of an controller is more computationally intensive than 

the design of an %  controller, which requires only one Riccati-equation solution 

to optimize the cost function.

Estimators are built using control to estimate the unavailable states of 

the system. Just as in the LQG problem, the resulting controller is high in order 

and complexity. However, unlike in the LQG problem, an K<x> controller retains 

its robustness when interconnected with an Hoo estimator.

In order to account for the structure of the uncertainty, the Structured Sin­

gular Value (SSV, or ft) is used. The calculation of fi requires an iterative search. 

The combined process of finding the best ft for a given controller and the best 

controller for a given fi is often called the fi-K  iteration (Lin et al., 1993; Safonov 

et al., 1994; Zhou et al., 1996). D-K  iteration (Rotea & Iwasaki, 1994; Zhou et al.,

1996) involves approximating ft with a convex function to simplify the design pro­

cedure. For other examples of rHca control techniques, see (Khargonekar et al., 

1990; McFarlane & Glover, 1992; van der Schaft, 1992; Gu, 1993; Chen & Wen, 

1995).
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2.3.3 O ther Id ea s  of O ptim ality

Many researchers have proposed a mixed % /% »  optimality criterion (Wang et a/., 

1993; Doyle et al., 1994; Zhou et al., 1994; Masubuchi et al., 1995). The author 

does not intend to present any results in mixed 7f2/^oo research, but simply to 

acknowledge the existence of such technology. Petersen (Petersen, 1995) claims 

to have achieved the same goals as mixed % /% »  theory with less computational 

effort. One should note that none of these control methods address the problem 

of high controller order.

It is more important in the context of this work to mention that some re­

searchers have chosen to define optimality to include the minimization of some 

norm of the feedback matrix. Heger and Frank (Heger & Frank, 1984) cite the fact 

that their design technique results in lower feedback gain norms than a previous 

method, although they do not specifically minimize the feedback norm. Another 

example of researchers placing importance on keeping the feedback norm small 

is (Swei & Corless, 1989), where a guaranteed bound of the feedback norm is 

implemented. In addition, (Kouvaritakis & Cameron, 1980; Sebok et al., 1986; 

Cameron, 1988; Ismail & Bandyopadhyay, 1993; Karbassi & Bell, 1994; Benton & 

Smith, 1996) actually propose design methods which minimize the feedback norm 

while meeting additional constraints (see Section 3.2).

A minimization of the feedback norm might lower the cost of implementing a 

control system by requiring smaller and less-expensive actuators to implement the 

design. Although controllers based on H.2 may result in feedback matrices with 

higher norms for which a p a rticu la r system may have lower actuation signals 

due to the effects of the controller on reducing the state of the system, lack of 

robustness to uncertainties in systems designed based on 7f2 controller/estimator 

configurations (LQG) may remove the ability of the controller to reduce the state 

of the system. The controller designed in this research minimizes the norm of the
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