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Abstract

Software-Defined Networking (SDN) is an efficient networking design that decouples the network’s control plane from the data plane. When compared to the traditional network architecture, the SDN architecture shares many of the same security issues. The centralized SDN controller makes it easier to control, easier to program in real-time, and more flexible, but this comes at the cost of more security risks. An attack on the control plane layer of the SDN controller is a major security concern.

First, centralized design and the existence of a single point of failure in the control plane compromise the accessibility and availability of data or services. A failure of the SDN controller will make the entire network unavailable. In this research, we propose an architecture made up of a set of open-source RYU controllers that work together to achieve an effective level of performance, availability, and scalability against the threat of a single point of failure on the control plane of the SDN and the threat of a DDoS attack on the control plane.

Second, in this project, we discussed Man-In-The-Middle (MITM) attacks and their tremendous impact on the SDN control plane as one of the most serious threats in SDN. With a specific focus on the ARP poisoning attack against the SDN, we developed a security tool that is capable of identifying and preventing MITM attacks in the SDN. Our solution, titled the RYU SDN Controller ARP Poisoning Security Application (Ryu-ARP), is a security application that runs on the RYU controller and provides a way for detecting and preventing the ARP poisoning attack in SDN.

Finally, in the era of SDN, the SDN controller is in charge of the majority of the information passing across the network. As a third thrust of this dissertation, we explored
the OpenDaylight (ODL) SDN controller’s memory for forensically useful information. This was accomplished by creating controller memory samples with different networking configurations, analyzing the memory samples, and then constructing an SDN-Controller-Network-Discovery-Tool (SCoNDT). SCoNDT is a memory analysis tool that examines and analyzes the ODL controller’s host tracker service from an acquired memory dump.
Chapter 1. Introduction

Technology has become so crucial today that it is used in every aspect of life. If we take a moment to think about what all technology is built on, we can see how networking affects every part of every kind of technology. Computer networking is a branch of engineering that focuses on the interconnection of computing devices such as servers, laptops, desktops, tablets, cellphones, and other devices. Sharing resources, working together effectively, and communicating efficiently are all improved through computer networking.

Networking, like other disciplines of technology, has several types of advancements and significant developments. One of the most recent innovations is software-defined networking (SDN), which takes networking to the next level in terms of performance, functionality, and capability.

1.1. Software Defined Networking

The concept of Software-Defined Networking (SDN) refers to a networking architecture in which software-based controllers are used to handle traffic on the network and maintain connectivity with network devices through application programming interfaces (APIs). The most important thing about SDN is that the control plane and the data forwarding plane are separated from the network’s hardware architecture. This decoupling of control and data planes enables the adoption of the OpenFlow protocol and other more open protocols, which can allow network engineers to access network devices such as switches and routers that often employ proprietary and closed firmware. In a Software Defined Network (SDN), the activity of the overall network and its components is completely designed to be managed and controlled using programable software applications and
services and through open Application Programming Interfaces (APIs). SDN has evolved into one of the most popular methods for businesses to deploy network applications and services into their networks over time. SDN technology enables enterprises to implement software applications more quickly and at a lower total cost. Over time, the SDN idea has been seen as the next big thing in the networking industry. Moreover, SDN enables the network to connect and communicate with network applications via APIs; hence, this relationship between SDN and APIs enhances application security, management, and performance and helps create a scalable, dynamic network architecture. SDN creates a network environment that is dynamic and flexible enough to keep up with changing business needs and trends.

1.1.1. SDN vs Traditional Network

In a traditional network, network equipment combines the control and data planes. The control plane is primarily responsible for configuring the data flow paths and defining the network node settings. After determining the network routes by the control plane, they are directed to the data plane. The forwarding of data at the hardware level is determined by these control plane decisions. In this conventional method, after the forwarding rules have been created, the only method for modifying the flow policy is through modifications of the network device configuration. Figure 1.1 illustrates this evolution from traditional to SDN networking.
1.2. SDN Architecture

A basic SDN architecture design consists of three layers: the application layer, the control layer, and the infrastructure layer as shown in Figure 1.1. These layers communicate via northbound and southbound application programming interfaces (APIs).

1.2.1. The Application Layer

The application layer consists of SDN applications designed to execute a variety of functions, including enforcing security mechanisms and policies, conducting network management, and executing services on the SDN. This may include firewalls, load balancing, or Intrusion Detection Systems (IDS) [40].

Figure 1.1. SDN Vs Traditional network Architecture
1.2.2. The Control Layer

The control plane contains the SDN controller. It represents the centralized SDN controller software that serves as the brain of the SDN. The controller manages the OpenFlow network equipment in the infrastructure layer and the SDN applications in the applications layer [97].

1.2.3. The Infrastructure Layer

The infrastructure layer consists of the network’s OpenFlow hardware switches. These switches route network traffic to their respective destinations based on specific flow rules [39].
1.2.4. The OpenFlow Protocol

The OpenFlow protocol is a foundational element for building SDN solutions. Any device that intends to connect with an SDN controller in an OpenFlow environment must support the OpenFlow protocol. The communication format between the OpenFlow controller and OpenFlow device uses a secure channel [92]. This communication path is typically protected by TLS-based asymmetric encryption, while unencrypted TCP connections are also possible.

1.3. Research Objective

This research presents a set of techniques beginning with the development of a methodology for implementing a multi-RYU SDN controller architecture, which consists of a collection of open-source RYU controllers collaborating to achieve an effective level of performance, availability, and scalability against the threat of a single point of failure on the SDN’s control plane against DDoS attacks. Next, we use the SDN controller and forensics tools to get information and digital evidence from the SDN network. We have also set up the process for getting the memory of the OpenDaylight SDN controller and built forensics tools for it. Lastly, we propose research to develop an SDN security application for the RYU controller to identify and prevent MITM attacks in the SDN. The objective of this work is three-fold:

- Commercial SDN controllers can work with the distributed controller design, but open-source SDN controllers can’t. So, in our framework architecture, we showed how multiple open-source RYU SDN controllers could work together to make a highly available and reliable system against DDoS attacks.

- Develop a lightweight solution for the RYU SDN controller to detect and prevent the ARP spoofing MITM attack in the SDN environment.
• Analyze and inspect the SDN controller’s acquired memory to help enable SDN controller forensics. In addition, create a Software-Defined Networking Controller Network Discovery Tool (SCoNDT) to analyze and pull data from the OpenDaylight SDN controller’s acquired memory.

1.4. Contribution and Outline

This research has the following contributions:

• **Contribution 1**: Elimination of single points of failure in the control plane of the SDN, and enhancement of SDN network availability and scalability against the threat of DDoS attacks can be achieved by constructing the control plane with multiple open-source RYU SDN controllers and using these multiple RYU controllers that work together to increase the network’s fault tolerance in case DDoS attacks hit the primary controller and to make the SDN network more reliable.

• **Contribution 2**: Developing a lightweight security application (Ryu-ARP) for the RYU SDN controller to detect and prevent MITM attacks, with a particular focus on the ARP spoofing MITM attack in the SDN environment.

• **Contribution 3**: In-depth research and the development of a forensics framework to provide the tool (SCoNDT) for analyzing and examining the OpenDaylight SDN controller’s acquired memory, as well as the generation of an investigation report about the SDN at any required investigation stage.

1.4.1. Outline

This work’s outline is as follows:

• Chapter 2 lists the related works that assisted in the organization of this dissertation. This chapter is based on previously published literature, which includes:

  – Security in SDN.
  – SDN Multi-controller Based.
  – The Man in the Middle (MITM) attack in SDN.
  – Digital Forensics of SDN.
• Chapter 3 presents the Multi-RYU Software-Defined Network Controller Architecture Against the DDoS Attacks. This work orchestrates the design and the methodology of multi-RYU controller collaboration to address the challenge of the single point of failure in the SDN control plane against DDoS attacks.

• Chapter 4 discusses the security application of detecting and preventing the ARP poisoning attacks in SDN by delivering an SDN security application that improves the RYU SDN controller’s security and performance.

• Chapter 5 describes the Memory Forensics of The OpenDaylight SDN Controller by examining its acquired memory and delivering helpful information to investigators.

• Chapter 6 discusses the conclusion and the scope of this dissertation.
Chapter 2. Literature Review

2.1. Security in SDN

There are benefits and drawbacks to SDN, just as there are to any new technology. When it comes to security, for instance, SDN technology may be used to lessen the impact of, or perhaps completely eliminate, certain threats and vulnerabilities that are routinely exploited in traditional networks. However, the innovative design of SDN technology introduces it to new vulnerabilities and attack methods. Actually, a single point of failure that may be exploited to jeopardize an entire SDN network is exposed by the separation of control and data planes and the logical centralization of all network intelligence. The authors review the security issues confronted by SDNs across their different layers (application, control, and data). Possible attacks and threats because of these issues and some techniques for addressing, mitigating, and eliminating them are also provided by the authors.

The security of SDN is important to keep networks reliable. Without good security, any data moving through the network is at risk of being stolen or tampered with. One security flaw that was found in SDN is discussed by [108], where the authors exploit race conditions found in SDN in order to close the connection to switches, disrupt the services of the SDN, and block applications from receiving network events. It is worth noting that the exploits found by the authors have been now patched. [35] and [89] provide an overview of potential security risks that can occur in SDN.
2.2. DDoS Attacks against Control Plane

The authors [6] examine how the differences between SDN architecture and conventional networks interpret the security vulnerabilities in the SDN control plane and provide a methodology for comparative research that concentrates on the core network attributes required by traditional networks. This analysis provides a study of how these attributes are conveyed by the control planes of SDN and traditional networks, as well as a comparison of security threats and countermeasures. In this work [33], the authors provide an overview of DoS/DDoS threats and solutions in SDNs. Their study provides a comprehensive background on this issue, with an overview of Dos/DDoS attacks and the existing countermeasures. They classify current solutions in this space as either intrinsic or extrinsic, with intrinsic focusing on SDN components and their elements and extrinsic concentrating on network flows and their typical properties. This research [71] suggests using the centralized control of SDN for DDoS attack detection and provides a strategy based on the entropy fluctuation of the destination IP address and it can identify the attack within the first 500 packets of the attack flow. In [22], the authors provide a lightweight method for detecting DDoS attacks based on traffic flow characteristics, in which information is extracted with a very low overhead compared to conventional approaches. In [19], the study offers LineSwitch as a mitigation approach against control plane saturation attacks. LineSwitch combines SYN proxy methods with probabilistic network traffic blacklisting. AvantGuard [93] tries to overcome the saturation attack issue. AvantGuard proposes a module that implements a SYN proxy and only exposes flows that complete the TCP handshake. DoSGuard [60] proposes a module for SDN controllers that consists pri-
marily of three essential components: a monitor, a detector, and a mitigator. The monitor keeps information between network devices and hosts to identify anomalies. OpenFlow message and flow properties are used by the detector to detect the attack. The mitigator defends networks by screening malicious transmissions. Also, the authors in this work, provide a Moving Target Defense (MTD) system designed to protect against Blind DDoS attacks. The method utilizes a pool of multiple controllers to handle the saturation issue, and it may dynamically switch the active controllers connected to switches based on the flood flow rate.

2.3. SDN Multi-controller Based against DDoS

In this publication, the authors provide a concise overview of multi-controller research in SDN. They provide an overview of multi-controller techniques, covering their development and the issues they present. They divide multi-controller research into four categories (scalability, consistency, reliability, and load balancing) based on the multi-controller implementation method. This paper reviews the most recent research on SDN multiple controllers. The advantages and disadvantages of several controllers are examined. The detailed design ideas and topologies of SDN with multiple controllers are discussed in depth. Also, current research on the placement and scheduling of multiple controllers is thoroughly presented and evaluated. In DISCO, The authors propose a distributed SDN control plane for mission-critical networks. Each DISCO controller is in charge of an SDN domain and utilizes a controllable pub/sub technique to communicate combined local and network-wide data with neighboring SDN controllers. This work demonstrates a solution to network failures caused by DDoS attacks managed by the available...
able distributed controllers. \cite{36} provides an additional method of resiliency by providing a backup NOX controller in the case that the active controller fails. The authors provide a method for transferring existing SDN data to the new controller. In this study \cite{42}, the authors confront DDoS attacks by utilizing multiple controllers that communicate signals to one another while under attack. As such, some of the controllers can step in for other controllers that are currently under attack. In this paper \cite{63}, the authors introduce PATMOS, a protocol for preventing DDoS Attacks in SDN networks with multiple controllers by use of controller clustering. PATMOS recognizes and then removes controllers that are overloaded. Then, it selects the controller with the best performance to maintain the mitigation process and reorganizes the controller clustering to tolerate DDoS attacks. K-Critical \cite{51}, an algorithm developed by the authors, strategically positions controllers to ensure stable operation. K-Critical finds the bare minimum of controllers and their placements to build a fault-tolerant control architecture that distributes load fairly among the chosen controllers. In order to maximize the control plane's dependability \cite{87}, the authors combine the Greedy technique with simulated annealing to choose the best candidates for controller nodes. The goal of the provided optimization issue is to reduce the connection distance and delay between switches and controllers. In this paper \cite{101}, the authors combine multiple SDN controllers with Redis and Zookeeper to provide a scalable and fault-tolerant SDN control layer but they did not use any kind of attack on the control plane. Based on the architectural methods against DDoS attacks presented in the aforementioned papers, and to the best of our knowledge, our design against DDoS attacks using the RYU multi-controller is the first of its kind and provides an architectural solution for the SDN’s control plane that uses the RYU controllers against the DDoS attacks by implementing
multiple RYU controllers in combination with Zookeeper and Redis to ensure the reliability of the SDN operations under the DDoS attacks.

2.4. ARP Poisoning in SDN

ARP Cache Poisoning defenses developed for traditional network are offered for the SDN environment. Dynamic ARP Inspection (DAI), Secure ARP (S-ARP), and Static setup of ARP mappings have given solutions for ARP poisoning attacks in traditional networks, which may also be used to the SDN architecture. All of them have limitations, such as the fact that they are not scalable, increase network overhead, or are sometimes incompatible with the SDN’s nature and degrade its performance [90]. The SARP-NAT technique is proposed in this paper [14]. Maintaining a list of hosts that have submitted an ARP request message makes ARP stateful. When a host submits an ARP request, the request is initially forwarded to the POX Controller where the SARP-NAT component is executing. SARP-NAT is able to identify ARP poisoning attacks based on the list matching. Scalable Ethernet traffic Architecture using SDN (SEASDN) is another method offered in this research [48]. This module enables the POX Controller to establish IP and MAC address mappings using DHCP packets exchanged between hosts and the DHCP server. Another IP-MAC address binding-based method is L3-ARPSEC [79]. A solution module is deployed to the POX Controller. This module, like SEASDN, keeps track of the IP and MAC addresses bound to the hosts on the network. In contrast to SEASDN, which generates its table by listening to DHCP messages, this one is constructed on the fly whenever an ARP request message is received. This work [76] provides an approach for the verification and detection of ARP-based attacks, titled Traffic Pattern-Based Solution to ARP-
Related Attacks (FICUR).

In the suggested solution, a customized SDN controller collects the necessary network characteristics and analyzes them to verify and identify attacks. In addition, mitigation is conducted in real-time using SDN capabilities. This study [67] presented a design approach for a new algorithm to combat ARP poisoning attacks by employing certain SDN-based properties. Their algorithm consists of the SDN DYN and SDN STA scenarios. The technique takes into account both dynamic and static IP address assignments and validates IP addresses. The Network Flow Guard for ARP (NFGA) [30] is a security module for software-defined networks (SDNs) that enhances OpenFlow-enabled switches’ standard MAC learning protocols. By real-time hashing of a host’s physical address with an appropriate IP:port match, NFG eliminates ARP spoofing. According to the paper’s authors, this method allows for dynamic and static port allocations, doesn’t change the network’s architecture or protocols, and doesn’t necessitate installing client software. [13] provided a security framework that minimizes host discovery messages to prevent ARP and DHCP attacks.

Using machine learning (ML) techniques, the SDN has different methods for preventing the ARP Poisoning attack. The authors of this paper [62] offer the Bayes approach for estimating the probability of an attack. Several ML techniques were utilized for attack detection according to the probability. Also, in this study [10], the authors presented a machine learning (ML) approach that captures and logs the attack-detection-required information into a file known as a traffic dataset. This data is used to build the machine learning model and to detect ARP poisoning attacks. All of the non-SDN-based solutions to the ARP Cache Poisoning attack have been analyzed in detail by the authors.
of these works [28], [44], [82] and [45].

2.5. Digital Forensics of SDN

This paper [105] presented ForenGuard, which monitors and records runtime actions as well as their causal linkages involving both the SDN control plane and the data plan. ForenGuard can identify the underlying cause of a problem by retracing earlier activity in both the control and data planes using causal links. ForenGuard is compatible with Floodlight and provides an intuitive interface that enables users to choose the detection point and analyze complex network issues. Based on [7], we may utilize the scientifically-proven tools, techniques, and procedures of digital forensics to locate and analyze digital artifacts. for the purpose of preserving potential evidence in SDN, [73] presented a Digital Forensic Readiness method. In fact, the aim of their study was on creating a proactive method for the identification, management, collecting, and preservation of digital artifacts in SDN. Also, [59] proposed a proactive DFR framework for SDN with a trigger-based automatic collection system. Their suggested methodology combined an intrusion detection system with an SDN controller.

Some challenges related to conducting network forensics in a virtualized environment were explained by [95], such as the potential for multiple VMs in the same network sharing a single MAC address. SDN security with a comparison to Cloud Security and Network Security are expressed by [106]. Current advantages and challenges relating to SDN forensics are also explained, and suggestions for future research directions are made. [80] provided a description of methods employed to acquire artifacts from SDN. They posited that the most feasible method is to collect data from the southbound interface of
the controller. This is the interface between the controller and the hardware of the network, such as routers. A prototype was successfully implemented for the OpenDaylight controller. However, the prototype must be further developed to work with other controllers such as Floodlight and Ryu. While the information that goes through the south-bound interface is collected, the authors did not conduct any memory forensics of the SDN controller. [41] explained the concept of active security, and how it can be used for SDN. The work discussed multiple security techniques, with one component being digital forensics. They developed a prototype system to provide active security that works with the Floodlight SDN controller. In this prototype, host devices automatically load the LME if they are discovered to be infected.

As for other research related to our work, [18] talked about a mechanism to automate the extraction of network artifacts from SDN and [53] described the Mininet we used to simulate a network in our work. Mininet is an open-source network emulator, that allows users to create virtual networks without the need for networking hardware.

2.5.1. Memory Forensics

Memory Forensics entails analyzing the RAM of a computer, also known as the volatile memory. A memory dump is acquired by copying the RAM of a computer. By analyzing the memory dump, we can uncover what a device was doing when the memory was acquired. Memory forensics can also reveal information that was never written to the disk and can be found exclusively in memory. [102] explained the main requirements of a forensically sound memory acquisition involve correctness, atomicity, and integrity. Atomicity refers to the idea that a single operation in memory such as a read or
write is executed in one indivisible action, without interruption. This ensures that the memory state keeps its correctness and integrity without corruption. Post-acquisition, the next step in memory forensics involves analysis. [78] outlined the processes of memory analysis methods. Currently, the primary tool used for analyzing memory is Volatility https://github.com/volatilityfoundation/volatility. To search for malware signatures or patterns in memory, researchers have employed the YARA library and scanner [27]. YARA helps in the identification and classification of malware, malicious files, or patterns using user-defined rules. Automatically search the memory for malware signatures. While it is primarily used to scan for malware, Yara signatures may be used to search for any patterns in memory.

Other work focused on the memory of mobile phones [96]. The authors managed to retrieve outgoing and incoming messages from the memory of the phone a short time after the messages were sent. Other works explored the memory forensics of VR devices [25], cryptocurrency hardware wallets [99], USB attack platforms [98], the V8 JS engine [104] and .NET core applications [66].

[24] described the state of the field of memory forensics and the challenges that lay ahead. While there have been incremental research, many of the challenges related to memory forensics still exist. One of the unexplored areas in memory forensics is SDN memory forensics. While little work exists in SDN forensics, there has been prior work published in the domain of network forensics. When talking about application specific analysis, it is mentioned that memory forensics is gaining popularity in all types of investigations to obtain information not possible through network or disk forensics. It is also mentioned that the memory forensics of IoT devices may also be feasible. [17] compared
the two methods, live response and memory imaging, used to acquire a memory dump.

2.5.2. Network Forensics

Network forensics focuses on extracting and analyzing network interaction data. Prior work constructed a network forensics framework and described basic components of network forensics [81]. The main purpose of network forensics is described as tracking down the attacker of a network, with the goal to prosecute them in a court of law. [38] discussed and compared four main network forensics tools: Xplico, OmniPeek, NetDetector, and NetIetercept. [69] described additional tools and the common techniques used in network forensics such as packet and email sniffing, web forensics, and IP trace-back techniques. Packet sniffing involves packet reconstruction, a network forensic technique that provides insight into a network’s activities. Analyzing packets may reveal images, messages, and files that were sent over a network [94].

When collecting network forensic artifacts, a lot of insignificant data will be collected. [72] discussed network forensic analysis using AI techniques to make sorting the data simpler. The author’s goal was to use AI to collect key data while keeping non-relevant information confidential. [12] explored a memory forensics approach to network investigations. They showed how to find a large number of connections made by other devices in a device’s memory. One hour after the attack occurred, a large number of malicious packets were still present in the memory of Windows and Linux devices. [9] analyzed the instant messaging application WhatsApp with the goal of extracting the IP address of any device that sent a WhatsApp message. They achieved this by analyzing network traffic. Other researchers were able to decrypt the WhatsApp signaling protocol
for its voice calling feature \footnote{52}. In \cite{103}, the authors analyzed over twenty Android social messaging applications, and they were able to reconstruct partial and full messages from network traffic. Popular video conferencing applications such as WebEx and Zoom were also analyzed using network, disk, and memory forensics \footnote{55, 64}. While past work specifically on SDN controller memory forensics did not exist, prior work did explore forensics and security concepts in SDN.
Chapter 3. Multi-RYU SDN Controller Architectural-Based Solution Against the DDoS Attacks

The Internet is becoming a highly intricate backbone for the ever-developing information technologies that have a significant effect on people’s daily lives. However, administrators face challenges in operating and managing a dynamic, complex network due to the constraints imposed by traditional network architecture. So, to promote network evolution, programmable SDN was been proposed. It has the potential to greatly improve network administration and pave the way for future developments. The traditional network architecture is split into a centralized control plane and a programmable data plane. This makes it easier to design, monitor, and run networks in the future. SDN promises to make it much easier to manage networks and to encourage new ideas and the creation of network applications. However, Security, reliability, load balancing, and traffic engineering are just some of the issues brought up by SDN’s separation of the network’s control and data planes. [34] As the SDN controller gives a centralized logical perspective of the entire network and maintains and configures all network devices, it also poses a potential security risk. Because of this, the status of the network as a whole depends on the controller being operational. In a communications network, this is a highly undesirable situation that exists.

DDoS attacks present significant security challenges for SDNs [91]. The SDN controllers can identify an attack due to the network’s programmability and centralized awareness of the entire network’s topology, but the centralized control architecture is seen as more vulnerable. As a result, the SDN paradigm is likely to be attacked via DDoS. In general, DDoS attacks potentially overwhelm the infrastructure layer, the control layer, or
the communication channel. But an attack on the control layer might result in the complete failure of the SDN services. This study focuses on control plane security challenges, particularly against DDoS attacks targeted at the SDN controller. One of the key goals of SDN architecture was to provide a centralized management and control structure. Thus, a stand-alone single controller was adopted by the vast majority of SDN Controllers. This caused problems with scalability and single points of failure. SDN Controller’s distributed capability allows the deployment of multiple controllers operating in a flat or hierarchical structure inside a domain. However, not all open-source SDN controllers, including our main SDN controller in this study (RYU), can support multiple controller designs [110]. So, we proposed a technique utilizing multiple RYU SDN controllers to mitigate and counteract DDoS attacks on the control layer.

The contribution of this research includes:

- Elimination of single points of failure in the control plane of the SDN, and enhancement of SDN network availability and scalability against the threat of DDoS attacks by constructing the control plane with multiple open-source RYU SDN controllers.

- Proposing a multi-controller architectural design for an open-source SDN controller RYU that only supports centralized distributions.

- Implement multiple cooperative RYU controllers to increase the network’s fault tolerance in the case of DDoS attacks against the primary controller and thereby improve the SDN network’s reliability.

The rest of the research is as follows: Section 3.1 presents the background of this research; Section 3.2 provides an overview of our design and implementation; Section 3.3 presents the evaluation of the proposed Multi- RYU controller architecture against DDoS attacks; Section 3.4 summarizes our findings.
3.1. Background

The implementation of SDN should make network administration, innovation, and application development simpler. The SDN is centralized, and there is currently no reliable way to keep open-source SDN controllers working together using their features. As a result, SDN is struggling to guarantee the availability and dependability of its services with the existence of a single point of failure in its control plane. If the SDN controller goes down, the entire network will be down [74]. In this study, we show how to set up multiple open-source RYU-SDN controllers’ architectures that work together to provide high performance, availability, and scalability, even though the SDN’s control plane could have a single point of failure. Distributed controller capability is only available in commercial SDN controllers, not open-source ones. We came up with a framework architecture that lets many open-source SDN controllers work together so that the network is always available and reliable against DDoS attack. We’re attempting to reduce the danger posed by a single SDN controller, which is often the weak spot in SDN networks where DDoS attacks happen.

3.1.1. The SDN Controller

The SDN controller is the foundation of the SDN paradigm. It is the software that coordinates the allocation and utilization of all of the network’s fundamental resources. SDN controllers minimize the need for manual settings of each network device by directing traffic based on the most recent forwarding rules established by a network administrator. Programmable network administration is made possible by the centralized controller, which removes the control plane from the networking equipment and runs it as
This simplifies the process of integrating and administering technology solutions. To some extent, the SDN controller may be thought of as a network Operating system. The brains of an SDN lie in its controller. So, the controller is the central point of contact for all data exchanges between applications and network nodes. There are two types of SDN controllers: open-source SDN controllers and commercial SDN controllers. Open-source SDN controllers such as RYU, POX, ONOS, and Floodlight. The commercial SDN controller market includes companies like Cisco, HPE, Juniper Networks, and Pica8. We focused our work on the RYU controller.

3.2. Methodology and System Design

There is a single point of failure in SDN because of the centralized nature of its control architecture. To address this issue, we use a multi-controller architecture to guarantee a constant delivery of services in the case of DDoS attacks or other disruptive interference against the primary RYU controller. We rely on a single controller to run the entire network and we call it the Primary controller. The remaining controllers are referred to as Standby controllers and are viable substitutes for the Primary controller. The main advantage of the Standby controllers is that they are ready to take over the function of the primary one if the Primary controller fails.

3.2.1. Apparatus

This section outlines the software and hardware used in our system design. Table provides information on the computer workstation and software used to create and run this SDN design. VMware was used with Linux Ubuntu 20.04.4 LTS to build and run the complete system. In addition, we used Mininet to simulate the whole network architec-
We selected the Ryu controller as the SDN controller. Also, Redis was employed as a database and message broker, while Apache ZooKeeper was used for distributed synchronization. The Linux 5.18.0-kali5-amd64 machine, together with the hping3 tool, was used to simulate Distributed Denial of Service (DDoS) attacks. In one testing topology, we employ two Raspberry Pi3 as Open vSwitchs and four Raspberry Pi4 as hosts. We used Kali Linux 2022.3 with Metasploit tools for the DDoS simulation.

3.2.2. Benefits and Challenges of the design

Here, we highlighted the advantage of our architecture to circumvent the issue of being vulnerable to DDoS attacks with a single controller in operations. Therefore, with a multiple-controller architecture, we provide high availability of SDN services by achieving fault tolerance and increasing stability, since the network will continue providing its services even if the primary controller or link to the Primary controller fails.

On the other hand, this design presents additional challenges and issues that must be addressed in order to achieve the aforementioned design’s advantages. In general, Multi SDN controller design faced issues with consistency, scheduling, and placement approaches for controllers. In our design, we prioritize the consistency and availability of SDN network operations in the event of any sort of DDoS attack.
3.2.3. Design Overview

In this subsection, we discuss the multi-SDN controller architecture against DDoS attacks and explain each solution component in depth.

**RYU Multi-Controller Architecture**

The Ryu Controller is an open-source SDN Controller that supports traffic management and allows for rapid adaptation of innovative network control and development. Ryu is compatible with a wide variety of network management protocols. Ryu has complete compatibility with OpenFlow versions 1.0, 1.2, 1.3, 1.4, 1.5, and Nicira Extensions. In addition, Ryu’s OpenFlow operations may be accessed using a REST interface [86]. We chose the Ryu controller as it is a centralized, open-source controller that does not support multi-controller architecture on its own. Additionally, the RYU controller does not provide clustering capabilities. So, in order to make multiple RYU controllers operate together in the control plane of the SDN, we employ Apache Zookeeper capabilities and Redis as part of our multi-RYU controller design. This enables the RYU controllers to establish a highly available system with multiple RYU controllers servicing the SDN.

As a starting point for our design, we built the SDN environment where switches and routers in the network are all managed by the same single controller. We’ve designated this controller as the ”primary” controller. We included multiple RYU controllers in the design to ensure there is no single point of failure. This implies that the primary RYU controller has full control of the entire network, while the secondary RYU controllers function as Standby controllers that are connected to our design and receive updates of the flow tables from Redis, as well as contribute to the ZooKeeper elections process in the
case that the primary controller fails. Control messages, such as the handshake, switch configuration, modify state messages, and others, are exchanged between the network devices and the Primary controller. On the other hand, the Standby controller only SYN and keepalive messages are sent and received by it. But again, it is not able to transmit or receive control messages to or from the data plane devices. The connectivity of the RYU multi-controller design’s control plane components to each other and to the data plane components is illustrated in figure 3.1. There should be only one primary controller for all data plane devices, but multiple standby controllers may be configured as backups.

In order to control and maintain this RYU multi-controller structure, we rely on Apache Zookeeper to handle the election of a replacement primary controller in the case that the currently active controller goes down. Further, all of the controllers share network data using the Redis data store services.
Apache ZooKeeper

ZooKeeper is an open-source distributed application coordination solution. Distributed applications may expand on their bare-bones set of primitives to provide more sophisticated features like group and name management, configuration management, and synchronization. ZooKeeper offers a simple but effective coordination service through a readily available interface that combines the wait-free characteristics of shared registers with an event-driven approach analogous to distributed file cache invalidation. Through the ZooKeeper interface, high-performance service implementation is feasible. In addition to its wait-free nature, ZooKeeper ensures FIFO request processing for each client and linearizability for all requests that affect ZooKeeper’s state [111].

Zookeeper plays a crucial role in our design as a coordination service to coordinate our multiple controllers by maintaining and choosing the primary controller for the SDN architecture. Once connected to the Zookeeper services, the process of managing and selecting the primary controller among the available multiple controllers may begin. Algorithm 1 depicts the primary controller election procedure.

Establishing a persistent Znode along the path ”election” is a need. Following that, at the initialization phase, each controller will construct an ephemeral and sequential Znode under the persistent Znode in the election path ”/election”. ZooKeeper will append a numeric value to the name of each controller Znode formed during the election algorithm execution. The primary controller will be selected by this numbering procedure, with the lowest numeric value among all controllers being elected as the primary controller. ZooKeeper will locate all controller Znodes from the ”/election” Znode’s path and
check for the controller Znode with the lowest numeric value. The election procedure will make the current controller the primary controller if the value of the controller Znode is the same or lower than the value of the controller Znode being used. If not, the procedure for determining the primary controller will proceed by looking for the controller with the lowest numerical value among all available controllers in the SDN environment. The cur-
rent process receives a notification from ZooKeeper when the previously elected ephemeral controller Znode is deleted.

The current process then retrieves all the possible controller Znodes in the path of the election “/election” and repeats the processes to choose a new primary controller or maintain the current one [83].

Redis Failover

Redis is an open-source software in-memory database, cache, message broker, and streaming engine. Redis supports a wide variety of data structures, including strings, hashes, lists, sets, sorted sets with range queries, bitmaps, hyperloglogs, geospatial indexes, and streams. Redis offers high availability through Redis Sentinel and automated partitioning with Redis Cluster in addition to its built-in replication, Lua scripting, LRU eviction, transactions, and various degrees of on-disk storage [4]. The Redis failover system provides a fully-featured, fully-automatic primary/standby failover configuration.

While ZooKeeper excels at reading data, writing data is an extremely slow process. Additionally, Znode data is limited in size. Redis, on the other hand, has a bigger data size and is faster while reading and writing. Based on the previous characteristics of ZooKeeper and Redis, We utilize both ZooKeeper and Redis in collaboration to provide a high degree of performance, availability, and reliability in our architecture. So, in our design, the Zookeeper service is in charge of keeping track of and coordinating all the controllers in the control plane. It also keeps track of which controllers are working and runs the process of choosing the primary controller from the multiple controllers that are available. On the other hand, Redis is used for database services that need to write in-
formation faster about SDN topology and network forwarding. Figure 3.2 demonstrates the complete architecture of the Multi SDN controller with Zookeeper and Redis against DDoS attacks.

Figure 3.2. Multi-Controller SDN Design with Zookeeper and Redis
3.3. Evaluation

3.3.1. Implementation

In our design, we use two different implementations. The first implementation is based on attempting to utilize a Raspberry Pi3 with OpenvSwitch capabilities, together with four Raspberry Pi4 as network hosts, to establish a hardware environment for the software-defined networking as shown in Figure 3.3. The second implementation uses Mininet’s capabilities to create SDN network topologies that are more subject to accommodating complex and challenging SDN layouts for our evaluations of the design.

Figure 3.3. Multi-RYU Controllers Design with OpenvSwitch Raspberry Pi
3.3.2. DDoS Attacks Results

In this section, we conducted two different types of tests for our two different implementations. The first test evaluates the performance of our multi-RYU controller’s design during normal operation, with no DDoS attacks targeted at the primary controller. The second test is being performed during the DDoS attacks.

Hardware Implementation Results

Using the hardware implementation in Figure 3.3, we use four RYU controllers (one primary controller and three standby controllers) in the control plane. The goal is to put our approach to the test in a setting with functionally equivalent Open Flow network devices with the multi-RYU Controller design.

The D-ITG was used as an analytical and evaluation tool in our research. D-ITG, which stands for "Distributed Internet Traffic Generator," is a system that can create traffic at the packet level by accurately replicating performance characteristics like IDT (Inter Departure Time), PS (Packet Size), and variables like exponential and uniform.

Based on D-ITG results, An example of a normal traffic flow in our SDN environment is illustrated in Figure 3.4. There are a total of 134445 packets transmitted and received throughout the duration of 60 seconds. We found that the longest delay was 0.145938 seconds and the average delay was 0.000745 seconds. Importantly, no data is lost in this normal course of network traffic between devices.

The next type of test involves DDoS (distributed denial of service) attacks. During these DDoS attacks, several machines flood the primary controller with false or fake traffic. And therefore, the controller will get overwhelmed by requests and unable to support
As shown in Figure 3.5, when our multi-RYU controller design is subjected to DDoS attacks, we have observed the following:

- The magnitude of the impact on the performance of the SDN network during the DDoS attacks is shown by the fact that the maximum transmission delay increased from 0.145938 sec to 0.260879 sec under the same circumstances and with the same type of network traffic.

- With compared to the normal traffic conditions when there is no DDoS attack on the network, the number of packets transmitted while our SDN architecture is under attack drops from 134445 to 125877 total packets.
Figure 3.5. Traffic During the DDoS Attack (HW Implementation)

- Normally, the average packet rate is 2240.79 pkt/s, however during the DDoS attack, it plummeted to 2097.98 pkt/s.

- No packets were dropped during the DDoS attacks, according to the results gathered from the SDN network.
Mininet Implementation Results

In this implementation, the Mininet is used to create an SDN topology with four RYU controllers (one primary controller and three standby controllers). The topology of the SDN is a tree with a depth of five. So, we have 31 switches and 32 hosts in the SDN simulation.

The normal traffic in our Mininet setup is depicted in Figure 3.6. D-ITG found that throughout the 60-second time period, a total of 157884 packets were transmitted and received. Delays can range from 0.000008 to 0.942808 seconds, with the average being 0.006689 seconds. It’s crucial to note that during this normal operation of the Mininet simulation and transmission packets between hosts, no information is ever lost.

---

/--------------------------------------------------------------------------
| Flow number: 1 |
| From 10.1.1.1:40118 |
| To 10.1.1.32:8999 |
--------------------------------------------------------------------------
| Total time | 59.998987 s |
| Total packets | 157884 |
| Minimum delay | 0.000008 s |
| Maximum delay | 0.942808 s |
| Average delay | 0.006689 s |
| Average jitter | 0.000095 s |
| Delay standard deviation | 0.071899 s |
| Bytes received | 80836608 |
| Average bitrate | 10778.396375 Kbit/s |
| Average packet rate | 2631.444428 pkt/s |
| Packets dropped | 0 (0.00 %) |
| Average loss-burst size | 0.000000 pkt |
--------------------------------------------------------------------------

*************** TOTAL RESULTS ***************

| Number of flows | 1 |
| Total time | 59.998987 s |
| Total packets | 157884 |
| Minimum delay | 0.000008 s |
| Maximum delay | 0.942808 s |
| Average delay | 0.006689 s |
| Average jitter | 0.000095 s |
| Delay standard deviation | 0.071899 s |
| Bytes received | 80836608 |
| Average bitrate | 10778.396375 Kbit/s |
| Average packet rate | 2631.444428 pkt/s |
| Packets dropped | 0 (0.00 %) |
| Average loss-burst size | 0 pkt |
| Error lines | 0 |

Figure 3.6. Normal Test Traffic (Mininet Implementation)
However, throughout the DDoS attacks, a total of 143319 packets were transmitted. The smallest possible delay time is now 0.000013 seconds, while the largest is now 1.966813 seconds. As a whole, the average latency is also 0.007989 seconds. The fact that no data has been lost due to the primary controller’s failover problem during the DDoS attacks is further proof that the system is working as intended (see Figure 3.7). The average packet rate decreased during the failover by 9.22%, from 2631.4 packets per second to 2388.7 packets per second. This may indicate that the design’s performance decreased by around 9%.

Figure 3.7. Traffic During the DDoS Attack (Mininet Implementation)
3.3.3. Restore Time

Restore time of the primary RYU controller in the network when it fails due to DDoS attacks, relative to the size of the attack, is one of the most important performance indicators for determining the effectiveness of our design against DDoS attacks. Figure 3.8 depicts the results of our tests comparing the magnitude of DDoS attacks on the primary controller and the latency that the system needs to elect a new primary controller when the affected primary controller fails. After a DDoS attack, it typically takes the RYU controllers between 6.16 and 6.93 seconds to select the new primary controller after the previous one has failed. This time has no effect on the operation of the controller or the network, as each network device has a predetermined amount of time before communicating with the primary controller for the flow table update. This timeframe exceeds the time required by our design to select the new primary controller and therefore will not affect the operation of the network.

![Restore Time of Primary Controller vs. the Size of DDoS Attacks](image)

Figure 3.8. Restore Time with different Sizes of the DDoS Attacks
3.3.4. Time Delay and the Size of Network

Figure 3.9 shows the link between the network’s traffic and the maximum latency in our hardware-based SDN network design. The direct connection to the RYU controller, the simple topology design, and the Open vSwitch capability are essential for the design’s better performance compared to the emulating environment (Mininet) on different VMs machines. Delays might be as high as 0.58 seconds and as low as 0.30 seconds.

Figure 3.9. Transmission Delay during the DDoS Attacks (HW Implementation)

On the other hand, Figure 3.10 illustrates how the amount of network traffic affects the maximum latency in our designed SDN network with Mininet and different VMs. Although packet losses are eliminated even during peak traffic times, the maximum delay grows as the number of packets transmitted in the network increases.
3.4. Summary and Limitations

Our SDN control plane architecture is based on the open-source RYU SDN controller, which is free to use. In the future, this may be expanded to include POX, ONOS, NOX, and Floodlight, which are all open-source controllers in the SDN space. This means that each open source has its own set of shortcomings in this area, making it more challenging to get several controllers to work together to provide things like synchronization and information sharing across networks and countermeasure the threat of DDoS attacks against the control plane of the SDN. Also, the new challenge is in developing a variety of open-source controllers for the SDN control plane that all rely on the same flow tables and network information to provide services to all of the devices in the same network. We may also put our architecture to the test by putting the features of multiple open-source controllers on an already-existing network with a wide range of nodes, traffic volumes,
and decision-making needs. In this study, we want to make sure that DDoS attacks don’t cause an SDN control plane with a single point of failure to fail completely. We do this by suggesting a distributed open-source RYU controller architecture. Our proposed architecture for open-source SDN controllers involves multiple open-source RYU controllers, the Zookeeper service, which is in charge of multi-controller and primary controller election, and the Redis database service, which provides high availability and reliability. In our tests, we use Mininet, Open vSwitch, Raspberry Pi, and Ryu controllers to see how well the design works against DDoS attacks. The design shows a very effective way to deal with the problem of a single SDN controller failing during a DDoS attack, with smooth operation and performance and no packet loss when the primary controller fails over. In future work, we plan to use a real SDN environment to put our design to the test and show how well it works.
Chapter 4. Detecting and Preventing ARP Poisoning Attacks on the RYU SDN Controller

The man-in-the-middle attack is a significant cause of concern in the security field and has received much attention in recent years. Aside from attempting to obtain sensitive information, the attackers’ goal, also, is to modify or destroy the data itself as it travels between the nodes in the network. It’s important to protect the network from these attacks since they significantly affect the security of all the information on it [29]. According to [28], the Man-In-The-Middle (MITM) attack is the most common and successful method used by cybercriminals to get access to private information while it is being transmitted between two ends, in this case, the target organization and its customers. Man-in-the-middle attacks are particularly dangerous because an attacker can effectively shut down the controller by taking over its functions. More than that, the Attacker may secretly listen in on any discussion taking place between the Controller and the Hosts or between the hosts. The Attacker can eliminate any incoming or outgoing packet and can reroute any packet for their own malicious intent [8]. All routing decisions in an SDN are handled centrally by the controller. This means that the entire network is vulnerable to attack once the Man-In-The-Middle (MITM) compromises the communications between the hosts. It’s a failure for the network providers and their clients. Man-in-the-middle attacks include ARP poisoning, IP spoofing, DNS spoofing, SSL hijacking, Wi-Fi eavesdropping, email hijacking, session hijacking, and HTTP spoofing [75]. This paper focuses on ARP poisoning in RYU-controlled SDNs and attempts to develop an SDN solution to detect and protect against this type of MITM attack.
This work addresses the following research objectives:

- Provide the RYU SDN Controller ARP Poisoning Security Application (Ryu-ARP) as a lightweight and efficient solution for the RYU controller to detect and prevent Man-In-The-Middle (MITM) Attacks, particularly poisoning ARP attacks in the SDN.

- Identify the Internet Protocol (IP) address, Media Access Control (MAC) address, and port number of the MITM attacker, as well as the IP, MAC Address, and port numbers of the compromised SDN hosts.

- As an advantage of SDN technology, enhance the security and reliability of the RYU controller with a lightweight and efficient software solution.

In order to secure the communication between the RYU SDN controller and the switches as well as the communication between the hosts in the network from ARP poisoning attacks, it is crucial to detect and prevent MiTM attacks.

Therefore, This research proposes a solution as an application on the RYU SDN controller for identifying and preventing ARP poisoning attacks. This part of the dissertation is structured as follows: Section 4.1 outlines the problem’s background. The solution is described in Section 4.2. In Section 4.3, the conducted experiment and evaluation are illustrated. Finally, the chapter concludes with Section 4.4.
4.1. Background

The Address Resolution Protocol (ARP) is a protocol by which a dynamic IP address is linked to a static MAC address or the address of a physical computer in the network. A computer is assigned an IP address when it connects to a network so that it can be recognized and communicate with other computers on the network. The primary function of ARP is to map 32-bit IPv4 addresses to 48-bit MAC addresses [23]. In order to determine if the IP-to-MAC-address mapping has already been performed, a device checks its ARP cache each time it requests a MAC address to send a packet to another device on the network. If it already exists, there’s no need to make another request. If the translation between the IP and the MAC address has not been done yet, the request for network addresses is submitted, and Address Resolution Protocol (ARP) is used for this purpose [100].

4.1.1. MITM Attacks in SDN

A Man-In-The-Middle (MITM) attack is a form of eavesdropping attack in which the attacker disrupts an ongoing data transmission by placing themselves in the "middle" of the data transfer. Figure 4.1 demonstrates some MITM threats in SDN.

A MITM attack includes three components: two victims on opposite ends of a communication channel, and an attacker posing as a middleman. With access to the channel, the attacker may watch and change messages between the two ends of the communication channel. Now, the attack will mislead both ends of the communication channel into thinking the attacker’s MAC address is the legitimate one [32].
Figure 4.1. Example of MITM Attacks in the SDN

As shown in Figure 4.2 for a typical MITM attack, two victim Endpoints exchange public keys (Endpoint 1 PK and Endpoint 2 PK) to establish encrypted communication. The attacker places themselves in the middle of this communication channel between the two victims (Endpoint 1 and Endpoint 2) and provides them with its public key (MITM PK). Every Endpoint now believes the MITM PK to be legitimate. The first victim (Endpoint 1) then encrypts and sends a message to the second victim using the attacker’s public key (MITM PK) (Data 1). The attacker is in possession of the private key and uses it to decrypt Data 1. The attacker will then transmit plaintext that has been encrypted with Endpoint 2’s public key to Endpoint 2 (Data 2) [28].
The SDN’s southbound interfaces are vulnerable to Man in the Middle (MITM) attacks. Host-to-host communication must be protected from man-in-the-middle attacks, and the controller-to-data-plane-devices connection must also be secured. That should make a MITM attack less likely to happen. Without proper protection, data integrity issues might arise when moving information between control and data plane nodes [70]. This form of attack will have consequences on both the control and data planes. One of the primary challenges of software-defined networks is the data modification between the control and data planes [11].
4.1.2. ARP Poisoning in SDN

The Address Resolution Protocol (ARP) is commonly employed to convert IP addresses to MAC addresses. Every host on a subnet has its own ARP cache for mapping IP addresses to MAC addresses. Modern network protocols maintain this table by monitoring ARP packets unless manually specified. Despite its widespread use, ARP has significant flaws. For example, there is no built-in way for a receiver host to verify the authenticity of the sending host in an ARP transmission [43]. In addition, ARP is a stateless protocol, meaning that nodes may send ARP answers even if they haven’t received an ARP request. Since an attacker may employ ARP Cache Poisoning to launch further attacks, including as Denial of Service (DoS), Man-in-the-middle (MITM), and Host Impersonation attacks, its prevention is crucial in both traditional and SDN networks [85]. This research [68] is the first to quickly describe the working principles of six methods to mitigate this threat in SDN. In this study [90], they conduct a comprehensive literature review of the methods available for mitigating ARP Cache Poisoning attacks in SDN. With SDN, an ARP cache poisoning attack may be launched against both Proxy ARP and Regular ARP.

Taking advantage of the centralized nature of SDN, Proxy ARP allows the Controller to respond to all ARP inquiries on the network. When an ARP packet is received, the switch sends it on to the Controller. On the other hand, Regular ARP in SDN functions in the same way as it does in traditional networks. The host broadcasts an ARP request across the network and receives a MAC address from the replying host in a unicast ARP reply [31] [62] and [14].
Proxy ARP Poisoning

The target of a proxy ARP poisoning attack is the SDN controller’s ARP cache, which the intruder will attempt to corrupt with malicious entries. Fake packets might be sent to the controller in the form of ARP requests or replies to achieving this goal [15]. Those kinds of fake packets could potentially corrupt the controller’s ARP cache by posing as either a request or a reply. Poisoning the SDN controller’s ARP cache could have many other effects on the network as a whole. For example, a man-in-the-middle attack could be used to get important information from the network flow [47], [49].

Figure 4.3. Proxy ARP Poisoning in the SDN
Regular ARP Poisoning

The attacker’s goal in this regular ARP poisoning attack is to corrupt victims’ caches on the SDN’s hosts. Similar to attacks on traditional networks, this attack involves sending fake ARP request packets in an effort to poison hosts’ ARP caches. This attack may also be carried out by sending fake ARP replies or sending unnecessary ARP packets [16].

Figure 4.4. Regular ARP Poisoning in the SDN

4.2. Methodology and Implementation

Section 4.2.1 covers the apparatus, Section 4.2.2 describes the research environment, and Section 4.2.3 explains the experiment.
4.2.1. Apparatus

The hardware and software required to create and perform this ARP poisoning for the SDN study are detailed in Table 4.1. To simulate our network, we used Mininet [http://mininet.org/](http://mininet.org/). We used the Ettercap tool [https://www.ettercap-project.org/](https://www.ettercap-project.org/) to generate the ARP poisoning attacks. For our study, we used the Ryu controller as the main controller in the control plane [https://ryu-sdn.org/](https://ryu-sdn.org/). This controller is open-source and can operate on MacOS, Linux, or Windows.

<table>
<thead>
<tr>
<th>Device</th>
<th>System Details</th>
<th>Software Details</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor</td>
<td>Intel(R) Core(TM) i7-8550U CPU @1.99 GHz</td>
<td>VMWare Workstation Pro</td>
<td>16.2.4 build-20089737</td>
</tr>
<tr>
<td>System Type</td>
<td>64-bit Windows 11 OS, x64-based processor</td>
<td>Linux</td>
<td>Ubuntu 20.04.3 LTS</td>
</tr>
<tr>
<td>Graphics Card</td>
<td>NVIDIA GeForce MX150</td>
<td>Mininet</td>
<td>2.3.0</td>
</tr>
<tr>
<td>Manufacturer</td>
<td>HP Spectre x360</td>
<td>RYU</td>
<td>4.34</td>
</tr>
<tr>
<td>Memory (RAM)</td>
<td>16.0 GB</td>
<td>Ettercap</td>
<td>0.8.3.1-Bertillon</td>
</tr>
</tbody>
</table>

4.2.2. Experimental Environment

For the research environment, we configured an RYU SDN controller and a network for the experimental study. We used a Mininet VM to create a virtual network, and a Linux Ubuntu version 5.4.0-105-based VM to host the RYU controller. Using a Windows 11-based laptop, VMware was used to manage both VMs. To simulate a network managed by the RYU controller, we connected the RYU controller to the Mininet virtual network. This enabled us to have configuration control over our experimental network without the need for additional hardware. Tools to conduct ARP spoofing attacks have proliferated in response to the widespread use, significance, and actual risks of such exploits. Most operating systems have support for these ARP simulation applications. The most common ARP spoofing attack software are Ettercap [1], Dsniff [2], Yersinia [3], and Cain and
able 3. To test our solution against the MITM attack, we have performed the MITM attack using Ettercap tools.

4.2.3. Experiment

Our experiment is done in three phases - First, the RYU SDN controller was the central element of our network design with RYU version operating on a standalone VM. The Mininet emulator, which generates a realistic virtual network by executing a genuine kernel, switch, and application code on a separate VM, was also used. We then connected our SDN network architecture on Mininet to the RYU controller as a remote controller in order to govern and run the entire simulation network. In our SDN network, we created several network topologies, tested different forms of network traffic, and validated that the network was operational. Figure 4.5 is an example of a network architecture. In the second phase, we implement our detection and prevention tool, Ryu-ARP, as a security application for the RYU controller. The third phase involved running the MITM ARP poisoning tool Ettercap against our SDN system to create the MITM attack. We compared the performance of our SDN network before, after, and during the MITM attack after we conducted the experiment on our setup with different topologies.

4.3. Ryu-ARP

Ryu-ARP (RYU SDN Controller ARP Poisoning Security Application) is an SDN security application that is added to the RYU SDN controller to make it better at detecting and stopping the threat of a man-in-the-middle attack, specifically ARP poisoning. It is written in Python and can be executed directly with the ryu-manager command used to control the RYU controller.
The Ryu-ARP concurrently works with the RYU controller. The Ryu-ARP is designed with three main components. The first component begins by constructing network-specific ARP cache entries. The ARP cache table consists of IP-MAC matching entries. This component collects IP addresses, Mac addresses, and port numbers for every device connected to the SDN network. All of this data is maintained on the RYU controller for use as a reference and as the foundation for detecting and preventing ARP poisoning attempts. Changes in the network flow table trigger updates to the ARP cache entries.

The second component deal with detecting an ARP poisoning attack. In this function, the Ryu-ARP compares the source Mac addresses of the ARP request to the entries in the ARP cache table that we created in the previous function. If the source Mac ad-
dress of the ARP request does not already exist in the ARP cache table, then the table
must be updated with the new value of that Mac address, along with its IP addresses and
port number. On The other hand, if the source Mac address does exist in the ARP cache
table so Ryu-ARP will check the source IP and port number with the stored values. If it
is the same, then this is a valid ARP request and no further action will be taken, but if it
is different, then this is an ARP poisoning attack and Ryu-ARP will alert the RYU con-
troller for further action.

The third component is to prevent ARP poisoning attacks. This function is respons-
sible for the actual prevention of the attacks. After detecting a poisoning attempt on the
previous function, the Ryu-ARP will block the attacker’s port, thereby removing them
from the network.

4.3.1. Ryu-ARP Algorithm

The following algorithm explains how the Ryu-ARP performs.

4.3.2. Ryu-ARP Usage

The RYU security application (Ryu-ARP) provides two main functions:

- Detecting the presence of a man in the middle attack (ARP Poisoning).
- Preventing the threat of MITM attack, in particular the (ARP poisoning).

Ryu-ARP can be used with the following commands:

```
ryu-manager Ryu-ARP.py
```
The Ryu-ARP will be working alongside the RYU controller and will be responsible for monitoring each and every ARP request that is sent throughout the network in order to reach a conclusion regarding the validity of ARP reply with the entries in the ARP cache. We also have the option of capturing the traffic flow by using the tcpdump command, after which we can generate a .pcap file that has further information regarding the ARP protocol messages.
4.4. Evaluations

In this section, we test and apply Ryu-ARP to a number of different SDN topologies and configurations using Mininet simulation to get a better idea of how well our tools work with different sizes and layouts of SDN networks.

4.4.1. ARP Cache Dataset

This learning process begins with the controller constructing an ARP cache dataset including information about every SDN-connected device. IP addresses, Mac addresses, and port numbers are the three essential components of the Arp cache table. This procedure begins when our tool is launched alongside the RYU controller. The information about each device (IP address, Mac address, and port number) is periodically updated in case a communication connection between hosts is requested.

Figure 4.6 demonstrates the construction of an ARP table with seven switches attached to an RYU controller.

![Figure 4.6. Building The ARP Table](image)
The outcome of this procedure is illustrated in Figure 4.7; this table contains the IP Addresses and Mac Addresses of all devices connected to each switch and host in this SDN network.

Figure 4.7. The ARP Table Information

4.4.2. Detection Process

In one of our performance evaluation experiments for Ryu-ARP, we executed an ARP attack on a topology consisting of seven switches and eight hosts, as shown in Figure 4.5. The IP address of the attacker is 10.1.1.3, while the victim devices are 10.1.1.1 and 10.1.1.8.

The procedure of detection begins by focusing on the source Mac address, which is 10.1.1.1. The Ryu-ARP verifies the source Mac addresses of the ARP request with the entries in the ARP cache table that were constructed when the tool was launched. If the source Mac address of the ARP request does not already exist in the ARP cache table, the
table must be updated with the new value of that Mac address, as well as its IP addresses and port number, which is not the case with 10.1.1.1. The source Mac address does exist in the ARP cache table, thus Ryu-ARP will compare the source IP and port with the cached values, which are 00:00:00:00:01, which is different from what we have while the SDN is under attack from 10.1.1.3. Here, 10.1.1.1’s Mac address is 00:00:00:00:03 as shown in Figure 4.8. Hence, this is an ARP poisoning attack, and Ryu-ARP will notify the RYU controller to block the attacker’s port on 10.1.1.3. In addition, another endpoint of the attack, 10.1.1.8, is also affected by this attack and has an incorrect mac address of the attacker: 00:00:00:00:03.

Table 4.8. The ARP Poisoning attack

<table>
<thead>
<tr>
<th>No.</th>
<th>Time</th>
<th>Source</th>
<th>Destination</th>
<th>Protocol</th>
<th>Length</th>
<th>Info</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>00:00:00:00:03</td>
<td>Broadcast</td>
<td>ARP</td>
<td>42Who has 10.1.1.1? Tell 10.1.1.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>00:00:00:00:01</td>
<td>00:00:00:00:03</td>
<td>ARP</td>
<td>4210.1.1.1 is at 00:00:00:00:01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>00:00:00:00:03</td>
<td>00:00:00:00:03</td>
<td>ARP</td>
<td>42Who has 10.1.1.3? Tell 10.1.1.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>00:00:00:00:08</td>
<td>00:00:00:00:03</td>
<td>ARP</td>
<td>4210.1.1.8 is at 00:00:00:00:08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>51</td>
<td>00:00:00:00:03</td>
<td>00:00:00:00:03</td>
<td>ICMP</td>
<td>42Echo (ping) request id=8x7ee7, seq=32487/59252, ttl=64 (no r.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>00:00:00:00:03</td>
<td>00:00:00:00:03</td>
<td>ICMP</td>
<td>42Echo (ping) request id=8x7ee7, seq=32487/59252, ttl=64 (no r.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.8. The ARP Poisoning attack
4.4.3. Prevention Process

During the preventive phase of our approach, the Ryu-ARP will eliminate the attacker host from the network and block the port that the attacker is using. The warning message will appear on the controller terminal, as shown in figure 4.9, together with all of the information that the administrators require in order to identify the IP address of the attacker (10.1.1.3), as well as his or her port number and Mac address (00:00:00:00:00:03). In addition, Ryu-ARP profiles the targeted devices, which are identified by the IP addresses 10.1.1.1 and 10.1.1.8, as well as the devices’ Mac addresses.

Figure 4.9. The Detection and Prevention of The ARP Poisoning attack

Following the poisoning attack, the status of the ARP Poisoning attacker is shown in Figure 4.10. Because host 3 has been removed from the network, it is no longer able to communicate with any of the other hosts that are part of the network. Also, the AARP cash table had the entry for host 3 deleted as well.
4.5. Summary and Future Work

Ryu-ARP is a very effective solution that operates on the RYU controller and helps to protect against the threat posed by an ARP poisoning attack. It enables the RYU controller to detect and prevent any MITM attempt in the SDN network, and it provides the network administrators with the ability to defend against such an attack without causing any overhead or a lower level of performance.

Ryu-ARP operates with three functions. constructing the ARP cache database with matching IP and Mac addresses, and then utilizing this information as a reference for the second function of the detecting process. The third function is to prevent and eliminate an ARP attacker. Hence, we could use the same three functions in the development of a security application that could be an add-on to other SDN controllers and upgrade
their security application library with an SDN application that could defend against the ARP poisoning attack.

In further work on our ARP poisoning tool (Ryu-ARP), we will look into the possibility of using the exact same technique and algorithm for several different types of SDN controllers. Because the ARP poisoning attack poses a significant risk to the operation of the SDN network, it is essential and a good idea to employ the same strategy when defending against this type of threat. In addition, as future work, we are going to attempt to deploy our security application to hardware devices that are already part of an SDN network. This will allow us to put our tool through its tests and evaluate its performance in addition to the overhead it may impose in the real world.
Chapter 5. Memory Forensics of The OpenDaylight SDN Controller

Software-defined networking (SDN) introduces new issues for cybersecurity approaches and network forensic investigation methodologies. In traditional networking, analytics and network security were based on the control and data information for the network infrastructure being in one place. However, since SDN is a highly centralized scheme, the separation of the data plane and the control plane into two separate layers would definitely require new forensics analysis and security methodologies. SDN is a widely popular approach for virtualizing networking functions. While there has been extensive research on SDN security, little emphasis has been placed on acquiring and analyzing data in the SDN to collect digital evidence for cyber incidents [80]. In the case of a traditional network attack, it is necessary to collect disk and memory data from a wide range of devices on the network in order to figure out what kind of cyber operations have happened and when. However, with the introduction of SDN, the SDN controller now manages the vast majority of network data, providing the investigator with the unique perspective of finding all the network data in one location. The controller is employed to centrally administer the whole network. This technology is beneficial for network users as well as network administrators, and we intend to determine how SDN affects digital forensics investigations.

The main focus of this research is on how SDN, a new technology in the networking field, affects memory and network forensics analytics and security techniques. For the OpenDaylight SDN controller, our main goal is to build a framework for memory forensics and network forensics. By pulling information about network devices and flow tables from the controller’s acquiring memory and analyzing it as part of our work in digital forensics
for the OpenDaylight SDN controller, we can look into and evaluate the security of the SDN environment. As part of this study, we introduce a mechanism for retrieving and analyzing memory data from the OpenDaylight SDN controller. On that basis, we are developing a forensics tool to help detectives work in SDN environments. This research would open up a new dimension for the investigator by identifying new methodologies for acquiring, analyzing, and evaluating digital evidence in SDN settings. The acquisition of memory dumps from the SDN controller is crucial for obtaining information about the network and each device that is connected to it.

Given the importance of a controller to SDN, we focus our research on it. The contributions of this part of the dissertation are given below:

- Enhancing digital forensics research on the SDN controller’s memory and Orchestrating the process of obtaining the SDN controller’s memory.

- We conducted the primary research on SDN network controller memory. Also, we devised and tested the process of acquiring the SDN controller memory of an ODL controller.

- We developed a tool, (SCoNDT) that extracts host IPs and other forensically relevant data from a controller’s memory image.

- We share our collected dataset of memory images publicly for future researchers and reproducibility.

The remainder of the chapter consists of the following sections: Section 4.1 describes the background of our research; Section 4.2 offers an overview of our methodology and implementation; Section 4.3 describes the Exploratory Analysis of the proposed approach; Section 4.4 contains the SCoNDT’s explanation; Section 4.5 provides the evaluation of SCoNDT; Section 4.6 provides some discussion about SCoNDT; and Section 4.7 contains the summary and future work.
5.1. Background

SDN was conceived to virtualize traditional networks. Through network virtualization, the control layer and infrastructure layer are separated. The infrastructure layer refers to the hardware found in a network, such as switches and routers. The control layer refers to the software traditionally integrated into the hardware, such as the software used to route packets in routers. In SDN, there is a software controller which manages this separation and performs these tasks for the network. Some advantages of SDN are:

1. A centralized point for network administrators to access the network and check the status of all devices.
2. A centralized point for applications to interact with the network.
3. Greater scalability of networks, new devices will be managed by the controller.
4. Potential cost savings, especially on hardware.

While the centralization of SDN simplifies management and application development, it also introduces certain security risks. SDN is vulnerable to Denial of Service attacks, if the controller is overloaded then it affects the entire network. [107] and [77] describe SDN in further depth and examine some of the obstacles this technology faces. The packet routing decisions and control tasks in SDN are made by the SDN controllers. In SDN, the southbound interface of the SDN controller is connected to the rest of the network; hence, the majority of information entering the network will have to traverse the memory of the SDN controller. As information that flows through the memory of the SDN controller would leave traces, we limit the scope of our work to examining the memory of the controller. To further explain our work, we provide more background information about SDN controllers in Section 5.1.1.
5.1.1. SDN Controller

The controller is the software component responsible for coordinating the allocation of network resources. Figure 5.1 depicts the core elements of the SDN controller, providing a more in-depth look at the controller’s architecture. The components of the controller serve as the structural basis for the controller’s operation.

![SDN Controller Components Diagram](image)

Figure 5.1. SDN Controller Components

The Controller Management unit maintains all network devices linked to the controller. The Device Manager handles the connections between devices on the network. The Topology Manager describes what connections are made between different devices in the network. The Routing Manager routes packets between source and destination addresses. However, this depends on the protocol used. The Packet Processing component processes packet headers and payloads depending on the network protocol. In order to support other device protocols, developers may implement a SAL. The OS component is the operating
system that the controller runs on top of, typically it is a Linux system. Web-based administration panels are the standard for providing access to the controller through the Management Interface component. These panels provide quick and clear navigation of the controller’s available features. Every controller has an OF module installed, which is responsible for handling messages, actions, table entries, flow rule matching, message queues, and statistics.

There are several types of SDN controllers being used. Some of them are described with their specifications in table 5.1. For our experimental environment, we choose the OpenDaylight [https://www.opendaylight.org/](https://www.opendaylight.org/) controller. This Java-based, open-source controller is compatible with macOS, Linux, and Windows.

<table>
<thead>
<tr>
<th>Controller</th>
<th>Programming Language</th>
<th>Architecture</th>
<th>Platform</th>
<th>License</th>
</tr>
</thead>
<tbody>
<tr>
<td>OpenDaylight</td>
<td>Java</td>
<td>Distributed Flat</td>
<td>Linux, MacOS, Windows</td>
<td>EPL 1.0</td>
</tr>
<tr>
<td>Ryu</td>
<td>Python</td>
<td>Centralized</td>
<td>Linux, MacOS</td>
<td>Apache 2.0</td>
</tr>
<tr>
<td>Floodlight</td>
<td>Java</td>
<td>Centralized</td>
<td>Linux, MacOS, Windows</td>
<td>Apache 2.0</td>
</tr>
<tr>
<td>ONOS</td>
<td>Java</td>
<td>Distributed Flat</td>
<td>Linux, MacOS, Windows</td>
<td>Apache 2.0</td>
</tr>
<tr>
<td>NOX</td>
<td>C++</td>
<td>Centralized</td>
<td>Linux</td>
<td>GPL 3.0</td>
</tr>
</tbody>
</table>

5.1.2. Memory Forensics

The field of Memory Forensics focuses on analyzing the RAM of a computer, also known as the volatile memory. A memory dump is acquired by copying the RAM of a computer. By analyzing the memory dump, you can potentially see information about what a device was doing when the memory was acquired. Memory forensics can also reveal information that was never written to the disk and can be found exclusively in memory. [78] outlines the processes of memory acquisition and memory analysis methods. As
of now, the primary tool used for analyzing memory is Volatility \url{https://github.com/volatilityfoundation/volatility}. \cite{24} describes the state of the field of memory forensics as of the year 2017. When talking about application-specific analysis, it is mentioned that memory forensics is gaining popularity in all types of investigations to obtain information not possible through network or disk forensics. It is also mentioned that the memory of certain IoT devices is also able to be analyzed, showing that memory forensics may be performed on devices other than traditional computers. \cite{17} compares the two methods, live response, and memory imaging, used to acquire a memory dump. There are three requirements for a forensically sound memory acquisition: correctness, atomicity, and integrity \cite{102}. \cite{27} discusses using the Yara library and scanner to automatically search the memory for malware signatures. While it is primarily used to scan for malware, Yara signatures may be used to search for any patterns in memory.

The memory of mobile phones was analyzed by \cite{96}. The authors managed to retrieve outgoing and incoming messages from the memory of the phone a short time after the messages were sent. \cite{25} explores the memory forensics of VR devices. In this research, the physical location of the VR user was found in memory.

5.1.3. Network Forensics

The field of network forensics focuses on extracting and analyzing network interaction data. Prior work constructed a network forensics framework and described basic components of network forensics \cite{81}. The main purpose of network forensics is described as tracking down the attacker of a network, with the goal to prosecute them in a court of law. \cite{38} discusses and compares four main network forensics tools: Xplico, OmniPeek,
NetDetector, and NetIetercept. describe additional tools, as well as some of the common techniques used in network forensics such as packet and email sniffing, web forensics, and IP trace-back techniques.

Packet analysis is another network forensic technique, and it can provide insight into the activities of a network. Analyzing packets can potentially reveal images, messages, and files that were sent over a network. When collecting network forensic artifacts, a lot of insignificant data will be collected. discusses network forensic analysis using AI techniques to make sorting the data simpler. The author’s goal is to use AI to collect key data while keeping non-relevant information confidential. talks about a memory forensics approach to network investigations. In their research, they showed how to find a large number of connections made by other devices in a device’s memory. One hour after the attack has occurred, a large number of malicious packets were still able to be found in the memory of Windows and Linux devices. analyzes the instant messaging app WhatsApp with the goal of extracting the IP address of any device that sent a WhatsApp message. They achieved this by analyzing network traffic.

In, the authors analyzed over twenty Android applications and were able to reconstruct partial and full messages from network traffic. Popular video conferencing apps, WebEx and Zoom, were analyzed using the network, disk, and memory forensics.

This study is concerned with the digital forensics of the OpenDaylight SDN controller. We were attempting to acquire the memory of the controller and then obtain as much information as possible about the SDN network.
5.2. Methodology and Implementation

The apparatus is described in Section 5.2.1, the research environment in Section 5.2.2, and the experiment in Section 5.2.3.

5.2.1. Apparatus

In this section, we describe the devices and software used in our methodology. Volatile was selected because it is widely used, open source, extendable, utilizes Python, and is compatible with Windows, Mac, and Linux. Table 5.2 details the hardware and software used to produce and perform this SDN-based memory forensics research. Mininet (http://mininet.org/) was used to simulate our network. To collect the memory dump we used Surge Collect (https://www.volexity.com/products-overview/surge/), and Volatility was used to analyze the collected memory dumps. We used the ODL (https://www.opendaylight.org/) controller for our tests. This controller is open source, programmed in Java, and can run on MacOS, Linux, or Windows.

<table>
<thead>
<tr>
<th>Device</th>
<th>System Details</th>
<th>Details</th>
<th>Software Name</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processor</td>
<td>Intel(R) Core(TM) i7-8550U CPU @1.99 GHz</td>
<td></td>
<td>VMware Workstation Pro</td>
<td>16.2.4 build-20089737</td>
</tr>
<tr>
<td>System Type</td>
<td>64-bit operating system, x64-based processor</td>
<td>Linux</td>
<td>Ubuntu 20.04.3 LTS</td>
<td></td>
</tr>
<tr>
<td>Graphics Card</td>
<td>NVIDIA GeForce MX150</td>
<td>Mininet</td>
<td>Mininet 2.3.0</td>
<td></td>
</tr>
<tr>
<td>Manufacturer</td>
<td>HP Spectre x360</td>
<td>The Volatility Framework</td>
<td>2.6.1</td>
<td></td>
</tr>
<tr>
<td>Memory (RAM)</td>
<td>16.0 GB</td>
<td>OpenDaylight</td>
<td>karaf-0.6.4-Carbon</td>
<td>66</td>
</tr>
</tbody>
</table>
5.2.2. Experimental Environment

For the research environment, we used Mininet in our experiment because it is one of the most effective tools for simulating SDN and virtual networks. It offers a convenient and realistic environment for a low cost [53], [50] [54]. In addition, Mininet-WiFi serves as a tool for simulating wireless OpenFlow/SDN scenarios, enabling experiments with high fidelity that replicate real networking environments [37]. We configured an SDN controller and a testing network. We created a virtual network using a Mininet VM and a second VM running Linux Ubuntu version 5.4.0-105 to host the controller. Using a Windows 10 laptop, both VMs were operated by VMware (https://www.vmware.com/). In order to simulate a network controlled by the ODL controller, we linked the ODL controller to the Mininet virtual network. This allowed us to control the setup of our experimental network without requiring additional hardware. Volexity’s Surge Collect, a tool for memory capture, was installed on the ODL VM. Throughout our experiments, Surge enabled us to acquire memory dumps from the controller. To run Volatility on the memory dumps, a profile of the operating system on which the ODL controller was running was generated.

We began by establishing our research environment and concentrated on the ODL SDN controller running on a Linux operating system. After establishing our environment, we examined the memory of the controller after the regular operation. We concluded by evaluating the memory of the controller following a network attack. Our objective during the process of implementation was to retrieve forensic evidence from memory. We were particularly interested in the network’s structure, current network activity, and recent network connections.
5.2.3. Experiment

The experiment had two different stages. In the beginning, we utilized the ODL SDN controller as the core element of our network design. On a standalone VM, version karaf-0.6.4-Carbon of the ODL ran. The Mininet emulator, which generates a realistic virtual network by executing a real kernel, switch, and application code on a separate VM, was also used. Then, we connected the Mininet network topology to the ODL controller as a remote controller to manage and run the full simulation network.

In our SDN network, we created several network topologies, executed different types of network traffic, and confirmed that the network was operational. Figure 5.2 illustrates an example of a network’s topology.

Figure 5.2. Example of One Experimental Network Topology
In the second step, multiple memory samples of the ODL memory were collected. Surge Collect was used for acquiring different samples of ODL memory images under various setups and topologies (See Table 5.3). After collecting all of the memory samples, we evaluated them with Volatility and conducted the manual analysis. Then, SCoNDT was developed (See Section 5.4).

<table>
<thead>
<tr>
<th>Memory Sample</th>
<th>Topology</th>
<th>Number of Switches</th>
<th>Number of Hosts</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 [2GB]</td>
<td>Linear</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>2 [2GB]</td>
<td>Tree</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>3 [2GB]</td>
<td>Tree</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>4 [2GB]</td>
<td>Tree</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>5 [2GB]</td>
<td>Tree</td>
<td>15</td>
<td>16</td>
</tr>
<tr>
<td>6 [2GB]</td>
<td>Tree</td>
<td>31</td>
<td>32</td>
</tr>
<tr>
<td>7 [2GB]</td>
<td>Single</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>8 [2GB]</td>
<td>Single</td>
<td>1</td>
<td>25</td>
</tr>
<tr>
<td>9 [2GB]</td>
<td>Single</td>
<td>1</td>
<td>50</td>
</tr>
<tr>
<td>10 [2GB]</td>
<td>Single</td>
<td>1</td>
<td>100</td>
</tr>
</tbody>
</table>

5.3. Exploratory Analysis

5.3.1. Volatility Analysis

By investigating memory samples with Volatility, we were able to determine the controller’s execution time. Using Volatility’s _linux bash_ plugin, we restored a log containing command-line entries from the controller. These logs can identify if unauthorized access has occurred and if an adversary has been misusing or misconfiguring a controller in secret. Figure 5.3 displays a sample of the results from our memory analysis, which depicts the various commands submitted into the controller’s terminal. In this figure, you can see the commands run to collect the device’s memory dump using Surge Collect.
Using the "linux netstat" plugin from Volatility, we were able to discover active connections to the SDN controller. The ability to view connections reveals whether or not any unauthorized devices are connected to a network. After detecting malicious connections, additional steps might be taken to block an attacker, such as banning specific IP addresses from the network. Figure 5.4 is an example of output from the controller. This output displays a variety of established connections as well as the listening ports of the controller.

Also, by examining the controller’s process list, it is possible to identify any extra processes. This analysis is helpful when figuring out if malware is running on the controller.
Controller during an investigation. Because If the controller is hacked, the entire network becomes vulnerable. Here, By applying memory forensics and network forensics techniques to the SDN controller’s acquired memory, we were able to extract a significant amount of important information about the operational network and the network devices that were connected to it.

The user name and hashed password of the running controller are retrieved, which is valuable information for gaining access to the controller or other controllers on the same network if they share the same or similar credentials as shown in Figure 5.5.
Figure 5.5. Username and Hashed Password of the SDN controller

Figure 5.6 illustrates how the controller’s IP was retrieved from the acquired memory of the ODL controller.

<table>
<thead>
<tr>
<th>Interface</th>
<th>IP Address</th>
<th>MAC Address</th>
<th>Promiscuous Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>lo</td>
<td>127.0.0.1</td>
<td>00:00:00:00:00:00</td>
<td>False</td>
</tr>
<tr>
<td>ens33</td>
<td>192.168.153.130</td>
<td>00:0c:29:42:ea:96</td>
<td>False</td>
</tr>
</tbody>
</table>

Figure 5.6. The IP Address of the SDN controller

In addition, we were able to extract the MAC and IP addresses of the hosts that were connected to the SDN controller, as shown in Figures 5.7 and 5.8, respectively.
Figure 5.8. IP’s connected to the SDN controller

Using Volatility’s pslst plugin, we recovered a list of running processes. By analyzing the process list, unusual processes can be uncovered. This is helpful during an investigation for exploring if malware may be actively running.

5.3.2. Strings Analysis

By using the Linux `strings` and `grep` programs to scan the memory dump, we were able to locate the Host Tracker service of the ODL controller. Host Tracker is a service that gathers information about nodes in the network, such as their data layer address, switch type, port type, and network address, and provides APIs for accessing this information. Host Tracker’s capabilities can be either static or dynamic. For dynamic activities, the Host Tracker uses ARP to monitor the status of the service. Using northbound APIs, the Host Tracker information is manually created in static mode. This operation stores in memory information about hosts connected to the network, including their IP addresses, MAC addresses, and the timestamps at which they were detected. We developed a Python tool capable of extracting this information.
5.4. SCoNDT

SCoNDT searches a memory dump using the Unix `strings` and `grep` tools for the host tracker service of the ODL controller. This service provides information about each host connected to the network, including its internal IP address, mac address, and the times of its first and last network connections. According to Figure 5.9, it generates this information as an HTML report file that may be viewed using a web browser.

<table>
<thead>
<tr>
<th>ID</th>
<th>IP</th>
<th>Mac Address</th>
<th>First Seen</th>
<th>Last Seen</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>10.1.1.3</td>
<td>00:00:00:00:00:03</td>
<td>2023-01-16 22:47:15.531</td>
<td>2023-01-16 22:47:15.531</td>
</tr>
<tr>
<td>1</td>
<td>10.1.1.1</td>
<td>00:00:00:00:00:01</td>
<td>2023-01-16 22:47:15.626</td>
<td>2023-01-16 22:47:15.626</td>
</tr>
<tr>
<td>2</td>
<td>10.1.1.4</td>
<td>00:00:00:00:00:04</td>
<td>2023-01-16 22:47:15.644</td>
<td>2023-01-16 22:47:15.644</td>
</tr>
<tr>
<td>3</td>
<td>10.1.1.6</td>
<td>00:00:00:00:00:06</td>
<td>2023-01-16 22:47:15.677</td>
<td>2023-01-16 22:47:15.677</td>
</tr>
<tr>
<td>4</td>
<td>10.1.1.5</td>
<td>00:00:00:00:00:05</td>
<td>2023-01-16 22:47:15.694</td>
<td>2023-01-16 22:47:15.694</td>
</tr>
<tr>
<td>5</td>
<td>10.1.1.7</td>
<td>00:00:00:00:00:07</td>
<td>2023-01-16 22:47:15.696</td>
<td>2023-01-16 22:47:15.696</td>
</tr>
<tr>
<td>6</td>
<td>10.1.1.8</td>
<td>00:00:00:00:00:08</td>
<td>2023-01-16 22:47:15.701</td>
<td>2023-01-16 22:47:15.701</td>
</tr>
<tr>
<td>7</td>
<td>10.1.1.10</td>
<td>00:00:00:00:00:0a</td>
<td>2023-01-16 22:47:15.702</td>
<td>2023-01-16 22:47:15.702</td>
</tr>
<tr>
<td>8</td>
<td>10.1.1.11</td>
<td>00:00:00:00:00:0b</td>
<td>2023-01-16 22:47:15.708</td>
<td>2023-01-16 22:47:15.708</td>
</tr>
<tr>
<td>9</td>
<td>10.1.1.12</td>
<td>&quot;00:00:00:00:00:0c&quot;</td>
<td>2023-01-16 22:47:15.709</td>
<td>2023-01-16 22:47:15.709</td>
</tr>
<tr>
<td>10</td>
<td>10.1.1.13</td>
<td>00:00:00:00:00:0c</td>
<td>2023-01-16 22:47:15.709</td>
<td>2023-01-16 22:47:15.709</td>
</tr>
<tr>
<td>11</td>
<td>10.1.1.14</td>
<td>00:00:00:00:00:0d</td>
<td>2023-01-16 22:47:15.710</td>
<td>2023-01-16 22:47:15.710</td>
</tr>
<tr>
<td>12</td>
<td>10.1.1.15</td>
<td>00:00:00:00:00:0e</td>
<td>2023-01-16 22:47:15.716</td>
<td>2023-01-16 22:47:15.716</td>
</tr>
<tr>
<td>13</td>
<td>10.1.1.16</td>
<td>00:00:00:00:00:10</td>
<td>2023-01-16 22:47:15.726</td>
<td>2023-01-16 22:47:15.726</td>
</tr>
<tr>
<td>14</td>
<td>10.1.1.17</td>
<td>00:00:00:00:00:13</td>
<td>2023-01-16 22:47:15.735</td>
<td>2023-01-16 22:47:15.735</td>
</tr>
<tr>
<td>15</td>
<td>10.1.1.18</td>
<td>00:00:00:00:00:09</td>
<td>2023-01-16 22:47:15.741</td>
<td>2023-01-16 22:47:15.741</td>
</tr>
<tr>
<td>16</td>
<td>10.1.1.19</td>
<td>00:00:00:00:00:02</td>
<td>2023-01-16 22:47:15.749</td>
<td>2023-01-16 22:47:15.749</td>
</tr>
<tr>
<td>17</td>
<td>10.1.1.20</td>
<td>00:00:00:00:00:14</td>
<td>2023-01-16 22:47:15.750</td>
<td>2023-01-16 22:47:15.750</td>
</tr>
<tr>
<td>18</td>
<td>10.1.1.17</td>
<td>00:00:00:00:00:11</td>
<td>2023-01-16 22:47:15.785</td>
<td>2023-01-16 22:47:15.785</td>
</tr>
<tr>
<td>19</td>
<td>10.1.1.18</td>
<td>00:00:00:00:00:12</td>
<td>2023-01-16 22:47:15.792</td>
<td>2023-01-16 22:47:15.792</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Username</th>
<th>HashedPassword</th>
</tr>
</thead>
<tbody>
<tr>
<td>odl</td>
<td>$6zchz/0vggHZKDDM$ypFgPH22K9gBZ7f96YY/8Widoll...</td>
</tr>
<tr>
<td>root</td>
<td>$3M0TY4hV0GQT..k4$3YoGWwueW4FAW6LB6ZydIAlnOd...</td>
</tr>
</tbody>
</table>

Figure 5.9. SCoNDT Output From Memory Sample 1
Due to the fact that SCoNDT reads volatile memory, there may be instances where data is incomplete. Host activity triggers the Host Tracker service. Hence, if a host has an extended period of inactivity during a memory capture, it is likely that some data is missing, as shown in ID 4 of Figure 5.10.

<table>
<thead>
<tr>
<th>ID</th>
<th>IP</th>
<th>Mac Address</th>
<th>First Seen</th>
<th>Last Seen</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>10.1.1.6</td>
<td>00:00:00:00:00:00:06</td>
<td>2022-11-01 13:39:48.415</td>
<td>2022-11-01 13:39:48.415</td>
</tr>
<tr>
<td>4</td>
<td>10.1.1.2</td>
<td>00:00:00:00:00:00:00</td>
<td>1969-12-31 16:00:00:00.000</td>
<td>1969-12-31 16:00:00:00.000</td>
</tr>
<tr>
<td>0</td>
<td>10.1.1.1</td>
<td>00:00:00:00:00:00:00</td>
<td>2022-11-01 13:39:48.270</td>
<td>2022-11-01 13:39:48.270</td>
</tr>
<tr>
<td>2</td>
<td>10.1.1.4</td>
<td>00:00:00:00:00:00:04</td>
<td>2022-11-01 13:39:48.365</td>
<td>2022-11-01 13:39:48.365</td>
</tr>
<tr>
<td>3</td>
<td>10.1.1.3</td>
<td>00:00:00:00:00:00:03</td>
<td>2022-11-01 13:39:48.360</td>
<td>2022-11-01 13:39:48.360</td>
</tr>
<tr>
<td>5</td>
<td>10.1.1.8</td>
<td>00:00:00:00:00:00:08</td>
<td>2022-11-01 13:39:48.392</td>
<td>2022-11-01 13:39:48.392</td>
</tr>
<tr>
<td>6</td>
<td>10.1.1.7</td>
<td>00:00:00:00:00:00:07</td>
<td>2022-11-01 13:39:48.392</td>
<td>2022-11-01 13:39:48.392</td>
</tr>
</tbody>
</table>

Figure 5.10. SCoNDT Output From Memory Sample 4

The Host Tracker service is part of the L2 switch project [https://test-odldocs.readthedocs.io/en/latest/user-guide/l2switch-user-guide.html#overview](https://test-odldocs.readthedocs.io/en/latest/user-guide/l2switch-user-guide.html#overview). It is necessary for this to be installed on the ODL in order to use the SCoNDT tool. This is done by installing the ODL-L2 switch-switch-ui feature. After installing, a configuration file needs to be created and placed in the config directory of the ODL controller as shown in Figure 5.11. This modification includes switching the L2 switch from proactive flood mode to reactive flood mode by creating a new XML file with the following content to the directory: opendaylight-15.1.0 /etc/opendaylight/datastore/initial/config.
Figure 5.11. XML File to Change Configuration of L2 Switch in ODL

5.4.1. SCoNDT Algorithm

Algorithm 3 provides insight into how the SCoNDT tool functions. To start, the input file is searched for the string signature related to the host tracker service, usernames, and hashed passwords. After all relevant strings are found, they are parsed and the relevant information is saved. Once all information is parsed, an HTML table is generated as a report.

Algorithm 3: The Pseudocode of SCoNDT

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><strong>Input</strong>: Memory Dump of The SDN Controller (ODL)</td>
</tr>
<tr>
<td>2</td>
<td><strong>Output</strong>: ODL Controller’s information</td>
</tr>
</tbody>
</table>

function MAIN  
strings = get_strings()  
hostData = parse_host_string(strings)  
userData = parse_user_string(strings)  
generate_report(hostData, userData)  
end function  
return HTMLfile(ODLInformationReport)

We detail the description of SCoNDT:

• Function **get_strings**

Input: Memory sample file path

Unix strings and grep operations find signatures for the host tracker service and username and hashed password combinations

Returns: A list of strings
• Function parse_host_string

Input: List of strings

Parses strings for host id, IP address, mac address, first seen date, and last seen date, and stores that information in a host object

Returns: A host object

• Function parse_user_string

Input: List of strings

Parses strings for username and hashed password, and stores that information in a user object

Returns: A user object

• Function generate_report

Input: Two data frames and a file name

Creates an HTML file with a user-provided name or the default name Drop duplicates from the host information data frame and username and hashed password data frame

Returns: Write data frames to the file

• Function Main

Input: Optional flags, Memory sample file path, Report file name

Check for -h option, if true show the help page

Call get_strings function, the store returned list of strings in the search variable

Call parse_host_string function and store each host object in the data frame

Call parse_user_string function, store each username and hashed password combination in the data frame

Call generate_report function
5.4.2. SCoNDT Usage

The tool provides two main functions:

- Parsing network data from ODL computer memory images.
- Parsing usernames and hashed passwords from ODL computer memory images.

SCoNDT can be used with the following commands:

```
python2 scondt.py -h
python2 scondt.py inputFileName outputFileName
```

In order to learn more about SCoNDT, you may use the -h option to bring up a menu with explanations. Memory dump files are only accepted as input, and the report file’s name is determined by the name of the file that is written out. In the absence of an explicit file name, the output will be saved under the name “Result”. An HTML report will be generated by the SCoNDT and saved in the same folder as the scondt.py file after running this command.

5.5. Evaluation of SCoNDT

Here, we put SCoNDT through its tests by putting it to the test on several memory samples we pulled from the ODL controller.

5.5.1. Memory Samples

The different memory samples used to evaluate SCoNDT are listed in Table 5.4. To determine how many hosts SCoNDT could recover, we created simulated networks with varying numbers of hosts and IP addresses.
5.5.2. Results

Data from Table 5.4 shows that, with the exception of Memory Sample 4, SCoNDT was robust enough to recover both the total number of hosts present in each memory sample that was tested as well as the individual IP and MAC addresses of each host connected to the ODL controller. SCoNDT was also able to retrieve the ODL controller’s user name, the root user, and hashed passwords. SCoNDT additionally provides information about what times a device was first and last seen connected to the network, which is critical for investigations. SCoNDT reconstructed data about the SDN network in times ranging from 14.96 seconds to 23.65 seconds. Even with memory smearing, SCoNDT was capable to detect all host IPs in nine of ten memory samples. For the one test where all host IPs were not recovered, SCoNDT still recovered all information but one of the host IP addresses. We also note that for the third memory sample, the full host IP was not recoverable, and only part of the host IP was reconstructed. Overall, we deem this as an acceptable result since memory is volatile, and memory smearing is expected.

5.5.3. Performance

SCoNDT was evaluated on an Intel Core i7-4870HQ processor. The average time for SCoNDT to complete its operation was just 17.9 seconds. Unix strings operation has spent an average of 17.7 seconds during the runtime. The remaining 0.2 milliseconds were used for doing things like parsing the host data, identifying the username, hashed passwords, and generating the report. File sizes for the memory samples were 2GB. When the size of the string is increased, the runtime also increases since the string’s operation consumes the majority of the operation time.
<table>
<thead>
<tr>
<th>Memory Sample</th>
<th># of Hosts</th>
<th># of host IPs Detected</th>
<th>User Name Detected</th>
<th>Hashed Password Detected</th>
<th>Processing Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 [2GB]</td>
<td>20</td>
<td>20</td>
<td>Yes</td>
<td>Yes</td>
<td>14.9689 s</td>
</tr>
<tr>
<td>2 [2GB]</td>
<td>2</td>
<td>2</td>
<td>Yes</td>
<td>Yes</td>
<td>23.6577 s</td>
</tr>
<tr>
<td>3 [2GB]</td>
<td>4</td>
<td>4</td>
<td>Yes</td>
<td>Yes</td>
<td>16.2847 s</td>
</tr>
<tr>
<td>4 [2GB]</td>
<td>8</td>
<td>7</td>
<td>Yes</td>
<td>Yes</td>
<td>15.5904 s</td>
</tr>
<tr>
<td>5 [2GB]</td>
<td>16</td>
<td>16</td>
<td>Yes</td>
<td>Yes</td>
<td>16.5688 s</td>
</tr>
<tr>
<td>6 [2GB]</td>
<td>32</td>
<td>32</td>
<td>Yes</td>
<td>Yes</td>
<td>18.9154 s</td>
</tr>
<tr>
<td>7 [2GB]</td>
<td>15</td>
<td>15</td>
<td>Yes</td>
<td>Yes</td>
<td>18.2491 s</td>
</tr>
<tr>
<td>8 [2GB]</td>
<td>25</td>
<td>25</td>
<td>Yes</td>
<td>Yes</td>
<td>15.2733 s</td>
</tr>
<tr>
<td>9 [2GB]</td>
<td>50</td>
<td>50</td>
<td>Yes</td>
<td>Yes</td>
<td>17.5244 s</td>
</tr>
<tr>
<td>10 [2GB]</td>
<td>100</td>
<td>100</td>
<td>Yes</td>
<td>Yes</td>
<td>22.2256 s</td>
</tr>
</tbody>
</table>

A network forensics investigation involves collecting as much evidence from the network as feasible. Our objective was to determine which digital evidence could be recovered from the SDN controller’s memory. We have been able to obtain forensically relevant data based on our results. Volatility allowed us to recover ODL controller command-line inputs, processes, and open connections and ports. Our SCoNDT tool was also highly effective at reconstructing the number of hosts set by the SDN controller. In every memory dump tested, it was also able to recover the username and hashed password.

5.6. Discussion

A network forensics investigation consists of gathering as much evidence as possible from the network. Our goal was to explore what artifacts could be extracted from the ODL SDN controller’s memory to inform digital investigations. Based on our findings, we have been able to retrieve forensically relevant data. The host IP addresses and MAC addresses that are recovered can be used to identify which devices are connected to the network and can assist in identifying unknown devices. The recovered timestamps showing when a device was first and last seen can also be used to determine how long a foreign device has been on the network. Volatility allowed us to recover command-line events, processes, and open connections and ports on the ODL controller. Our SCoNDT tool also
showed strong efficacy in being able to reconstruct the number of hosts configured through the SDN controller. It was also able to recover the username and hashed password in each tested case.

5.7. Summary and Future Work

Our study demonstrates that the controller’s memory is of forensic relevance and that existing approaches can be used to retrieve digital evidence in SDN investigations. Our research aimed to discover if useful information could be extracted from the SDN controller’s memory using existing memory forensics methods. We were able to successfully get the process list and network information by probing the memory with volatility. We then looked at the storage to see if there was any further data retrievable that is unavai- lable to the current tools. Using the L2 switch project of ODL, we discovered that the host tracker service stores host-related data in the controller’s memory. Using the host tracker service allowed us to get details about the hosts that connected to the network. We developed SCoNDT after examining the memory layout of the host and the user. SCoNDT performs a search of the acquired memory, gets the corresponding user and host data, and then provides a report in HTML format containing the retrieved data. Evaluation of SCoNDT showed that most hosts on the network might be located in memory. This holds for a wide range of network sizes and configurations. We also found that SCoNDT can be executed in a reasonable time frame.

In order to build upon our successes, we should consider extending SCoNDT’s capabilities to work with additional SDN controllers using our established methodology. Further research needs to investigate the testing of bigger networks. 100 hosts were con-
nected to the greatest network we tested. By examining data from bigger networks, it may be possible to gain a deeper understanding of how much data is stored in the controller’s memory and the limits of retrieving that data. As hosts are added and removed from the network, it is also crucial to understand what changes occur in the controller’s memory. Lastly, in our experiments, we simulated a network by connecting our controller to mininet, a simulation program. Important future steps include applying our technique to a network operating on actual hardware to guarantee that simulated and physical networks are the same.
Chapter 6. Conclusion

Using a virtualized network, the SDN architecture converts traditional networks into scalable, customizable infrastructures. Because of this, software-defined networking (SDN) is set to become the de facto standard for future networks. This research intends to explore some aspects of the security of the SDN, in particular the security of the SDN control plane, beginning with the SDN controller’s single point of failure against the DDoS attacks that are targeted at the RYU controller. Following this, the next research proposes a framework for memory and network forensics for the ODL SDN controller. This framework is called the SDN Memory and Network Forensics Framework (SCoNDT). In the final work, the research results in the development of a lightweight solution for the detection and prevention of MITM attacks (ARP poisoning attacks) in SDN networks.

In this study, we aim to mitigate the risk of a total breakdown in a single-point-of-failure SDN control plane by recommending a distributed open-source controller architecture. This design was used to enhance the security of the RYU SDN controller against the DDoS attacks that aim to take down the primary controller in the SDN control plane, which leads to the failure of the entire SDN network. Our proposed architecture for open-source RYU SDN controllers involves three different components operating together to achieve a reliable system against DDoS attacks: first, we have multiple open-source RYU SDN controllers as the brain of the SDN; second, the Zookeeper service, which is in charge of multi-controller and primary controller election; and third, the Redis database service, which provides high availability and reliability. Mininet, Open vSwitch Raspberry Pi, and Ryu controllers are used in our experiments to further test and evaluate the design architecture. The design shows a very effective solution to the problem of a single SDN
controller failing during a DDoS attack, with smooth operation and performance and no packet loss during the DDoS attack on the primary controller. To further prove the effectiveness of our concept, we intend to implement it in a real SDN environment in future work.

An ARP poisoning is a type of attack that can compromise the RYU controller if an attacker is able to successfully intercept communications and data transmissions while using it. If an attacker is able to get access to the controller or the communication channels, then they are in a position to manipulate the network in any way they choose. This project proposes Ryu-ARP, which stands for RYU SDN Controller ARP Poisoning Security Application. Ryu-ARP is a lightweight security application that can detect and prevent ARP poisoning threats. It is designed to be used with the RYU SDN controller. The Ryu-ARP demonstrates a technique that is not only efficient but also reliable for detecting and preventing ARP poisoning attacks. After putting the tools through their tests on a number of different network architectures and topologies, we found that they consistently deliver a solid performance when it comes to detecting and preventing ARP poisoning.

Finally, SDN simplifies network administration. It is essential that the security and forensics of this technology be properly investigated due to its widespread application. Our research demonstrates that existing digital forensics approaches may be used to retrieve digital evidence in SDN investigations and that the controller’s memory is forensically significant. In this research, we analyzed existing memory forensics methods to evaluate if pertinent data might be extracted from the memory of an SDN controller. We were able to get the process list and network information after successfully utilizing volatility to investigate the memory. In addition, we investigated the memory to discover what more
data may be obtained that existing techniques cannot locate. We’ve discovered that the ODL L2 switch project’s host tracker service stores information about hosts in the controller’s memory. By doing a search for the host tracker service, we were able to get information on the network-connected hosts. We also discovered that specific information about the controller’s users, such as usernames and hashed passwords, is saved in memory. After understanding how host and user data are saved in memory, we developed the SCoNDT tool. SCoNDT searches the acquired memory for user and host data, retrieves this information, and generates an HTML report including all the data discovered. Evaluation of SCoNDT demonstrated that the majority of network-connected hosts may be identified in memory. This is true for several network sizes and topologies. Our assessment also shows that SCoNDT can be executed within a realistic timeframe.
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