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Abstract

This work consists of results on three questions in the algebraic theory of forms.

The first question deals with characterizing the Witt kernel (i.e. the anisotropic non-singular quadratic forms over that become hyperbolic) over a given field extension. For separable quadratic and bi-quadratic extension this is well known (for example see [B1, 4.2 and 4.3], [B2, p. 121], [L, p. 200], [ELW, 2.12]). In chapter 2, we provide answers to this question for inseparable quadratic and bi-quadratic extensions. We provide theorem 2.1.5, which in particular answers question 4.4 in [B2]. From this result we prove the excellence property for inseparable quadratic extension, which is in turn used to find the Witt kernels of inseparable bi-quadratic extensions.

In the third chapter we study the relation between similarity of quadratic forms and isomorphism and place equivalence of their function fields. In sections 3.1 and 3.2, we show that the function fields of special Pfister neighbors of the same Pfister form are isomorphic. Also we show that any Pfister neighbor of codimension $\leq 4$ is special; in particular this implies place equivalence implies birational equivalence in this case. Together with the main result of [H3], this gives an affirmative answer of the quadratic Zariski problem in dimension 3. (see §3.3). In §3.4 we provide few results on the problem of descent of similarity over field extensions and some examples were similarity is determined by their generic splitting tower.

In the last chapter we provide a positive answer for the following conjecture of Pfister-Leep in the special case $d = \text{the characteristic of the field } k$:

**Conjecture.** For a fixed $d$, if $k$ is a $C_0^d$-field, then $k$ is a $p$-field for some prime $p \neq d$. 

iv
1.1 Terminology, Notations and Basic Facts

Our standard references on quadratic forms are Lam’s book [L], Scharlau’s book [Sch] and Baeza’s lecture notes [B2].

Let $k$ be a field. The set of non-zero elements of $k$ will be denoted by $k^*$. A \textit{quadratic $k$-form} $q$ (or simply a form) is a map from a finite dimensional $k$-vector space $V$ to $k$ satisfying: (i) For every $a \in k$ and $x \in V$, $q(ax) = a^2 q(x)$, and (ii) $B_q(x,y) := q(x+y) - q(x) - q(y)$ is a bilinear map. $(V, q)$ is called a quadratic space. For simplicity we write $q$ for $(V, q)$. The dimension of $q$, $\dim q := \dim V$. After fixing a basis of $V$, we may consider the map $q$ as a homogeneous polynomial of degree 2 in $n$ coordinate indeterminates, where $n = \dim V$. We will sometimes work interchangeably with both the quadratic map and the polynomial and make no distinction between them.

Two quadratic spaces $(V, q_1)$, $(V, q_2)$ are \textit{isometric}, denoted by $q_1 \cong q_2$, if there exists a linear isomorphism $L : V \rightarrow V$ such that for every $x \in V$, $q_1(x) = q_2(Lx)$ (This equivalent to saying that the polynomial $q_1$ can be obtained from the polynomial $q_2$ by an invertible linear change of variables).

The forms $q_1$ and $q_2$ are called \textit{similar}, denoted by $q_1 \approx q_2$, if there exists $a \in k^*$ such that $q_1 \cong aq_2$. A form $q$ is called \textit{non-singular} if the subspace $V^\perp := \{ x \in V \mid B_q(x,y) = 0 \text{ for all } y \in V \} = 0$, or equivalently, if the matrix $(B_q(e_i, e_j))$ with respect to a basis $\{ e_1, \ldots, e_n \}$ of $V$ is nonsingular.

Two vectors $x$ and $y$ are called \textit{orthogonal} if $B_q(x,y) = 0$. The form $q$ is said to \textit{represent} an element $a \in k$, written $q \sim a$, if there exists a vector.
such that \( q(x) = a \). The set of elements non-trivially represented by \( q \) over \( k \) is denoted by \( D_k(q) \); the subscript will sometimes be omitted. The form \( q \) is called isotropic if it represents 0 non-trivially; otherwise it is called anisotropic. A subspace \( W \) of \( V \) is said to be totally isotropic if \( q|_W = 0 \). If \( (V_1, q_1) \) and \( (V_2, q_2) \) are quadratic spaces, then their orthogonal sum \((V, q)\) is defined by: \( V = V_1 \oplus V_2 \) and \( q(x_1 \oplus x_2) := q_1(x_1) + q_2(x_2) \). In this case we write \( q = q_1 \perp q_2 \).

The non-singular isotropic two-dimensional is called a hyperbolic plane, and will be denoted by \( H \). With a suitable choice of basis, the polynomial corresponding to \( H \) is \( XY \). A form is called hyperbolic if it is isometric to \( r \times [0,0] := [0,0] \perp \ldots \perp [0,0] \) (\( r \) summands). Any non-singular form \( q \) can be decomposed into \( q \cong rH \perp q_1 \) with \( q_1 \) anisotropic. The positive integer \( r \) is uniquely determined by \( q \) and so is \( q_1 \), up to isometry. The form \( q_1 \) is called the anisotropic part or the kernel of \( q \), and \( r \) is called the Witt index of \( q \). Two nonsingular forms \( q_1 \) and \( q_2 \) are said to be Witt equivalent if they have isometric kernel forms. This is an equivalence relation and the equivalence classes form an abelian group called the Witt group of \( k \) and denoted by \( W(k) \). (Actually \( W(k) \) is a ring with the multiplication being the tensor product of forms, but it will not be needed in this work.)

Let \( q \) be a \( k \)-form and \( L/k \) be a field extension. Then \( q \) is also an \( L \)-form. We write \( q_L \) or \( q \otimes L \) for the \( L \)-form \( q \).

1.1.1 Forms over fields of characteristic \( \neq 2 \). Over such fields, any quadratic form is isometric to a diagonal form \( (a_1, \ldots, a_n) := a_1X_1^2 + \cdots + a_nX_n^2 \). (This corresponds to choosing a basis \( \{ e_1, \ldots, e_n \} \) of pairwise orthogonal vectors with \( q(e_i) = a_i \).) The form \( q \) is non-singular if the product \( a_1 \cdots a_n \neq 0 \). The class of the element \( \det(q) := a_1 \cdots a_n \) in \( k*/(k^*)^2 \) is called
the determinant of \( q \). The determinant of a quadratic form \( q \) does not change when \( q \) is replaced by another form isometric to \( q \). The hyperbolic plane \( H \) is isometric to \( (1, -1) \).

1.1.2 Forms over fields of characteristic 2. For nonsingular two dimensional quadratic space \((P, q)\) over a field of characteristic 2 there exists a basis \( e, f \) of \( P \) such that \( B_q(e, f) = 1 \). With respect to such a basis, \( q \) is denoted by \([a, b]\), where \( q(e) = a \), and \( q(f) = b \). Arf showed in [1, Satz 2] that any nonsingular quadratic space \((P, q)\) is the orthogonal sum of such nonsingular two dimensional subspaces:

\[(P, q) = P_1 \perp \ldots \perp P_n.\]

In particular, the dimension of a nonsingular quadratic space is even. For \( i = 1, \ldots, n \), let \( e_i, f_i \) be a basis of \( P_i \) such that \( B_q(e_i, f_i) = 1 \), and let \( a_i = q(e_i) \) and \( b_i = q(f_i) \). Then \( e_1, f_1, \ldots, e_n, f_n \) is a basis of \( P \) with respect to which \( q = [a_1, b_1] \perp \ldots \perp [a_n, b_n] \). The Arf invariant of a non-singular quadratic form is defined to be the class of the element \( a_1b_1 + \cdots + a_nb_n \) in \( k \) modulo the (additive) subgroup \( \mathcal{P}(k) := \{c^2 - c \mid c \in k\} \). The following known result (see [Sch, p. 341, Lemma 4.4.(i)]) will be used frequently in chapter 2 without reference.

**Proposition** Let \( q_1 \) and \( q_2 \) be nonsingular forms of dimension 2. Then \( q_1 \) and \( q_2 \) are isometric if and only if \( q_1 \) and \( q_2 \) represent a common element and have the same Arf invariant.

1.1.3 Pfister forms. Let \( k \) be a field of characteristic \( \neq 2 \). The 0-fold Pfister form is \( \langle 1 \rangle \), the 2-fold Pfister form is \( \langle 1, a \rangle \perp d \langle 1, a \rangle \), and an \( n \)-fold Pfister form is defined to be \( Q \perp dQ \) where \( d \in k^* \) and \( Q \) is an \( (n - 1) \)-fold Pfister form. The following important properties of Pfister forms will be used frequently in chapter 2.
For a Pfister form $P$ we have:

(i) $P$ is non-singular form of dimension $2^n$, and for $n > 1$, $P$ has determinant 1.

(ii) If $P$ is isotropic, then $P$ is hyperbolic.

(iii) If $P$ represents $a \in k^*$, then $P \cong aP$.

It is known that a four dimensional form is similar to a Pfister form if and only if it has determinant 1.

For fields of characteristic 2, the 0-fold Pfister form is $[1, a]$ where $a \in k^*$, and an $n$-fold Pfister form is defined to be $Q \perp dQ$ where $d \in k^*$ and $Q$ is an $(n-1)$-fold. In characteristic 2, a four dimensional form is similar to a Pfister form if and only if it has trivial Arf invariant. The properties (ii) and (iii) above still hold for Pfister forms in characteristic 2.

1.2 Function Fields

Here we recall some of the basic definitions and results about function fields of quadratic forms that will be used frequently in chapter 3.

Let $k$ be a field of characteristic $\neq 2$. A function field is a finitely generated field extension $K/k$. We use $\dim$ for the transcendence degree of a function field. A pure transcendental function field is also said to be rational, and we consider the case that $K = k$ to be a rational extension of $\dim 0$. A generic zero of an irreducible polynomial $f(X)$ in $n$ indeterminates (over $k$) is an $n$-tuple $(x)$ of elements (from $\Omega$) such that $f(x) = 0$ and $\dim k(x)/k = n - 1$. Every irreducible polynomial has a generic zero, which determines a field extension $k(x)/k$ up to $k$-isomorphism; and the function field of $f(X)$ is defined to be this extension $k(x)/k$ (or, more precisely, any element of the isomorphism class of this extension). Irreducible quadratic form $Q(X_0, X_1, \ldots, X_n)$ is the function field of the dehomogenized polynomial $Q^{af} := Q(1, X_1, \ldots, X_n)$ (which is also
irreducible) and is denoted $k(Q)$. The adjective ‘affine’ will henceforth be dropped, it being understood that by function field of a form we mean its affine function field. (Note: The function field of a form is independent of which indeterminate is used to dehomogenize the form.) A function field of a nonsingular quadratic form is also called a quadratic function field for short. Two irreducible forms $Q$ and $Q'$ are said to be birationally equivalent if $k(Q) \cong k(Q')$.

Any quadratic form of dimension $>2$ is irreducible, hence it has a function field. A two dimensional form is irreducible if and only if it is anisotropic. Also, any two non-singular isotropic form of the same dimension have the same function field.

**Proposition 1.2.1** (cf. e.g. [KI, p. 72, Proposition 3.8]) An irreducible non-singular form $Q$ is isotropic iff $k(Q)/k$ is rational.

The next theorem is essentially an application of the Cassels-Pfister subform theorem (cf. [L, p. 262, Theorem 2.8]).

**Theorem 1.2.2** If $P$ is an anisotropic Pfister form and $Q$ an irreducible non-singular form, then $P$ becomes isotropic over $k(Q)$ (if and) only if $Q$ is similar to a subform of $P$.

**Corollary 1.2.3** If an irreducible nonsingular form $Q$ is birationally equivalent to a subform of an anisotropic Pfister form $P$, then $Q$ is similar to a subform of $P$. In particular birationally equivalent irreducible Pfister forms are isometric.

We will need the following recent and powerful result (see [H4, theorem 1], also [HR2]).

**Theorem 1.2.4** Let $P$ and $\psi$ be $k$-forms with $P$ anisotropic and $\dim P \leq 2^n < \dim \psi$ for some $n \geq 0$. Then $P$ stays anisotropic over $k(\psi)$. 
Following [K1], a field \( K/k \) is called a **generic zero field** for a non-singular \( k \)-form \( q \) if \( q \) is isotropic over \( K \) and for any \( L/k \) with \( q_L \) isotropic, there exists a \( k \)-place \( \gamma : K \rightarrow L \cup \{ \infty \} \). The function field of \( q \) is a generic zero field for \( q \). A **generic splitting tower** \( k_0, k_1, \ldots, k_h \) of a non-singular quadratic \( k \)-form \( q \) (assumed irreducible if \( \dim = 2 \)) can be constructed (inductively) as follows: set \( k_0 = k \) and \( q_0 = (q)_{an} \), the anisotropic part of \( q \). If \( \dim q_0 \leq 0 \), stop with \( k_0 = k \). Otherwise choose \( k_1 \) a generic zero field of \( q_0 \). We repeat this by choosing \( k_i \) a generic zero field of \( q_i \), the anisotropic part of \( q \) over \( k_{i-1} \); and letting \( q_i \) be the kernel of \( q \otimes k_i \). We stop at \( h \) (called the **height** of \( q \)) is the smallest integer such that \( \dim q_h \leq 1 \). The form \( q_{h-1} \) is a Pfister form, and is called the **leading form** of \( q \). The degree of \( q \), written \( \deg q \), is \( n \) where \( 2^n \) is the dimension of the leading form. One generic splitting tower can be constructed by taking \( k_i, i > 0 \), to be the function field of \( q_{i-1} \) over \( k_{i-1} \).
Chapter 2
Witt kernels of inseparable extensions

An important question in the algebraic theory of quadratic forms is to determine the behavior of quadratic forms over field extensions. More precisely, if $K/k$ is a field extension, then the inclusion $i : k \to K$ induces a group homomorphism $i^* : W(k) \to W(K)$ of the Witt groups given by $\varphi \mapsto \varphi \otimes K$ for any $\varphi \in W(k)$. The question is to determine the kernel of $i^*$, that is, to determine the anisotropic $k$-forms that become hyperbolic over $K$. This kernel is called the Witt kernel of the extension $K/k$. When $K/k$ is an algebraic extension of odd degree, Springer [Sp] showed that $i^*$ is a monomorphism. If $k$ has characteristic $\neq 2$ and $K/k$ is a quadratic extension, it is a well known

Theorem. ([4, p. 200, Lemma 3.1 and Theorem 3.2]) If $\varphi$ is an anisotropic quadratic $k$-form that becomes isotropic over $K = k(\sqrt{d})$, then there exists $c \in k$ such that $c(X^2 - dY^2)$ is a subform of $\varphi$; and if $\varphi$ becomes hyperbolic over $K$, then there is a $k$-form $q$ such that $\varphi \cong q \perp dq$.

Similar results hold when $k$ is of characteristic 2 and $K$ is a separable quadratic extension: If $K = k[X]/(X^2 + X + b)$ and $\varphi$ is a nonsingular anisotropic quadratic $k$-form which becomes isotropic over $K$, then there exists $c \in k$ such that $c(X^2 + XY + bY^2)$ is a subform of $\varphi$ (see [B2, p. 121, Theorem 4.2]).

In this chapter we determine the Witt kernel for purely inseparable quadratic extensions (§2.1) and for bi-quadratic extensions over fields of characteristic 2 (§2.3). In particular, the first section answers in the affirmative a question of Baeza [B1, 4.4].
2.1 Inseparable quadratic extensions

Throughout this section, let $k$ be a fixed field of characteristic two and $K = k(\sqrt{d})$ be an inseparable quadratic extension of $k$. Here we prove (see 2.1.8) that if a non-singular anisotropic $k$-form $\varphi$ becomes hyperbolic over $K$, then $\varphi$ is isometric to $q \perp dq$ for some $k$-form $q$. This answers a question of Baeza [B1, 4.4] who showed the corresponding weaker assertion with isometry replaced by Witt equivalence. Actually we prove a sharper result (see 2.1.6). The results in this section have been published as [A].

**Proposition 2.1.1** (cf. [A, 2.1]) Let $(V, q)$ be a nonsingular quadratic space and $S$ be a totally isotropic subspace of $V$. If the Witt index of $q$ is greater than $\dim(S)$, then $S$ is contained in a totally isotropic subspace of dimension $1 + \dim(S)$.

**Proof.** The space $V$ contains a totally isotropic subspace $T$ of dimension equal to the Witt index of $q$; for if $r \times [0, 0]$ is a subform of $q$, we can pick an isotropic vector $e_i$ in each $[0, 0]$ and $e_1, \ldots, e_r$ span a totally isotropic subspace. Let $R = S \cap T$. Then $S = R \oplus S_0$ and $T = R \oplus T_0$, where $S_0$ and $T_0$ are subspaces of $S$ and $T$ respectively. Since by hypothesis $\dim(T) > \dim(S)$, $\dim(T_0) - \dim(S_0) = \dim(T) - \dim(S) > 0$; and since $(V, q)$ is nonsingular, $\dim(S_0^\perp) = \dim(V) - \dim(S_0)$. Note that

$$\dim(T_0 \cap S_0^\perp) = \dim(T_0) + \dim(S_0^\perp) - \dim(T_0 + S_0^\perp) \geq \dim(T_0) + \dim(V) - \dim(S_0) - \dim(V) > 0$$

Thus, there exists a non-zero vector $v \in T_0 \cap S_0^\perp$. Since $v \in T(= R \oplus T_0)$ and $T$ is totally isotropic, $v \in R^\perp$. Hence $v \in (R \oplus S_0)^\perp = S^\perp$. Also $v \not\in S$; otherwise, $v \in S \cap T = R$, hence $v \in R \cap T_0 = 0$, a contradiction. Then the subspace generated by $S$ and $v$ is totally isotropic, because $S$ is totally
isotropic, v is isotropic, and v ∈ S^⊥. Since v ∉ R = S ∩ T, this subspace contains S properly.

The following lemma is a slight variation of [B1, Lemma 3.1].

**Lemma 2.1.2 (cf. [A, 2.2])** Let (V,q) be a nonsingular quadratic space and x_1, ..., x_s ∈ V be linearly independent vectors such that B_q(x_i,x_j) = 0 for 1 ≤ i, j ≤ s. Let q(x_i) = a_i for i = 1, ..., s. Then there exist b_1, ..., b_s ∈ k such that [a_1, b_1] ⊥ ... ⊥ [a_s, b_s] is a subform of q.

**Proof.** Let n = dim(V). Since q is nonsingular and x_1, ..., x_s are linearly independent, dim({x_1, ..., x_s}^⊥) = n − s and dim({x_2, ..., x_s}^⊥) = n − s + 1 (if s = 1, put {x_2, ..., x_s}^⊥ = V). Thus there exists y_1 ∈ {x_2, ..., x_s}^⊥ such that B_q(x_1, y_1) = 1. Let W be the subspace generated by x_1, y_1. Then W = [a_1, b_1], where b_1 = q(y_1). In particular W is nonsingular, and hence V = W ⊥ W^⊥ = [a_1, b_1] ⊥ W^⊥ (by [B2, p. 10, Proposition 3.2]). If s = 1 then we are done. If s > 1, then the statement follows by induction on s since x_2, ..., x_s ∈ W^⊥.

We will need the following criterion for representing elements of k over K = k(√d).

**Proposition 2.1.3 (cf. [A, 2.3])** Let q be a nonsingular k-form and let a ∈ k which is not represented by q over k. Then q represents a over K (if and only if either

(i) there exist c and e in k such that [ac^2 + d, e] is a subform of q, or
(ii) there exist b, e, f ∈ k such that [b, e] ⊥ [a + bd, f] is a subform of q.

**Proof.** Suppose q represents a over K. Let v be a K-vector such that q(v) = a. Since q does not represent a, v = v_1 + √d v_2 where v_1 and v_2 are k-vectors and v_2 ≠ 0. Since a ∈ k and √d ∉ k, a = q(v) = q(v_1) + dq(v_2) +
\( \sqrt{d} B_q(v_1, v_2) \), which implies that
\[
0 = B_q(v_1, v_2), \quad \text{and} \\
a = q(v_1) + dq(v_2).
\]

If \( v_1 = cv_2 \) for some \( c \in k \), then \( a = (c^2 + d)q(v_2) \). In this case \( q \) represents \( a(c^2 + d) \) over \( k \); hence by Lemma 2.1.2 (with \( s = 1 \)), there exists \( e \in k \) such that \( [a(c^2 + d), e] \) is a subform of \( q \). On the other hand, if \( v_1 \) and \( v_2 \) are independent, let \( b = q(v_2) \) and apply 2.1.2 to \( v_1, v_2 \) to conclude that there exist \( e, f \in k \) such that \( [b, e] \perp [a + bd, f] \) is a subform of \( q \).

Since the form \([0, e]\) is isotropic, the case of 2.1.3 with \( a = 0 \) is

**Corollary 2.1.4 (cf. [A, 2.4])**  Let \( q \) be a nonsingular anisotropic \( k \)-form. Then \( q \) becomes isotropic over \( K \) (if and) only if there exist \( b, e, f \in k \) such that \( [b, e] \perp [bd, f] \) is a subform of \( q \).

(This corollary also appears as a part of the proof of [B1, Lemma 4.3].)

**Theorem 2.1.5 (cf. [A, 2.5])**  Let \((V, q)\) be a nonsingular anisotropic quadratic \( k \)-form and let \( K = k(\sqrt{d}) \). If the Witt index of \( q \) over \( K \) equals \( r \geq 1 \), then either

(i) there exist \( a, b \in k \) such that \([a, b] \perp d[a, b]\) is a subform of \( q \), or

(ii) there exist \( a_i, b_i, c_i \in k \) (\( i = 1, \ldots, r \)) such that \([a_1, b_1] \perp [da_1, c_1] \perp \ldots \perp ([a_r, b_r] \perp [da_r, c_r]) \) is a subform of \( q \).

**Proof.**  The form \( q \) becomes isotropic over \( K \) because \( r \geq 1 \). Thus, by 2.1.4 there exist \( a_1, b_1, c_1 \in k \) such that \([a_1, b_1] \perp [da_1, c_1] \) is a subform of \( q \). Let \( m \) be the largest positive integer such that there exist a quadratic space \((V', q')\) and \( a_i, b_i, c_i \in k, \ 1 \leq i \leq m \), such that

\[
(V, q) \cong ([a_1, b_1] \perp [da_1, c_1]) \perp \ldots \perp ([a_m, b_m] \perp [da_m, c_m]) \perp (V', q')
\]

\[
\cong L_1 \perp \ldots \perp L_m \perp (V', q')
\]
where $L_i = [a_i, b_i] \perp [da_i, c_i]$ for $i = 1, \ldots, m$. If $m = r$, then we have case (ii) and we are done. So assume that $m < r$. Let $e_i, f_i$ be the basis associated to $[a_i, b_i]$ and $g_i, h_i$ be the basis associated to $[da_i, c_i]$.

The $K$-vectors

\[ v_1 = \sqrt{d} e_1 + g_1, \quad v_2 = \sqrt{d} e_2 + g_2, \ldots, \quad v_m = \sqrt{d} e_m + g_m \]

are linearly independent over $K$, and pairwise orthogonal because $v_i \in K \otimes_k L_i$, for $i = 1, \ldots, m$. Moreover, they are isotropic since $q(v_i) = q(\sqrt{d} e_i + g_i) = dq(e_i) + q(g_i) = da_1 + da_1 = 0$. Thus they generate over $K$ a totally isotropic subspace of dimension $m$.

Since the Witt index of $q$ over $K$ is $r > m$, \{\(v_1, \ldots, v_m\}\} is contained in a totally isotropic $K$-subspace $S$ of dimension $> m$ by 2.1.1. Now, choose $v_0 \in S$ to be linearly independent of $v_1, \ldots, v_m$ over $K$ and let

\[ v = v_0 - B_q(v_0, h_1)v_1 - \cdots - B_q(v_0, h_m)v_m. \]

Since $v_i, h_i \in K \otimes_k L_i$ for $i = 1, \ldots, m$,

\[
B_q(v, h_i) = B_q(v_0, h_i) + B_q(v_0, h_i)B_q(v, h_i) \\
= B_q(v_0, h_i) + B_q(v_0, h_i)B_q(\sqrt{d} e_i + g_i, h_i) \\
= B_q(v_0, h_i) + B_q(v_0, h_i)(\sqrt{d} 0 + 1) \\
= 0.
\]

Moreover, since $v_0, \ldots, v_m \in S$, they are isotropic and pairwise orthogonal, hence $v$ is isotropic. Also, $v$ is $K$-linearly independent of \{\(v_1, \ldots, v_m\}\} because $v_0$ is.

Write

\[ v = (\alpha_1 e_1 + \beta_1 f_1 + \gamma_1 g_1 + \delta_1 h_1) + \cdots + (\alpha_m e_m + \beta_m f_m + \gamma_m g_m + \delta_m h_m) + u \]
where \( \alpha_i, \beta_i, \gamma_i, \delta_i \in K \) (\( i = 1, \ldots, m \)) and \( u \in V'_K \). Since \( 0 = B_q(v, h_i) = \gamma_i \) and \( 0 = B_q(v, v_i) = B_q(v, \sqrt{d} e_i + g_i) = \sqrt{d} B_q(v, e_i) + B_q(v, g_i) = \sqrt{d} \beta_i + \delta_i \), (\( i = 1, \ldots, m \)), we have

\[
(*) \quad v = [\alpha_1 e_1 + \beta_1 (f_1 + \sqrt{d} h_1)] + \cdots + [\alpha_m e_m + \beta_m (f_m + \sqrt{d} h_m)] + u_1 + \sqrt{d} u_2.
\]

where \( u = u_1 + \sqrt{d} u_2 \) and \( u_1, u_2 \in V' \).

Suppose first \( \beta_1 = 1 \). Let \( x \) and \( y \) be the \( k \)-vectors such that \( v = x + \sqrt{d} y \). Since \( \beta_1 = 1 \), we can solve (*) for \( f_1 \) and \( h_1 \) to conclude that

\[
k-span\{\{e_1, g_1, f_1, h_1\}\} + L_2 + \cdots + L_m + V' = k-span\{\{e_1, g_1, x, y\}\} + L_2 + \cdots + L_m + V'.
\]

Thus \( e_1, g_1, x, y \) are linearly independent over \( k \). Since \( 1 = B_q(e_1, v) = B_q(e_1, x + \sqrt{d} y) = B_q(e_1, x) + \sqrt{d} B_q(e_1, y) \), we have

\[
1 = B_q(e_1, x) \text{ and } 0 = B_q(e_1, y).
\]

Similarly, because \( \sqrt{d} = B_q(g_1, v) \), we have

\[
1 = B_q(g_1, y) \text{ and } 0 = B_q(g_1, x).
\]

Since by definition \( q(e_1) = a_1 \) and \( q(g_1) = a_1 d \),

\[
q(g_1) = dq(e_1).
\]

Also \( x, y \) are orthogonal and \( dq(x) = q(dy) \) because \( 0 = q(v) = q(x + \sqrt{d} y) = q(x) + dq(y) + \sqrt{d} B_q(x, y) \). Let \( W \) be the space generated by \( e_1, x, g_1, y \). Then with respect to the basis \( \{e_1, x, g_1, dy\} \), we can write \( q|_W = [a, b] \bot d[a, b] \), where \( a = q(e_1) \) and \( b = q(x) \). In particular, \( W \) is a nonsingular subspace of \( V \), hence \( V = W \bot W' \) (by [B2, p. 10, Proposition 3.2]), i.e. \( [a, b] \bot d[a, b] \) is a subform of \( q \).

If \( \beta_1 \neq 0 \), then replace \( v \) by \( (1/\beta_1)v \), and similarly if \( \beta_i \neq 0 \) for some \( i = 1, \ldots, m \). Hence we may assume that for \( i = 1, \ldots, m \), \( \beta_i = 0 \). That is,

\[
v = \alpha_1 e_1 + \cdots + \alpha_m e_m + u. \quad \text{Let } \alpha_i = t_i + \sqrt{d} s_i \text{ where } t_i, s_i \in k \text{ for } i = 1, \cdots, m
\]
and let \( p = a_1t_1^2 + a_1ds_1^2 + \cdots + a_m t_m^2 + a_mds_m^2 \). Note that \( p = q'(u) \) since

\[
0 = q(v) = q(\alpha_1 e_1 + \cdots + \alpha_m e_m) + q'(u)
\]

\[
= a_1\alpha_1^2 + \cdots + a_m\alpha_m^2 + q'(u)
\]

\[
= p + q'(u)
\]

Since the subform \( ([a_1, b_1] \perp [da_1, c_1]) \perp \cdots \perp ([a_m, b_m] \perp [da_m, c_m]) \) represents every element the shape \( a_1z_1^2 + a_1dw_1^2 + \cdots + a_mz_m^2 + a_mdw_m^2 \) (with \( z_i, w_i \in k \) for \( i = 1, \ldots, m \)), it represents \( p \) and \( p(c^2 + d) \) for any \( c \in k \). Hence, because \( q \) is anisotropic, \( q' \) cannot represent \( p \) over \( k \) and \( [p(c^2 + d), c'] \) cannot be a subform of \( q' \) for any \( c, c' \in k \). Also \( u \) cannot be 0, otherwise since \( v \) is a non-zero isotropic vector, \( \alpha_j \neq 0 \) for some \( j \leq m \), and

\[
0 = q(v) = q(\alpha_1 e_1 + \cdots + \alpha_m e_m)
\]

\[
= a_1\alpha_1^2 + \cdots + a_m\alpha_m^2
\]

\[
= a_1t_1^2 + a_1ds_1^2 + \cdots + a_m t_m^2 + a_mds_m^2;
\]

hence \( ([a_1, b_1] \perp [da_1, c_1]) \perp \cdots \perp ([a_m, b_m] \perp [da_m, c_m]) \) is isotropic over \( k \), a contradiction. Thus, \( q' \) represents \( p \) over \( K \). Therefore by proposition 2.1.3, there exist \( a_{m+1}, b_{m+1}, c_{m+1} \in k \) such that \( [a_{m+1}, b_{m+1}] \perp [p + a_{m+1}d, c_{m+1}] \) is a subform of \( q' \). Hence,

\[
q \cong ([a_1, b_1] \perp [da_1, c_1]) \perp \cdots \perp ([a_m, b_m] \perp [da_m, c_m])
\]

\[
\perp ([a_{m+1}, b_{m+1}] \perp [p + a_{m+1}d, c_{m+1}]) \perp q''
\]

for some \( k \)-form \( q'' \). Let \( e, f \) be the basis associated to \( [a_{m+1}, b_{m+1}] \) and \( g, h \) be the basis associated to \( [p + a_{m+1}d, c_{m+1}] \). Applying Lemma 2.1.2 to the vectors \( e_1, g_1, \ldots, e_m, g_m, e \), and \( g' := g + t_1e_1 + s_1g_1 + \cdots + t_m e_m + s_m g_m \), we
get: \([a_1, b'_1] \perp [d_{a_1}, c'_1] \perp \ldots \perp ([a_{m+1}, b'_{m+1}] \perp [d_{a_{m+1}}, c'_{m+1}])\) is a subform of \(q\), where \(b'_1, c'_1, \ldots, b'_{m+1}, c'_{m+1} \in k\). This contradicts the choice of \(m\). This concludes the proof of the theorem. □

**Corollary 2.1.6** (cf. [A, 2.6]) Let \(q\) be a nonsingular anisotropic \(k\)-form. If the Witt index of \(q\) over \(K\) is greater than \((1/4)\dim(q)\), then there exist \(a, b \in k\) such that \([a, b] \perp d[a, b]\) is a subform of \(q\).

**Proof.** Let \(r\) be the Witt index of \(q\) over \(K\). Since \(r > (1/4)\dim(q)\), \(q\) cannot have a subform of the shape \(([a_1, b_1] \perp [d_{a_1}, c_1]) \perp \ldots \perp ([a_r, b_r] \perp [d_{a_r}, c_r])\) because this form has dimension \(4r > \dim q\). Thus theorem 2.1.5 implies that there exist \(a, b \in k\) such that \([a, b] \perp d[a, b]\) is a subform of \(q\). □

Corollary 2.1.6 gives a lower bound on the Witt index of \(q\) over \(K\) to guarantee the splitting off of a subform of the shape \([a, b] \perp d[a, b]\). We failed to decide whether the conclusion of 2.1.6 holds under a weaker hypothesis. The best one can hope for is

**Question 2.1.7** If \(q \cong_K H \perp H \perp q'\), where \(H\) is a hyperbolic plane, does it follow that there exist \(a, b \in k\) such that \([a, b] \perp d[a, b]\) is a subform of \(q\)?

In view of Theorem 2.1.5, it is enough to answer the following:

**Question 2.1.7'** If \(q \cong ([a_1, b_1] \perp [d_{a_1}, c_1]) \perp \ldots \perp ([a_r, b_r] \perp [d_{a_r}, c_r])\) with \(r \geq 2\), does it follow that there exist \(a, b \in k\) such that \([a, b] \perp d[a, b]\) is a subform of \(q\)?

**Corollary 2.1.8** (cf. [A, 2.8]) Let \(q\) be a nonsingular anisotropic \(k\)-form. If \(q\) becomes hyperbolic over \(K\), then there exists a \(k\)-form \(q'\) such that \(q \cong q' \perp dq'\).

**Proof.** By 2.1.6, there exist a \(k\)-form \(q_0\) and \(a, b \in k\) such that \(q \cong [a, b] \perp d[a, b] \perp q_0\). Over \(K\), \(q\) and \([a, b] \perp d[a, b]\) are hyperbolic. Hence
by the cancellation theorem, $q_0$ is hyperbolic over $K$. By induction we have $q_0 \cong q_0' \perp dq_0'$ for some $k$-form $q_0'$. Thus $q \cong ([a, b] \perp q_0) \perp d([a, b] \perp q_0')$.

**Remark 2.1.9** (cf. [A, 2.9]) A nonsingular anisotropic $k$-form $q$ of dimension $6$ cannot become hyperbolic over $K$. For if the Witt index of $q$ over $K$ is $3$, then by 2.1.6, $q \cong [a, b] \perp d[a, b] \perp [e, f]$, for some $a, b, e, f \in k$. Over $K$, $q$ and $[a, b] \perp d[a, b]$ are hyperbolic, and thus by the cancellation theorem (cf. [B2, p. 82, Corollary 4.3]), $[e, f]$ would be isotropic over $K$. By 2.1.4 this is impossible. In the same way one can prove: if the dimension of $q$ is not divisible by $4$, then $q$ cannot become hyperbolic over $K$.

If $q$ is a nonsingular anisotropic $k$-form of dimension $6$ and $q$ has Witt index $2$ over $K$, then it is of the shape $[a, b] \perp d[a, b] \perp [e, f]$ for some $a, b, e, f \in k$. More generally by using 2.1.6 inductively as in the proof of 2.1.8, we obtain:

**Corollary 2.1.10** (cf. [A, 2.10]) Let $q$ be a nonsingular anisotropic $k$-form of dimension $4m + 2$. If the Witt index of $q$ over $K$ is $2m$ then there exist $e, f \in k$ and a $k$-form $q'$ such that $q \cong q' \perp dq' \perp [e, f]$.

### 2.2 Excellence of quadratic extensions

In this section we develop the tools needed to determine the Witt kernel of bi-quadratic extensions. We start with

**Definition** Let $L/k$ be a field extension. An $L$-form $\varphi$ is said to be defined over $k$ if there exists a $k$-form $\gamma$ such that $\varphi \cong \gamma_L$. The extension $L/k$ is called excellent if the anisotropic part over $L$ of any non-singular $k$-form is defined over $k$.

Some examples of excellent extensions are the algebraic extensions of odd degree and the purely transcendental extensions. It is also known that separable quadratic extension are excellent. This an immediate consequence of
the following proposition which follows by repeatedly applying \([B_2, p. 121, Theorem 4.2]\) (and the cancellation theorem).

**Proposition 2.2.1** ([B_2, p. 121]) Let \(k\) be a field of characteristic 2 and let \(K = k(\beta)/k\) where \(\beta \notin k\) and \(\beta^2 - \beta = b \in k\). If a non-singular anisotropic \(k\)-form \(q\) has Witt index \(s\) over \(K\), then the \(q \cong c_1[1,b] \perp \ldots \perp c_s[1,b] \perp q_0\) for some \(c_1, \ldots, c_s \in k\) and a \(k\)-form \(q_0\). In particular, if \(q\) becomes hyperbolic over \(K\), then \(q \cong c_1[1,b] \perp \ldots \perp c_r[1,b]\) for some \(c_1, \ldots, c_r \in k\).

In 2.2.3 below we show that inseparable quadratic extensions are also excellent.

**Remark 2.2.2** Let \(K = k(\sqrt{d})\).

(i) Since \([ad,c] \cong d[a,c']\) for some \(c' \in k\), theorem 2.1.5 implies that any non-singular anisotropic \(k\)-form \(q\) can be written as

\[ q \cong q_1 \perp (q_0 \perp dq_0) \perp ([a_1,b_1] \perp d[a_1,c_1]) \perp \ldots \perp ([a_r,b_r] \perp d[a_r,c_r]), \]

where \(q_0\) and \(q_1\) are \(k\)-forms and \(a_i,b_i,c_i \in k\), \((i = 1, \ldots, r)\) such that the Witt index of \(q\) over \(K = k(\sqrt{d})\) equals \(\dim(q_0) + r\). In particular, \(q_1\) remains anisotropic over \(K\), and \([a_i,b_i] \perp d[a_i,c_i]\) is not hyperbolic over \(K\).

(ii) Let \(a, b, c \in k\). Then, over \(K\), we have

\[ [a,b] \perp d[a,c] \cong [a,b] \perp [a,c] \cong [0,b] \perp [a,b+c] \cong H \perp [a,b+c]. \]

The first isometry follows because \(d \in K^2\). To see the second isometry, take \(u_1,v_1,u_2,v_2\) to be a basis associated with the form \(q : \cong [a,b] \perp [a,c]\) and note that

\[
q(u_1 + u_2) = q(u_1) + q(u_2) = a + a = 0,
\]

\[
B_q(u_1 + u_2, v_1) = B_q(u_1, v_1) + B_q(u_2, v_1) = 1 + 0 = 1,
\]

\[
q(v_2 + v_1) = q(v_1) + q(v_2) = b + c,
\]

\[
B_q(u_2, v_1 + v_2) = B_q(u_2, v_1) + B_q(u_2, v_2) = 0 + 1 = 1, \text{ and}
\]

\[
B_q(v_2 + v_1)
\]
0 = B_q(u_1 + u_2, u_2) = B_q(u_1 + u_2, v_1 + v_2)

= B_q(v_1, u_2) = B_q(v_1, v_1 + v_2)

So, rewriting the form $q$ with respect to the new basis $u_1 + u_2, v_1, u_2, v_2 + v_1$ gives $q \cong [0, b] \perp [a, b + c]$.

**Theorem 2.2.3** Let $q$ be a non-singular anisotropic $k$-form. Then the anisotropic part of $q$ over $K = k(\sqrt{d})$ is defined over $k$; i.e. $K/k$ is excellent.

**Proof.** We may assume that $q$ is anisotropic over $k$ (otherwise we take the anisotropic part of $q$ instead.) Write

$q \cong q_1 \perp (q_0 \perp dq_0) \perp ([a_1, b_1] \perp d[a_1, c_1]) \perp \ldots \perp ([a_r, b_r] \perp d[a_r, c_r])$,

as in remark 2.2.2(i). Over $K$, $q_0 \perp dq_0$ is hyperbolic, $q_1$ is anisotropic, and by 2.2.2(ii), $[a_1, b_1] \per d[a_1, c_1] \cong H \perp [a_i, b_i + c_i]$. Therefore

$q_K \cong (\dim q_0 + r)H \perp q_1 \perp [a_1, b_1 + c_1] \perp \ldots \perp [a_r, b_r + c_r]$. Since the Witt index of $q_K$ equals $\dim q_0 + r$ (see 2.2.2(i)), the anisotropic part of $q$ over $K$ is $q_1 \perp [a_1, b_1 + c_1] \perp \ldots \perp [a_r, b_r + c_r]$, which is defined over $k$. □

**Corollary 2.2.4** Let $K = k(\sqrt{d})$ be a quadratic extension over $k$. Let $\sigma$ and $\delta$ be non-singular $k$-forms and let $\gamma$ be a non-singular $K$-form. If $\sigma_K \cong \delta_K \perp \gamma$, then $\gamma$ is defined over $k$.

**Proof.** It is enough to show that the anisotropic part of $\gamma$ is defined over $k$. Since $\sigma_K \cong \delta_K \perp \gamma$, we have $[\gamma] = [\sigma_K \per -\delta_K]$ in the Witt ring of $K$. So the anisotropic part of $\gamma$ is isometric to that of $(\sigma \per -\delta)_K$ which, by the previous theorem, is defined over $k$. □

To determine the Witt kernel for bi-quadratic extensions, one needs a "characteristic 2" analogue of [ELW, Proposition 2.11.(a)]. For separable quadratic extensions we have
THEOREM 2.2.5' Let $k$ be a field of characteristic 2. Let $K/k$ be an excellent extension of $k$. Let $q \equiv e_1[1, b] \perp \ldots \perp e_r[1, b]$ where $b \in k^*$ and $e_1, \ldots, e_r \in K$. If $q$ is defined over $k$, then there exist $c_1, \ldots, c_r \in k$ such that $q \equiv c_1[1, b] \perp \ldots \perp c_r[1, b]$.

The proof is identical to that of [ELW, Proposition 2.11.(a)]; hence omitted.

For the case of inseparable quadratic extensions we have

THEOREM 2.2.5 Let $K/k$ be an excellent extension of $k$, and let $d \in k^*$. Let $\gamma$ be a non-singular $K$-form such that the form $\gamma \perp d\gamma$ is defined over $k$. Then there exists a $k$-form $\delta$ such that $\gamma \perp d\gamma \cong (\delta \perp d\delta)_K$.

The proof will be broken into two lemmas.

LEMMA 2.2.6 Let $a, b, c, d \in k$ such that the form $\delta \equiv [a, b] \perp d[a, b]$ represents $c$. Then $\delta \equiv [c, b'] \perp d[c, b']$ for some $b' \in k$.

PROOF. Let $\alpha \equiv [1, ab] \perp d[1, ab]$. Since $[a, b] \equiv a[1, ab]$, we have $\delta \equiv a\alpha$. Since $\delta$ represents $c$, we have $\alpha$ represents $ac$. But $\alpha$ is a Pfister form; therefore $\alpha \equiv acc$. Thus we have

$$\delta \equiv a\alpha \cong a^2c\alpha \cong c\alpha$$

$$\cong c[1, ab] \perp dc[1, ab]$$

Since $c[1, ab]$ represents $c$ we have $c[1, ab] \cong [c, b']$ for some $b' \in k$. □

LEMMA 2.2.7 Let $K$ be a field extension of $k$, and let $d \in k^*$. Let $\gamma$ be a non-singular $K$-form such that the form $\gamma \perp d\gamma$ represents an element of $k$. Then there exist $a \in k$, $b \in K$, and a $K$-form $\gamma_1$ such that

$$\gamma \perp d\gamma \cong ([a, b] \perp d[a, b]) \perp (\gamma_1 \perp d\gamma_1)$$

PROOF. Let $(V, \gamma)$ be a non-singular $K$-quadratic space. If $d$ is a square in $K$, then $\gamma \perp d\gamma$ is a hyperbolic form of dimension $2(\dim \gamma)$ which is divisible
by 4. Hence in this case we take \( a = b = 0 \) and \( \gamma_1 \) to be the hyperbolic form of dimension \( \dim \gamma - 1 \).

If \( \gamma \) is isotropic, then \( \gamma \cong [0, 0] \perp \gamma_1 \) and we then let \( a = b = 0 \). So, we may assume that \( \gamma \) is anisotropic. Suppose \( \gamma \perp d\gamma \) represents an element \( c \in k^* \). So, there exist \( v_1, v_2 \in V \) not both zero such that

\[
c = \gamma(v_1) + d\gamma(v_2)
\]

If \( v_1 \) (respectively, \( v_2 \)) is the zero vector, then \( \gamma(v_1) \) (respectively, \( \gamma(v_2) \)) equals \( c \) (respectively, \( \frac{c}{2} \)). So, \( \gamma \) represents an element \( a \) of \( k^* \) where \( a = c \) or \( a = \frac{c}{2} \). Therefore \( \gamma \cong [a, b] \perp \gamma_1 \) for some \( b \in K \) and a \( K \)-form \( \gamma_1 \), and the conclusion follows. Therefore we may assume that \( v_1 \) and \( v_2 \) are both non-zero.

Assume first that \( v_1 \) and \( v_2 \) are not orthogonal or \( v_1 \) and \( v_2 \) are linearly dependent. Since \( \gamma \) is non-singular, in either case the vectors \( v_1, v_2 \) are contained in a non-singular two dimensional subspace \( V_0 \) of \( V \). Then

\[
(V, \gamma) \cong (V_0, \gamma|_{V_0}) \perp \gamma_1
\]

for some \( K \)-form \( \gamma_1 \). Let \( f = \gamma(v_1) \) and \( g = \gamma(v_2) \). Then by 2.1.2, we have

\[
\begin{align*}
(V_0, \gamma|_{V_0}) & \cong [f, f'], \quad \text{and} \\
(V_0, \gamma|_{V_0}) & \cong [g, g'],
\end{align*}
\]

for some \( f', g' \in K \). Since \( f + d_2 g = \gamma(v_1) + d\gamma(v_2) = c \), the form \( [f, f'] \perp d[g, g'] \) represents \( c \in k \). Thus by 2.2.6, there exists \( b \in K \) such that

\[
[c, b] \perp d[c, b]
\]

From the equations (A), (B) and (C) we have

\[
\gamma \perp d\gamma \cong ([f, f'] \perp \gamma_1) \perp d([g, g'] \perp \gamma_1)
\]
\[ \cong ([f, f'] \perp d[g, g']) \perp (\gamma_1 \perp d\gamma_1) \]
\[ \cong ([c, b] \perp d[c, b]) \perp (\gamma_1 \perp d\gamma_1) \]

as desired.

Now assume that \( v_1 \) and \( v_2 \) are orthogonal and linearly independent. Then by 2.1.2,
\[(D) \quad \gamma \cong [e_1, f_1] \perp [e_2, f_2] \perp \gamma_0 \]
where \( e_i = \gamma(v_i), \ i = 1, 2, \) \( f_1, f_2 \in K \) and \( \gamma_0 \) is a \( K \)-form. Since \( e_1 + de_2 = \gamma(v_1) + d\gamma(v_2) = c \), the form \([e_1, f_1] \perp d[e_2, f_2]\) represents \( c \in k \). Thus by 2.1.2, there exists \( b, r, s \in K \) such that
\[(E) \quad [e_1, f_1] \perp d[e_2, f_2] \cong [c, b] \perp [r, s] \]
From the equations (D) and (E) we have
\[
\gamma \perp d\gamma \cong ([e_1, f_1] \perp [e_2, f_2] \perp \gamma_0) \perp d([e_1, f_1] \perp [e_2, f_2] \perp \gamma_0) \\
\cong ([e_1, f_1] \perp d[e_2, f_2] \perp \gamma_0) \perp d([e_1, f_1] \perp d[e_2, f_2] \perp \gamma_0) \\
\cong ([c, b] \perp [r, s] \perp \gamma_0) \perp d([c, b] \perp [r, s] \perp \gamma_0) \\
\cong ([c, b] \perp d[c, b]) \perp (([r, s] \perp \gamma_0) \perp d(([r, s] \perp \gamma_0)) \\
\cong ([c, b] \perp d[c, b]) \perp (\gamma_1 \perp d\gamma_1),
\]
where \( \gamma_1 := ([r, s] \perp \gamma_0) \). This completes the proof of the lemma. \( \square \)

Remark 2.2.8 (i) The forms \([a, b], a[1, ab]\) and \([a[1, a^2b^2]\) are isometric because they are two dimensional forms representing a common element \( a \) and have the same Arf invariant (see the introduction or [Sch, Lemma 4.4.(i), p. 341]).

(ii) Let \( K = k(\sqrt{d}), a \in k \) and \( b \in K \). By (i), the form \([a, b]\) is isometric to \([a[1, a^2b^2]\); hence is defined over \( k \) because \( a^2b^2 \in k \). So in the conclusion of the previous lemma we may assume that both \( a \) and \( b \) to be in \( k \).
PROOF (of Theorem 2.2.5). Since $\gamma \perp d\gamma$ is defined over $k$, it represents an element of $k$. So, by the previous lemma and remark

$$\gamma \perp d\gamma \cong ([a, b] \perp d[a, b]) \perp (\gamma_1 \perp d\gamma_1)$$

where $a, b \in k$ and $\gamma_1$ is a $K$-form. If $\text{dim}(\gamma) = 2$, then we are done. If $\text{dim}(\gamma) > 2$, then 2.2.4 implies that $\gamma_1 \perp d_2\gamma_1$ is defined over $k$. We may then use induction to find a $k$-form $\delta_1$ such that $\gamma_1 \perp d\gamma_1 \cong (\delta_1 \perp d\delta_1)_K$; and therefore

$$\gamma \perp d\gamma \cong ([a, b] \perp d[a, b]) \perp (\delta_1 \perp d\delta_1)_K$$

$$\cong (([a, b] \perp \delta_1)) \perp d([a, b] \perp \delta_1)_K$$

and we set $\delta = [a, b] \perp \delta_1$. □

2.3 Bi-quadratic extensions

We are now ready to describe the Witt kernel of bi-quadratic extensions (i.e., degree 4 extensions which are the composite of two quadratic extension). We start with the inseparable case first. One distinguishes between two types of inseparable bi-quadratic extensions: the purely inseparable case where $L = k(\sqrt{d_1}, \sqrt{d_2})$ with non-square elements $d_1, d_2 \in k$; and the case $L/k$ contains an intermediate separable extension. In the latter case $L = k(\beta, \sqrt{d})$ for some non-square element $d \in k$ and $\beta \notin k$ such that $\beta^2 - \beta = b \in k$.

**Theorem 2.3.1** Let $L/k$ be an inseparable bi-quadratic extension over $k$. Let $q$ be an anisotropic non-singular $k$-form such that $q$ is hyperbolic over $L$.

(i) If $L = k(\sqrt{d_1}, \sqrt{d_2})$ with $d_1, d_2 \in k$, then $q$ is Witt equivalent to a form of the shape

$$(q_1 \perp d_1q_1) \perp (q_2 \perp d_2q_2)$$

for some $k$-forms $q_1$ and $q_2$. 
(ii) If \( L = k(\beta, \sqrt{d}) \) where \( d \in k - k^2, \beta \not\in k \) and \( \beta^2 - \beta = b \in k \), then \( q \) is Witt equivalent to a form of the shape

\[
(c_1[1, b] \perp \ldots \perp c_r[1, b]) \perp (q_0 \perp dq_0)
\]

for some \( c_i \in k \) (\( i = 1, \ldots, r \)) and a \( k \)-form \( q_0 \).

**Proof.** For (i), let \( K = k(\sqrt{d_1}) \). If \( q \) is hyperbolic over \( K \), the theorem follows immediately from 2.1.8. So, assume \( q_K \) is not hyperbolic. Let \( \varphi \) denote the anisotropic part of \( q \) over \( K \). By 2.2.3, \( \varphi \) is defined over \( k \). Since \( q \) is hyperbolic over \( L = K(\sqrt{d_2}) \), \( \varphi_L \) is hyperbolic; hence there exists a \( K \)-form \( q_2 \) such that \( \varphi \cong q_2 \perp d_2q_2 \). By 2.2.5, we may assume that \( q_2 \) is a \( k \)-form.

Consider the \( k \)-form \( \alpha := q \perp -(q_2 \perp d_2q_2) \). Over \( K \), the form \( \alpha \) is hyperbolic because (in \( W(K) \)) \( [\alpha_K] = [q \perp -(q_2 \perp d_2q_2)_K] = [\varphi \perp -\varphi] = 0 \). So, by 2.1.8, \( \alpha \) is Witt equivalent (over \( k \)) to \( q_1 \perp d_1q_1 \) for some \( k \)-form \( q_1 \). Therefore in the Witt ring of \( k \) we have

\[
[q \perp -(q_2 \perp d_2q_2)] = [q_1 \perp d_1q_1];
\]

or equivalently,

\[
[q] = [(q_2 \perp d_2q_2) \perp (q_1 \perp d_1q_1)]
\]

as desired.

For (ii), we let \( K = k(\beta) \). If \( q_K \) is hyperbolic, then we are done by 2.2.1. So, assume that \( q_K \) is not hyperbolic and let \( \varphi \) be its anisotropic part.

As in part (i), it follows that \( \varphi \cong q_0 \perp d_2q_0 \) for some \( k \)-form \( q_0 \) and the \( k \)-form \( \alpha := q \perp q_0 \perp d_2q_0 \) is hyperbolic over \( K \). Now, by 2.2.1, \( \alpha \) is Witt equivalent (over \( k \)) to \( c_1[1, b] \perp \ldots \perp c_r[1, b] \) for some \( c_i \in k \) (\( i = 1, \ldots, r \)). Therefore \( q \) is Witt equivalent to \( (c_1[1, b] \perp \ldots \perp c_r[1, b]) \perp (q_0 \perp dq_0) \). \( \square \)
For separable bi-quadratic extensions one can use an argument similar to that in the proof of 2.3.1 (or similar to [ELW, Proposition 2.12], using 2.2.5') to get

**Theorem 2.3.2** Let \( L = k(\alpha, \beta) \) be a (separable) bi-quadratic extension over \( k \) with \( \alpha^2 - \alpha = a \in k \) and \( \beta^2 - \beta = b \in k \). Let \( q \) be an anisotropic non-singular \( k \)-form. If \( q \) is hyperbolic over \( L \), then \( q \) is Witt equivalent to a form of the shape

\[
(e_1[1,a] \perp \ldots \perp e_r[1,a]) \perp (f_1[1,b] \perp \ldots \perp f_s[1,b])
\]

for some \( e_i, f_j \in k \) (\( i = 1, \ldots, r; j = 1, \ldots, s \)).

We conclude the chapter by an example which shows that the Witt equivalence in the conclusions of theorems 2.3.1 and 2.3.2 above cannot be improved to isometry.

**Example.** Let \( k_0 \) be a fixed field of characteristic two. Let \( r, s, t, u \) be algebraically independent elements over \( k_0 \) and set

\[
q \cong [1, r] \perp t[1, s] \perp u[1, r + s].
\]

Let \( \alpha, \beta \) (in the algebraic closure of \( k \)) be such that \( \alpha^2 - \alpha = r \) and \( \beta^2 - \beta = r+s \). Then

(i) The form \( q \) is anisotropic over \( k \) because \( r, s, t, u \) are algebraically independent elements over \( k_0 \) (see [L, ex. 1, p. 273]).

(ii) Over the fields \( K_1 = k(\sqrt{t}), K_2 = k(\sqrt{u}), K_3 = k(\alpha) \) and \( K_4 = k(\beta) \), the form \( q \) is isotropic and have Witt index 1. We see this as follows: First over \( K_1, t \in K_1^2 \) and \( [1, r] \perp t[1, s] \cong [1, r] \perp [1, s] \cong H \perp [1, r + s] \) (cf. see remark 2.2.2(ii)). Therefore

\[
(1) \quad q_{K_1} \cong H \perp [1, r + s] \perp u[1, r + s].
\]
Since $r + s$ and $u$ are algebraically independent over $k_0(\sqrt{t})$, the form $[1, r+s] \perp u[1, r+s]$ is anisotropic over $K_1$, and therefore $q_{K_1}$ has Witt index 1. Similarly, we can show that $q_{K_2}$ also has Witt index 1.

Now over $K_3 = k(\alpha)$, the form $[1, r]$ is isotropic and $[1, r + s] \cong_{K_3} [1, s]$ (because they represent 1 and have the same Arf invariant over $K_3$). Therefore, over $K_3$,

$$(2) \quad q_{K_3} \cong H \perp t[1, r + s] \perp u[1, r + s].$$

and $t[1, s] \perp u[1, s]$ is anisotropic over $K_3$ because $s, t$ and $u$ are algebraically independent over $k_0(\alpha)$. Therefore, $q_{K_3}$ has Witt index 1. Likewise, $q_{K_4}$ has Witt index 1 too.

(iii) The form $q$ is hyperbolic over the fields $L_1 = k(\sqrt{t}, \sqrt{u})$, $L_2 = k(\sqrt{t}, \beta)$ and $L_3 = k(\alpha, \beta)$:

Note that $u \in L_1^2$ and therefore the form $[1, r + s] \perp u[1, r + s] \cong [1, r + s] \perp [1, r + s] \cong 2H$. Since $K_1 \subset L_1$, we have from equation (1) above that

$$q_{L_1} \cong H \perp [1, r + s] \perp u[1, r + s] \cong 3H;$$

that is, $q_{L_1}$ is hyperbolic.

Since $\beta$ belongs to $L_2$ and $L_3$, $[1, r + s] \cong H$ over $L_2$ and $L_3$ because $\beta^2 + \beta + (r + s) = 0$. Therefore the form $[1, r + s] \perp u[1, r + s]$ (respectively, $t[1, r + s] \perp u[1, r + s]$) is hyperbolic over $L_2$ (respectively, $L_3$). Therefore equation (1) (respectively, equation (2)) implies that $q_{L_2}$ (respectively, $q_{L_3}$) is hyperbolic.

(iv) Theorems 2.3.1 and 2.3.2 imply that over $k$ the form $q$ is Witt equivalent to forms of the shape

(a) $(q_1 \perp tq_1) \perp (q_2 \perp uq_2)$.

(b) $(q_1 \perp tq_1) \perp (c_1[1, r + s] \perp \ldots \perp c_n[1, r + s])$.

(c) $(b_1[1, r] \perp \ldots \perp b_m[1, r]) \perp (c_1[1, r + s] \perp \ldots \perp c_n[1, r + s])$. 
where $b_j, c_i \in k$ and $q_1$ and $q_2$ are non-singular $k$-forms. This Witt equivalence cannot be improved to isometry. For if $q$ is isometric to (a), (b) or (c), then by comparing dimensions we have either $\dim q_1 \geq 2$, $\dim q_2 \geq 2$, $m \geq 2$ or $n \geq 2$. This respectively imply that the Witt index over $K_1$, $K_2$, $K_3$ or $K_4$ is $\geq 2$; contradicting part (ii). \qed
Chapter 3
Function fields of quadratic forms and similarity

Throughout this chapter $k$ will denote a field of characteristic $\neq 2$. The term form will mean a non-singular quadratic form. For an irreducible form $q$, $k(q)$ will denote the function field of $q$. (see the introduction chapter for definitions.)

Let $Q_1$ and $Q_2$ be two non-singular $k$-forms of the same dimension. In this chapter we will study the relation between the following equivalences of $Q_1$ and $Q_2$:

1. The forms $Q_1$ and $Q_2$ are similar over $k$.
2. The forms $Q_1$ and $Q_2$ are birationally equivalent over $k$; i.e. the fields $k(Q_1)$ and $k(Q_2)$ are $k$-isomorphic.
3. $Q_1$ becomes isotropic over $k(Q_2)$ and $Q_2$ becomes isotropic over $k(Q_1)$.

(Since the function field is a generic zero field, the condition (3) is equivalent to the existence of a $k$-place of $k(Q_2)$ in $k(Q_1)$ and a $k$-place of $k(Q_1)$ in $k(Q_2)$.)

Clearly (1) $\Rightarrow$ (2) $\Rightarrow$ (3). The question is to decide when the converse of these implications holds. The question when birational equivalence of quadratic forms implies similarity was first investigated by A. Wadsworth (see [W]). He proved that (3) $\Rightarrow$ (1) for forms (of the same dimension) of dimension $\leq 4$. Also Wadsworth ([W]) and Knebusch ([K1, theorem 5.8]) independently noted that the same holds if $Q_1$ is a Pfister neighbor of codimension $\leq 1$. Knebusch (cf. [K1, p. 72–73]) also pointed out that in general (2) $\Rightarrow$ (1) does not hold. He gave an example of two non-similar six dimensional Pfister neighbors which define the same function field. We will give an example of two non-similar birationally equivalent 5-dimensional forms. In view of [W], this is an
example of minimal dimension. We also show that (see 3.2.2) \( (3) \Rightarrow (1) \) in the class of *special Pfister neighbors*. In particular, we show \( (3) \Rightarrow (1) \) if \( Q_1 \) is a Pfister neighbor of codimension \( \leq 4 \). In §3.3 we point out the relation of \( (3) \Rightarrow (2) \) to the Zariski cancellation problem. The contents of §3.1-3.3 are a joint work with Prof. Jack Ohm and will appear as [AO] in the Journal of Algebra.

In section 3.4 we discuss the question of descent of similarity over field extensions; and we give some classes of forms for which the similarity class is determined by the generic splitting tower.

### 3.1 Pfister neighbors and special Pfister neighbors

**Definition** The \( k \)-forms \( Q \) and \( P \) are called neighbors if \( Q \) is isotropic over \( k(P) \) and \( P \) is isotropic over \( k(Q) \).

**Remark 3.1.1** Let \( P \) and \( Q \) be neighbors.

(i) Since \( Q \) is isotropic over \( k(P) \), the function field \( k(P)(Q) \) is a pure transcendental extension of \( k(P) \) (recall 1.2.1 in the introduction). Likewise, \( k(P)(Q) \) is a pure transcendental extension of \( k(Q) \) too.

(ii) Let \( L/k \) be a field extension. If \( P \) is isotropic over \( L \), then \( L(P) \) is a pure transcendental over \( L \). Since \( k(p) \subset L(P) \) and \( Q \) is isotropic over \( k(P) \), \( Q \) is isotropic over \( L(P) \), which implies that \( Q \) is also isotropic over \( L \). Therefore \( P \) and \( Q \) are neighbors (if and) only if they have the same isotropy fields.

(iii) (see [K1, p. 73]) Suppose further that \( \dim P \geq \dim Q \). Then \( k(Q) \) embeds into \( k(P)(Q) \) which, by part(i), is a pure transcendental extension of \( k(P) \). Therefore by [O1], there exists a \( k \)-embedding of \( k(Q) \) into \( k(P) \).

Recall that the 0-fold Pfister form is the form \( (1) \); and an \( n \)-fold Pfister form is a form \( Q \perp dQ \), where \( Q \) is an \( (n-1) \)-fold Pfister form. A neighbor of an \( n \)-fold Pfister form with \( n > 1 \) is called a *Pfister neighbor*. 
Let $P$ be an $n$-fold Pfister form and $Q$ a Pfister neighbor of $P$. By definition, $P$ is isotropic, hence hyperbolic, over the function field of $Q$. Therefore by the Cassels-Pfister subform theorem it follows that $Q$ is similar to a subform of $P$. Also since $Q$ becomes isotropic over $k(P)$, it follows from the main theorem in [H4] (see theorem 1.2.4 in the introduction) that $2 \dim Q > \dim P$. Conversely, let $Q'$ be a form similar to a subform of the Pfister form $P$ and $2 \dim Q' > \dim P$, i.e. $P \cong aQ' \perp R$ for some $a \in k^*$ and a form $R$ of dimension $< \dim Q$. Clearly $P$ is isotropic over $k(Q)$. Now over $K(P)$, $P$ is isotropic and therefore hyperbolic. Hence in the Witt ring of $k(P)$, $[Q'] = [-R]$. Since $\dim Q' > \dim R$, we have $Q'$ is isotropic over $k(P)$.

So, we conclude that a form $Q$ is a neighbors of a Pfister form $P$ in the sense defined above) if and only if $Q$ is similar to a subform of $P$ and $2 \dim Q > \dim P$; i.e. our definition of a Pfister neighbor coincides with that given originally by Knebusch in [K2, p.2, Definition 7.4].

By [K1 p. 73 and K2 pp. 2-3], a Pfister neighbor $Q$ is the neighbor of a unique ( upto isometry) Pfister form $Q^+$. Also the form $Q^-$ such that $aQ^+ \cong Q \perp Q^-$, for some $a \in k^*$, is also uniquely determined (up to isometry) by $Q$. We will continue to use the notation $Q^+$ for the Pfister form associated to $Q$, and $Q^-$ for the complement of $Q$ in $Q^+$. The dimension of $Q^-$, is called the codimension of the Pfister neighbor $Q$.

**Definition 3.1.2 (cf. [AO, 1.1])** Let $P$ is a Pfister form of dimension $\geq 2$, $c \in k^*$ and $P_1$ is a non-zero subform of $P$. We shall call the such a triple $(P, c, P_1)$, a Pfister triple; the form $P \perp cP_1$, the form defined by the triple; the form $P \perp (c)$, the base form of the triple; and the form $P \perp cP$, the associated Pfister form of the triple. A form $Q$ which is similar to a form defined by a Pfister triple will be called a special Pfister neighbor.
We emphasize that the special Pfister neighbors are Pfister neighbors with the associated Pfister being \( Q^+ \cong P \perp cP \), the Pfister form defined by the triple.

If \( Q \) is any Pfister neighbor, then by 3.1.1 (iii), the function field of \( Q \) embeds into the function field of \( Q^+ \). For special Pfister neighbors, one can give the following refinement which is essentially due to Knebusch (cf. [K1, pp. 72–73], also see cf. [AO, 1.2 and 1.3]).

**Theorem 3.1.3** Let \( P \) be a Pfister form of dimension \( \geq 2 \), \( c \in k^* \) and \( P_1 \) a non-zero subform of \( P \). Then

(i) The function field of \( P \perp cP_1 \) is \((k\text{-isomorphic to})\) a pure transcendental extension of the function field of the base form \( P \perp (c) \).

(ii) The function field of the Pfister form \( P \perp cP \) is a pure transcendental extension of the function field of \( P \perp cP_1 \).

**Proof.** Let \( X \) be a set of coordinate indeterminates for \( P \) and \( x \) be generic zero for the polynomial \( P(X) + c \), and let \( Y \) be a set of coordinate indeterminates for (the dehomogenized polynomial) \( P_1^{al} \) and \( y \) be a corresponding set of elements algebraically independent over \( k(x) \). (We take \( Y = \emptyset \) if \( \dim P_1 = 1 \).)

Since \( P \) is a Pfister form and \( P \sim_{k(y)} P_1^{al}(y) \), we have \( P \cong_{k(y)} P_1^{al}(y)P \). This means there exists a nonsingular \( k(y) \)-matrix \( M \) such that if \( X' := XM \), then \( P(X') = P_1^{al}(y)P(X) \). Therefore, if \( x' = xM \), then

\[
P(x') + cP_1^{al}(y) = P_1^{al}(y)[P(x) + c] = 0.
\]

Then \( k(x, y) = k(x', y) \); and since \( \dim k(x, y)/k = \dim(P \perp cP_1) - 2 \), it follows that \( k(x', y) \) is the function field of \( P \perp cP_1 \). But \( k(x) \) is the function field of \( P \perp (c) \), so we proved (i).

Now by part (i), \( P \perp cP \) and \( P \perp cP_1 \) have function fields which are pure transcendental over the function field of \( P \perp (c) \). So, (ii) follows. \( \Box \)
In particular, by taking $P = (1, a)$ in 1.3, in which case $P \perp c(1) = (1, a, c)$ and $P \perp cP = (1, a, c, ac)$, we have the very special case:

**Corollary 3.1.4 (cf. [AO, 1.4])**  A simple transcendental extension of a function field of a nonsingular conic is a quadratic function field.

Recall (cf. e.g. [O2, p. 27]) that a field extension $K/k$ is called ruled if there exists an intermediate field $L (k \subseteq L \subseteq K)$ such that $K$ is simple transcendental over $L$. The function fields $K/k$ defined by Pfister triples $(P, c, P_1)$ with $\dim P_1 > 1$ are 'quadratically ruled', in the sense that $L/k$ may additionally be chosen to be a quadratic function field. While the Pfister triple construction produces examples of ruled quadratic function fields, the problem of giving a complete characterization of such extensions remains open. For example, the following generalization of 3.1.3 gives further examples of quadratically ruled quadratic function fields:

**Proposition** Let $P$ be a Pfister form, $P_1$ a non-zero subform of $P$ and $c, b_1, \ldots, b_m \in k^*$, then the function field of $b_1 P \perp \ldots \perp b_m P \perp cP_1$ is pure transcendental over the function field of $b_1 P \perp \ldots \perp b_m P \perp \langle c \rangle$.

**Notation.** If $P$ and $Q$ are forms, we shall write $Q \leq P$ if $Q$ is similar to a subform of $P$, and $Q \prec P$ if $Q$ is similar to a proper subform of $P$, i.e. if $Q \leq P$ and $Q$ is not similar to $P$.

The next theorem gives a necessary and sufficient condition for an anisotropic Pfister neighbor to be special.

**Theorem 3.1.5 (cf. [AO, 2.2])**  If $Q$ is an anisotropic Pfister neighbor with complement $Q^-$ and associated Pfister form $Q^+$, then $Q$ is special iff there exists a Pfister form $P_0$ such that $Q^- \leq P_0 \prec Q^+$. (In particular, anisotropic Pfister neighbors of codimension $\leq 3$ are special.)
PROOF. If $Q^- = 0$, then $Q = Q^+$; hence in this case $Q$ is special (Pfister) and $Q^- \leq \langle 1 \rangle \prec Q^+$. Therefore we may assume $Q^- \neq 0$, or equivalently, that there exists $c \in k^*$ such that $Q^- \sim c$. If $aQ^+ \cong Q \perp Q^-$, then $Q^+ \sim ac$ and $Q^+ \cong acQ^+ \cong cQ \perp c^{-1}Q^-$, and $cQ^- \sim 1$. Thus, by replacing $Q$ with the similar Pfister neighbor $cQ$, we may assume $Q^+ \cong Q \perp Q^-$ and $Q^- \sim 1$.

If: By 1.2.2 the hypothesis implies that $Q^-$ is a subform of $P_0$ and $P_0$ is a subform of $Q^+$. Since $P_0$ is a proper subform of $Q^+$, by [L, p. 293, Exercise 8] there exists a Pfister form $R$ of dimension $\geq 2$ such that $Q^+ \cong P_0 \otimes R$. But then, writing $R = (1, d) \otimes R_1$ with $R_1$ Pfister, we have

$$Q^+ \cong P_0 \otimes ((1, d) \otimes R_1) \cong S \perp dS,$$

where $S := P_0 \otimes R_1$ is Pfister. But $Q^-$ is a subform of $P_0$ and $P_0$ is a subform of $S$, so there exists a form $Q'$ such that $S \cong Q^- \perp Q'$. By cancellation of $Q^-$ in the expression

$$Q^+ \cong Q \perp Q^- \cong Q^- \perp Q' \perp dS,$$

we have $Q \cong Q' \perp dS$. Therefore $Q$ is similar to $dQ \cong dQ' \perp S$, hence $dQ$ is defined by the Pfister triple $(S, d, Q')$. (Note that $Q' \neq 0$ since $\dim S = (1/2) \dim P > \dim Q^-$.)

Only if: We are given a Pfister triple $(P_0, d, T)$ and an element $b \in k^*$ such that $bQ \cong P_0 \perp dT$. Since $Q$ is a neighbor of $P_0 \perp dP_0$, and by the uniqueness of the Pfister form associated to a Pfister neighbor, we have $Q^+ \cong P_0 \perp dP_0$. By definition of $Q^+$, there exists $a \in k^*$ such that $aQ^+ \cong Q \perp Q^- \cong b(P_0 \perp dT) \perp Q^-$, or $Q^+ \cong ab(P_0 \perp dT) \perp aQ^-$. Since $Q^+ \sim ab$, $Q^+ \cong abQ^+ \cong P_0 \perp dT \perp bQ^-$. Cancelling $P_0$ from

$$P_0 \perp dP_0 \cong Q^+ \cong P_0 \perp dT \perp bQ^-,$$

we get $dP_0 \cong dT \perp bQ^-$. Therefore $P_0 \cong T \perp (db)Q^-$, so $Q^- \preceq P_0 \prec Q^+$. □
Before stating the next theorem, we shall give a lemma needed for its proof.

**Lemma 3.1.6 (cf. [AO, 2.3])** Let $R \preceq P_0 \preceq P$ be forms such that $P_0$ and $P$ are Pfister and $R$ represents 1. If there exists $c \in k^*$ such that $R \perp (c) \preceq P$ and $R \perp (c) \npreceq P_0$, then there exists $b \in k^*$ such that

$$R \perp (c) \preceq P_0 \perp (b) \preceq P_0 \perp bP_0 \preceq P.$$  

**Proof.** Since $R$ and $P_0$ represent 1, by 1.2.2 we can write $P_0 \cong R \perp R'$ and $P \cong P_0 \perp P'_0$. Then

$$R \perp (c) \perp (\ldots) \cong P \cong P_0 \perp P'_0 \cong (R \perp R') \perp P'_0.$$  

By Witt cancellation of $R$, this implies $R' \perp P'_0 \sim c$. Hence there exist $a, b \in k$ such that $c = a + b$, where $R' \sim a$ and $P'_0 \sim b$. Moreover, $b \neq 0$ since $R \perp (c) \npreceq P_0$. Thus, $R \perp (c) \preceq R \perp R' \perp (b) \cong P_0 \perp (b) \preceq P_0 \perp bP_0$, and by the following lemma, $P_0 \perp bP_0 \preceq P$. Finally, by [L, p. 280, Theorem 1.9] the three conditions $P_0$ and $P$ are Pfister, $P \cong P_0 \perp P'_0$, and $P'_0 \sim b \in k^*$ imply $P_0 \perp bP_0$ is a subform of $P$.  

**Theorem 3.1.7 (cf. [AO, 2.4])** Let $Q'$ be a form of dimension $\leq n$, and let $P$ be a Pfister form of dimension $\geq 2^n$ ($n \geq 1$). If $Q' \preceq P$, then there exists a Pfister form $P_0$ such that $Q' \preceq P_0 \prec P$.

**Proof.** If $Q' = 0$, we take $P_0 = (1)$; so we may assume $Q' \neq 0$. By replacing $Q'$ with a similar form, we may further assume $Q' \sim 1$. Choose a form $R$ which is maximal with respect to the properties: $R \sim 1$, $R \preceq Q'$, and there exists a Pfister form $P_R$ of dimension $\leq 2^{\dim R - 1}$ such that $R \preceq P_R \prec P$. (Note that $R = (1) = P_R$ is one such form.)
Claim: $R$ is similar to $Q'$. If not, then there exists $c \in k^*$ such that $R \perp \langle c \rangle \preceq Q'$. Moreover, $R \perp \langle c \rangle \not\preceq P_R$ by the maximality of $R$. Therefore by 2.1.6, there exists $b \in k^*$ such that

$$R \perp \langle c \rangle \preceq P_R \perp bP_R \preceq P,$$

and

$$\dim(P_R \perp bP_R) = 2\dim P_R \leq 2^{\dim R} < 2^{\dim Q'} \leq \dim P.$$

Let $R' = R \perp \langle c \rangle$ and $P_{R'} = P_R \perp bP_R$. Then

$$\dim P_{R'} \leq 2^{\dim R} = 2^{\dim R' - 1} < \dim P,$$

so $R' \preceq Q'$, $\dim P_{R'} \leq 2^{\dim R' - 1}$, and $R' \preceq P_{R'} \prec P$, which contradicts the maximality of $R$. □

**Corollary 3.1.8** (cf. [AO, 2.5]) If $Q$ is a Pfister neighbor of codimension $\leq n$ of an anisotropic Pfister form $P$ of dimension $\geq 2^n$ ($n \geq 2$), then $Q$ is special. (In particular, if $\dim P = 4$ or $8$, then all neighbors of $P$ are special; and if $\dim P > 8$, then every subform of $P$ of codimension $\leq 4$ is special.)

**Proof.** By 3.1.7 there exists a Pfister form $P_0$ such that $Q^- \preceq P_0 \prec P$, and then 3.1.5 applies. □

Knebusch [KII, p. 3, (7.8)] calls a Pfister neighbor $Q$ excellent if either codim $Q \leq 2$ or its successive complements $Q^-, (Q^-)^-, \ldots$ of dimension $> 2$ are again Pfister neighbors. These forms have been studied in [KII] and, in a generalized setting, in [HR1].

**Corollary 3.1.9** (cf. [AO, 2.7]) If $Q$ is an anisotropic Pfister neighbor whose complement $Q^-$ is also a Pfister neighbor, then $Q$ is special. In particular, anisotropic excellent Pfister neighbors are special.
PROOF. It suffices by 3.1.5 to see that \((Q^-)^+ < Q^+\), hence by 1.2.2 to see that \(Q^+\) is isotropic over \(k((Q^-)^+)\). Since \(Q^-\) is a Pfister neighbor, there exists an embedding of \(k(Q^-)\) in \(k((Q^-)^+)\) by 3.1.1(iii). But \(Q^+\) is isotropic over \(k(Q^-)\) since \(Q^-\) is a subform of \(Q^+\), and therefore a fortiori \(Q^+\) is isotropic over \(k((Q^-)^+)\).

For the second assertion, if \(Q\) is an anisotropic excellent Pfister neighbor and \(\text{codim } Q \leq 2\), then \(Q\) is special by 3.1.8, while if \(\text{codim } Q > 2\), then its complement \(Q^-\) is a Pfister neighbor. □

We note below in a final remark for this section that the collection of special Pfister neighbors is strictly larger than the collection of excellent Pfister neighbors.

EXAMPLE (cf. \[AO, 2.8\]) of a non-special Pfister neighbor.

We have seen that every anisotropic Pfister neighbor of codimension \(\leq 4\) is special. We now give an example of an 11-dimensional Pfister neighbor of codimension 5 which is not special. Let \(a, b, c, d\) be algebraically independent elements over a field \(k_0\) (of characteristic \(\neq 2\)); let \(k = k_0(a, b, c, d)\); and let \(Q'\) be the \(k\)-form \((1, a, b, c, d)\).

CLAIM: The 5-dimensional ‘generic’ form \(Q' = (1, a, b, c, d)\) is not a Pfister neighbor.

Suppose we have established the Claim. Then \(Q'\) is a subform of the 16-dimensional Pfister form \(P = (1, a) \otimes (1, b) \otimes (1, c) \otimes (1, d)\), and \(P\) is anisotropic by \[L, p. 273, Exercise 1\]. Let \(P \cong Q \perp Q'\). Then \(Q\) is a Pfister neighbor of \(P\). By the Claim \(Q'\) is not similar to a subform of an 8-dimensional Pfister form, so \(Q\) cannot be special by 3.1.5.

PROOF OF THE CLAIM. If \(Q'\) is a Pfister neighbor, then by the lemma below \(Q'\) represents its determinant \(abcd\), or equivalently, \(Q' \perp (-abcd) \cong (1, a, b, c) \perp\)
$d(1, -abc)$ is isotropic. But this is not the case by [L, p. 273, Exercise 1]. □

**Lemma** (cf. [KII, p. 10]) An anisotropic 5-dimensional form $Q$ is a Pfister neighbor iff $Q$ represents its determinant.

**Proof.** $\Rightarrow$: A 5-dimensional anisotropic Pfister neighbor $Q$ is special by 3.1.8. This means there exist $a, d \in k^*$ and a 4-dimensional Pfister form $P$ such that $Q \cong a(P \perp \langle d \rangle)$, which implies $Q \sim ad = \det Q$.

$\Leftarrow$: If $Q \sim d := \det Q$, then $Q \cong P \perp \langle d \rangle$ for some 4-dimensional anisotropic form $P$ of determinant 1. If $P \sim a$, then $aP$ is Pfister; so $aQ \cong aP \perp \langle ad \rangle$ implies $Q$ is a (special) Pfister neighbor.

**Remark** The above example also yields an example of a special Pfister neighbor which is not excellent: Take $Q^+ = Q \perp Q'$, with $Q, Q'$ as above. Then $Q^+ \perp Q$ is a special Pfister neighbor of $Q^+ \perp Q^+ = Q^+ \perp Q \perp Q'$, but the complement $Q'$ of $Q^+ \perp Q$ is not a Pfister neighbor; so $Q^+ \perp Q$ is not excellent.

### 3.2 Function fields of special Pfister neighbors

We have seen in the previous section (cf. 3.1.3(ii)) that if $Q_1$ and $Q_2$ are two special Pfister neighbors of the (same) Pfister form $P$, then $k(P)$ is a pure transcendental extension of $k(Q_1)$ and $k(Q_2)$. The main result of this section is to show that if also $\dim Q_1 = \dim Q_2$, then $k(Q_1)$ and $k(Q_2)$ are $k$-isomorphic.

We start with the following special case.

**Lemma 3.2.1** (cf. [AO, 1.5.1]) (Transposition Lemma) Let $P$ be a Pfister form; let $b, c \in k^*$; and let $Q = (P \perp bP) \perp \langle c \rangle$ and $Q' = (P \perp cP) \perp \langle b \rangle$.

Then

1. $Q$ and $Q'$ define the same function field; and
2. if $\dim P \geq 2$, then $Q$ and $Q'$ are similar (if and) only if $bP \cong cP$. 

Proof. (1) If \( P \) is isotropic, then the function fields of \( Q \) and \( Q' \) are rational (1.2.1) and of the same dimension, hence isomorphic; so we may assume \( P \) is anisotropic. Let \((x, y)\) be a generic zero for the polynomial \( P(X) + cP(Y) + b \). Since \( P \cong_{k(y)} P(y) \), the Pfister property of \( P \) yields \( P \cong_{k(y)} P(y)P \). Therefore there exists a tuple \((x')\) of elements such that \( P(x) = P(y)P(x') \) and \( k(y, x) = k(y, x') \). Then

\[
P(y)(P(x') + c) + b = 0, \text{ hence } P(x') + c + (1/P(y))b = 0.
\]

Let \( y' = y/P(y) \). Since \( P(y') = 1/P(y) \), it follows that \( k(y) = k(y') \) and \( P(x') + c + P(y')b = 0 \). But \( k(x, y) = k(x', y) = k(x', y') \), so then \((x', y')\) must be a generic zero for \( P(X') + bP(Y') + c \). Thus, \( k(Q) = k(x, y) = k(x', y') = k(Q') \).

(2) Suppose \( Q \) is similar to \( Q' \). Then \( bQ \) is similar to \( cQ' \); and since \( bQ \) and \( cQ' \) are of odd dimension and have the same determinant \( bc \), this implies \( bQ \cong cQ' \). Therefore \( bP \perp P \perp \langle bc \rangle \cong cP \perp P \perp \langle bc \rangle \), and hence by Witt cancellation \( bP \cong cP \).

Theorem 3.2.2 (cf. [AO, 1.6]) Let \((P_1, a_1, P'_1)\) and \((P_2, a_2, P'_2)\) be Pfister triples which define forms \( P_1 \perp a_1P'_1 \) and \( P_2 \perp a_2P'_2 \) of the same dimension.

Then the following are equivalent:

1. \( k(P_1 \perp \langle a_1 \rangle) \cong k(P_2 \perp \langle a_2 \rangle) \),
2. \( k(P_1 \perp a_1P'_1) \cong k(P_2 \perp a_2P'_2) \),
3. \( k(P_1 \perp a_1P_1) \cong k(P_2 \perp a_2P_2) \),
4. \( P_1 \perp a_1P_1 \cong P_2 \perp a_2P_2 \).

Proof. (1)\(\Rightarrow\)(2)\(\Rightarrow\)(3)\(\Rightarrow\)(4): By 3.1.3 \( k(P_1 \perp a_iP'_i) \) is a pure transcendental extension of \( k(P_1 \perp \langle a_i \rangle) \) and \( k(P_1 \perp a_iP_i) \) is a pure transcendental extension of \( k(P_1 \perp a_iP'_i) \), so (1) implies (2) implies (3); and (3) implies (4) by 1.2.3.

(4)\(\Rightarrow\)(1): The proof of this will proceed through a sequence of lemmas.
The first lemma is due Arason (cf. [Ars, p. 454, Lemma 1.7]). The proof provided here is simpler.

**Lemma 3.2.3** (cf. [AO, 1.6.1]) (Exchange Lemma) Let $P_i$ be a Pfister form and $a_i \in k^* (i = 1,2)$. If $P_1 \perp a_1 P_1 \cong P_2 \perp a_2 P_2$, then there exists $c \in k^*$ such that for $i = 1,2$, $P_i \perp \langle a_i \rangle$ is similar to $P_i \perp \langle c \rangle$.

**Proof.** Since $P_i \perp a_i P_i \sim a_j, j \neq i$, and $P_i \perp a_i P_i$ is Pfister,

$$P_i \perp a_i P_i \cong a_j (P_i \perp a_i P_i) \cong a_j P_i \perp a_j a_i P_i.$$ Putting these isomorphisms together with the isomorphism $P_1 \perp a_1 P_1 \cong P_2 \perp a_2 P_2$ given by the hypothesis, we have

$$a_2 P_1 \perp a_2 a_1 P_1 \cong a_1 P_2 \perp a_1 a_2 P_2,$$

or, in the Witt ring,

$$a_1 a_2 ([P_1] - [P_2]) = [a_1 P_2] - [a_2 P_1].$$

But $[P_1] - [P_2] = [(1,-1) \perp (...)$, which, since the left and right sides of the above equality involve forms of the same dimension, implies that $a_1 P_2 \perp (-a_2 P_1)$ is isotropic. Thus, there exist $b_1, b_2 \in k^*$ such that $P_i \sim b_i$ and $a_2 b_1 = a_1 b_2$, or $\langle a_1 b_1 \rangle \cong \langle a_2 b_2 \rangle$. We assert that $c = a_1 b_1$ has the desired properties. Since $P_i$ is Pfister and $P_i \sim b_i, b_i P_i \cong P_i$. Therefore $P_i \perp \langle a_i \rangle \cong b_i P_i \perp \langle a_i \rangle \cong b_i (P_i \perp \langle a_i \rangle))$. □

**Lemma 3.2.4** (cf. [AO, 1.6.2]) Let $P_i$ be Pfister and $a_i, b_i \in k^* (i = 1,2)$. If $(P_1 \perp a_1 P_1) \perp \langle b_1 \rangle$ and $(P_2 \perp a_2 P_2) \perp \langle b_2 \rangle$ have the same associated Pfister form, then there exist $c, d \in k^*$ such that for $i = 1,2$, $(P_i \perp a_i P_i) \perp \langle b_i \rangle$ is birationally equivalent to $(P_i \perp c P_i) \perp \langle d \rangle$.

**Proof.** Note first that two forms which are defined by Pfister triples and which are birationally equivalent have the same associated Pfister form, by
3.1.3 and 1.2.3. Therefore we can successively apply the Exchange Lemma, the Transposition Lemma, and the Exchange Lemma again to conclude that there exist \( c, d \in k^* \) such that for \( i = 1, 2 \), \( (P_i \perp a_i P_i) \perp \langle b_i \rangle \) is birationally equivalent to \( (P_i \perp a_i P_i) \perp \langle c \rangle \) is birationally equivalent to \( (P_i \perp c P_i) \perp \langle a_i \rangle \) is birationally equivalent to \( (P_i \perp c P_i) \perp \langle d \rangle \).

Lemma 3.2.5 (cf. [AO, 1.6.3]) Let \( Q_i \) be a Pfister form of dimension \( 2^n \) \((n \geq 1)\) and \( b_i \in k^* \) \((i = 1, 2)\), and suppose \( Q \) is a common Pfister subform of \( Q_1 \) and \( Q_2 \) of dimension \(< 2^n\). If \( Q_1 \perp \langle b_1 \rangle \) and \( Q_2 \perp \langle b_2 \rangle \) have the same associated Pfister form, then there exist Pfister forms \( P_1, P_2 \) of dimension \( 2^{n-1} \) and elements \( c, d \in k^* \) such that \( Q \) is a common subform of \( P_1 \) and \( P_2 \) and for \( i = 1, 2 \), \( (P_i \perp c P_i) \perp \langle d \rangle \) is birationally equivalent to \( Q_i \perp \langle b_i \rangle \). (Hence \( Q \perp c Q \) is a common Pfister subform of \( P_1 \perp c P_1 \) and \( P_2 \perp c P_2 \).)

Proof. Since \( Q \) is a proper Pfister subform of the Pfister form \( Q_i \), there exists a Pfister subform \( P_i \) of \( Q_i \) and an element \( a_i \in k^* \) such that \( Q \) is a subform of \( P_i \) and \( Q_i \cong P_i \perp a_i P_i \) (cf. [L, p. 293, Exercise 8]). The assertion now follows from the preceding lemma.

We are now ready to finish the proof of 3.2.2. Let \( S_i \) \((i = 1, 2)\) be the set of all forms birationally equivalent to \( P_i \perp \langle a_i \rangle \) and of the shape \( Q \perp \langle b \rangle \) with \( Q \) Pfister and \( b \in k^* \); and suppose we have chosen elements \( Q_1 \perp \langle b_1 \rangle \) from \( S_1 \) and \( Q_2 \perp \langle b_2 \rangle \) from \( S_2 \) such that \( Q_1 \) and \( Q_2 \) have a common Pfister subform \( Q \) of maximal possible dimension among such choices. By 3.2.4 \( Q \) cannot be a proper subform of, say, \( Q_1 \); so \( Q \cong Q_1 \cong Q_2 \).

In view of the fact that the associated Pfister form is preserved under birational equivalence (3.1.3 and 1.2.3), it suffices to note that \( Q \perp \langle b_1 \rangle \) and \( Q \perp \langle b_2 \rangle \) are similar, hence birational, by the Exchange Lemma.
3.3 The Zariski cancellation problem

We noticed in 3.1.2(i) that if $Q_1$ and $Q_2$ are neighbors, the field $k(Q_1)(Q_2)$ is pure transcendental over both $k(Q_1)$ and $k(Q_2)$. If $\dim Q_1 = \dim Q_2$, should $k(Q_1)$ and $k(Q_2)$ be $k$-isomorphic? Note that by 3.1.2(iii), $k(Q_1)$ and $k(Q_2)$ can be embedded in one another. The situation is identical to that of the problem of birational cancellation which can be stated as follow: (See [O2] and [O3] for a detailed exposition.)

**THE ZARISKI CANCELLATION PROBLEM (ZCP)** Suppose $K/k$ and $K'/k$ are quadratic function fields and there exists a finite set of elements $(t)$ algebraically independent over $K$ and a finite set of elements $(t')$ algebraically independent over $K'$ such that $K(t) \cong K'(t')$. Does it follow that $K \cong K'$?

ZCP has an affirmative answer if $\dim K/k \leq 1$; but the answer is no in general by a (difficult) counter-example (see [BCSS]) which is a function field of a cubic surface.

In our set-up, the fields $K$ and $K'$ are function fields of quadratic forms. One may ask ZCP has an affirmative answer with this extra hypothesis. This will be refered to as the QUADRATIC ZARISKI CANCELLATION problem, or simply the quadratic ZCP.

**Corollary 3.3.1** (cf. [AO, 2.6]) *If $Q$ is an anisotropic Pfister neighbor of codimension $\leq 4$, then the quadratic function fields which are overfields of $k(Q)$ are exactly the pure transcendental extensions $K$ of $k(Q)$ such that $k(Q) \subseteq K \subseteq k(Q^+)$.*

**Proof.** By 3.1.8 $Q$ is special, and therefore the pure transcendental extensions between $k(Q)$ and $k(Q^+)$ are all function fields of special Pfister neighbors of $Q^+$, by 3.1.3. Suppose then that $R$ is a nonsingular form such that $k(Q) \subseteq k(R)$. Since $Q^+$ becomes isotropic over $k(Q)$ and a fortiori over $k(R)$,
$R$ is similar to a subform of $Q^+$ by 1.2.2. But then $R$ is a Pfister neighbor of $Q^+$ of codimension $\leq 4$, hence special by 3.1.8, and by 3.1.3 $k(R)$ is isomorphic to a pure transcendental extension of $k(Q)$. □

**Corollary 3.3.2** (cf. [AO, 2.6.1]) *The quadratic Zariski problem has an affirmative answer if $K$ is the function field of a Pfister neighbor of codimension $\leq 4$.***

**Proof.** The hypothesis of the ZCP implies $K$ embeds in $K'$ (cf. [O1], or 3.1.2 (iii)) and $\dim K = \dim K'$, so $K'$ is an algebraic extension of $K$. Corollary 3.3.1 implies that $K'$ has to equal $K$ in this case. □

The quadratic ZCP is known to have an affirmative answer if $\dim K/k \leq 3$ or if $K$ is a function field of (cf. [O4] for details). The case that $\dim K/k = 3$, i.e. that $K = k(P)$ for $P$ a form of dimension 5, was pointed out to us by Detlev Hoffmann: If $P$ is not a Pfister neighbor, then this case follows from the Main Theorem of [H3], while if $P$ is a Pfister neighbor, it follows from two of our main results, 3.2.2 and 3.1.8.

### 3.4 Similarity and function fields

As a consequence of theorem 3.2.2, one can construct examples of birationally equivalent forms that are non-similar. We explicitly produce two five dimensional non-similar form that are birationally equivalent. In view of Wadsworth's results in [W], our example has minimal possible dimension. Also, from the last paragraph of the previous section, Pfister neighbors are the only source of such examples in dimension 5.

**Example 3.4.1** (cf. [AO, 1.5]) Fix a field $k_0$ and let $a, b, c$ be algebraically independent over $k_0$, and let $k = k_0(a,b,c)$. Let

\[ Q \cong (1,a,b,ab,c) \text{ and } Q' \cong (1,a,c,ac,b) \]
By [L, p. 273, Exercise 1] $P = (1, a)$ is anisotropic over $k_0(a)$, and then also $Q$ and $Q'$ are anisotropic over $k$. Clearly $Q$ and $Q'$ are special Pfister neighbors of the Pfister form $(1, a, b, ab) \perp c (1, a, b, ab)$, hence they are birationally equivalent by 3.2.2. Moreover, by (2) of the transposition lemma 3.2.1, $Q$ cannot be similar to $Q'$; for otherwise $bP$ represents $c$ (over $k$), which is easily seen to contradict to the assumption that $a, b, c$ are algebraically independent over $k_0$.

Now we turn our attention to the problem of descent of similarity over field extensions:

**QUESTION.** Let $L/k$ be a field extension and let $P$ and $Q$ be anisotropic $k$-forms. Under what conditions (imposed on either the extension or the forms) the similarity (isometry) of $P$ and $Q$ over $L$ implies the similarity of $P$ and $Q$ over $k$.

The question is widely open, and our results are rather elementary and limited. Of course one is particularly interested in the case where the field $L$ is a function field of a quadratic form.

Note the the descent of isometry is known if $L/k$ is either a pure transcendental or an algebraic extension of odd degree; for in these cases $P \perp -Q$ is hyperbolic over $L$ if and only if it is hyperbolic over $k$. (cf. [L, p. 255 lemma 1.1] for rational extensions, and Springer's theorem [L, p. 198] for the odd degree extension.) In the next two results we show one actually gets similarity descent over rational extensions and odd degree extensions.

**Proposition 3.4.2** Let $L/k$ be a purely transcendental extension and $P$ and $Q$ be anisotropic $k$-forms. Then $P$ is similar to $Q$ over $L$ (if and) only if $P$ is similar to $Q$ over $k$. 
Proof. We only need to show this for simple transcendental extensions. Let $L = k(X)$ were $X$ is transcendental over $k$. Assume first that $k$ is infinite. By hypothesis, there exist $f \in k(X)$ and an invertible matrix $M = (f_{ij})$ over $k(X)$ such that

$$P(Y) = f \cdot Q(MY) \quad (*)$$

Let $d(X) = \det(M) \in L^*$. Since $k$ is infinite, we can choose $x \in k$ such that $d(x), f(x)$ and $f_{ij}(x)$ are defined, and $f(x), d(x)$ are non-zero. Let $M' = (f_{ij}(x))$ and $b = f(x)$. Then $b \in k^*$ and $M'$ is an invertible $k$-matrix. Equation $(*)$ gives

$$P(Y) = b \cdot Q(M'Y),$$

hence $P$ and $Q$ are similar over $k$.

Now assume that $k$ is finite. In this case the anisotropic $k$-forms have dimension $\leq 2$. (Actually, over finite fields any homogeneous polynomial in more than 2 variables has a zero. cf. [G].) If $\dim P = 1$, then there nothing to prove. If $2 = \dim P = \dim Q$, then $P = a (1, d_1)$ and $Q = b (1, d_2)$. Since $P \approx Q$ over $L$, $P$ and $Q$ must have the same determinant, i.e. $\langle d_1 \rangle = \langle d_2 \rangle$ over $L$. Since $k$ is algebraically closed in $L$, we have $\langle d_1 \rangle = \langle d_2 \rangle$ over $k$ and we are done.

The descent of similarity over algebraic extension of odd degree follow from the following theorem which is a generalization of [L, p. 208, Scharlau's Norm principle] (for odd degree extensions).

Proposition 3.4.3 Let $L/k$ be an algebraic extension of odd degree, and $P$ and $Q$ be anisotropic $k$-forms. If $P \approx aQ$ for $a \in L^*$, then $P \approx N_{L/k}(a)Q$ over $k$.

Proof. Let $L_0 = k(a)$, $m := [L : L_0]$ and $n := [L_0 : k]$, $m$ and $n$ are odd. By Springer's theorem $P \approx aQ$ over $L$ implies $aQ \approx P$ over $L_0$. By applying to
last isometry the transfer $s^*$ map induced by the linear functional $s : L_0 \to k$ defined by $s(1) = 1$, and $s(a) = \cdots = s(a^{n-1}) = 0$, we get (cf. [L, p. 195-196 theorems 1.6 and 1.7]):

$$P \cong N_{L_0/k}(a)Q \text{ over } k.$$ 

Note that $N_{L/k}(a) = N_{L_0/k}(N_{L/L_0}(a)) = N_{L_0/k}(a^n) = (N_{L_0/k}(a))^n$. Since $n$ is odd, we have, over $k$,

$$N_{L/k}(a)Q \cong (N_{L_0/k}(a))^nQ \cong (N_{L_0/k}(a))Q \cong P,$$

as desired.

**Theorem 3.4.4** Let $\psi$ be a $k$-form. Let $Q$ and $P$ be anisotropic forms such that $Q$ and $P$ represent a common element over $k$ and $\dim P \leq 2^n < \dim \psi$ for some $n \geq 0$. Then $Q$ is a subform of $P$ over $k(\psi)$ (if and) only if $Q$ is a subform of $P$ over $k$.

**Proof.** We induct on $\dim Q$. If $\dim Q = 1$, then the hypothesis $Q$ and $P$ represent a common element over $k$ implies that $Q$ is a subform of $P$.

So assume that $\dim Q > 1$ and let $a \in D_k(Q) \cap D_k(P)$. Write $Q = \langle a \rangle \perp Q_1$ and $P = \langle a \rangle \perp P_1$. By hypothesis $\dim Q \leq \dim P \leq 2^n < \dim \psi$. So theorem 1.2.4, implies that $Q$ and $P$ stay anisotropic over $k(\psi)$. Since $Q_{k(\psi)}$ is a subform of $P_{k(\psi)}$, we can write

$$P \cong_{k(\psi)} \langle a \rangle \perp P_1 \cong_{k(\psi)} \langle a \rangle \perp Q_1 \perp R$$

for some $k(\psi)$-form $R$. By cancelling $\langle a \rangle$, we have that $Q_1$ is a subform of $P_1$ over $k(\psi)$. This implies, since $Q_1$ is a $k$-form, that there exists an element $a_1 \in k^*$ represented over $k$ by $Q_1$ that is also represented over $k(\psi)$ by $P_1$. Therefore the $k$-form $P_1 \perp \langle -a_1 \rangle$ is isotropic over $k(\psi)$. But $\dim(P_1 \perp \langle -a_1 \rangle) = \dim P \leq 2^n < \dim \psi$. By 1.2.4 implies that $P_1 \perp \langle -a_1 \rangle$ is isotropic over $k$. Since $P_1$
is anisotropic, this implies that $P_1$ represents $a_1$ over $k$. In other words we concluded that $Q_1$ and $P_1$ represent a common element over $k$. Thus by the inductive hypothesis applied to $Q_1$ and $P_1$, we have $Q_1$ is a subform of $P_1$ and therefore $Q = \langle a \rangle \perp Q_1$ is a subform of $P = \langle a \rangle \perp P_1$.

**Remark 3.4.5** In the previous proposition, the hypothesis $Q$ and $P$ represent a common element over $k$ can be relaxed if the $\dim P < 2^n (< \dim \psi)$. For then the inductive step can be modified as follows: Let $Q = \langle a \rangle$. Since $Q$ is a subform of $P$ over $k(\psi)$, the $k$-form $P \perp \langle -a \rangle$ is isotropic over $k(\psi)$ and has dimension $= \dim P + 1 \leq 2^n < \dim \psi$. Therefore by 1.2.4, $P \perp \langle -a \rangle$ is isotropic over $k$; i.e. $Q = \langle a \rangle$ is a subform of $P$.

When $\dim Q = \dim P$, 3.4.4 and this remark give

**Corollary 3.4.6** Let $\psi$ be a $k$-form. Let $Q$ and $P$ be anisotropic forms such that $\dim P < 2^n < \dim \psi$ for some $n \geq 0$. Then $Q \cong P$ are isometric over $k(\psi)$ (if and) only if $Q \cong P$ over $k$.

That is we have isometry descent in this case. If further we assume that $\dim P$ is odd, one can get a similarity descent result:

**Corollary 3.4.7** Let $\psi$ be a $k$-form. Let $Q$ and $P$ be anisotropic forms such that $\dim P$ is odd and $\leq 2^n < \dim \psi$ for some $n \geq 0$. Then $Q \cong P$ are isometric over $k(\psi)$ (if and) only if $Q \cong P$ over $k$.

**Proof.** Since $\dim P$ is odd we can find a $k$-form $P'$ which is similar to $P$ such that $\det P' = \det Q$. Over $k(\psi)$, $Q \cong P'$. By comparing determinants (remember $\dim P$ is odd), we conclude that $P'$ and $Q$ are actually isometric over $k(\psi)$; hence isometric over $k$ by 3.4.6. □

**Corollary 3.4.8** Let $Q$ and $\psi$ be $k$-forms. Let $P$ be an anisotropic $n$-fold Pfister $k$-form and $2^n < \dim \psi$. If $Q$ is similar to a subform of $P$ over $k(\psi)$,
then $Q$ is similar to a subform of $P$ over $k$. In particular, if $P'$ is another Pfister $k$-form and $P \cong P'$ over $k(\psi)$, then $P \cong P'$ over $k$.

**PROOF.** Let $a \in D_k(Q)$. Then the form $Q_1 := aQ$ represents 1. Over $k(\psi)$, $Q_1$ is similar to a subform of the Pfister form $P$, hence by 1.2.2 $Q_1$ is a subform of $P$ over $k(\psi)$. Since both $P$ and $Q_1$ represent 1, theorem 3.4.4 implies that $Q_1$ is a subform of $P$ over $k$. □

Recall that $Q$ is called a Pfister neighbor if it is similar to a subform of a Pfister form $P$ such that $2\dim Q \geq \dim P$. If $Q$ is a Pfister neighbor of dimension $2^n + m < 2^{(n+1)}$ then the Witt index $Q$ over (its function field) $k(Q)$ is known to be $m$ (see for example [H4, cor. 2]). In the following proposition we record a (partial) converse of this.

**PROPOSITION 3.4.9** Let $P$ be an $n$-fold Pfister form. Let $Q_0$ be a non-zero $k$-form of dimension $\leq \dim P$ such that the form $Q := P \perp Q_0$ is anisotropic. Then $Q$ is a Pfister neighbor iff the Witt index $Q$ over $k(Q) = \dim Q_0$.

**REMARK** Note that the Witt index $Q$ over $k(Q)$ is always $\leq \dim Q_0$, for otherwise $P$ will become isotropic over $k(Q)$ contradicting 1.2.4.

**PROOF.** Assume that the Witt index $Q$ over $k(Q)$ equals $\dim Q_0$. Since $\dim P = 2^n$ and $\dim Q > \dim P \geq \dim Q_0$, theorem 1.2.4 implies that $Q_0$ and $P$ stay anisotropic over $k(Q)$. Therefore $\iota_W(Q_{k(Q)}) = \dim Q_0$ implies that $-Q_0$ is a subform of $P$ over $k(Q)$. By 3.4.8, $Q_0$ is similar to a subform of $P$ over $k$, i.e., there exists $a \in k$ such that $aQ_0$ is a subform of $P$ over $k$. Hence $Q = P \perp Q_0$ is a neighbor of the Pfister form $P \perp aP$. □

**REMARK** Note that in the proof of 3.4.9 we only needed that Witt index $Q$ over a field $L$ equals $\dim Q_0$ where $L/k$ is a function field of a quadratic form of dimension greater that $\dim P$. 
We now return to the relation between birational equivalence and function fields. In our example 3.4.1 (and also in Knebusch's example [K1, p. 73]) of birational but non-similar forms, we notice that the anisotropic parts of these forms over their (common) function fields are not similar. This leads to the following (open) question which is a special case of the similarity descent question:

Q1. Let \( P \) and \( Q \) be nonsingular birationally equivalent quadratic \( k \)-forms such that \( P \) is similar to \( Q \) over \( k(P) \) (\( = k(Q) \)). Should \( P \) and \( Q \) be similar over \( k \)?

This question is equivalent to the following question proposed by professor Ulf Rehmann.

Q2. Let \( P \) and \( Q \) be nonsingular anisotropic quadratic \( k \)-forms of the same dimension which define the same generic splitting tower over \( k \). Should \( P \) and \( Q \) be similar over \( k \)?

Remark Let \( P \) and \( Q \) be anisotropic forms that define the same generic splitting tower. Let \( k_0 = k, k_1, \ldots, k_h \) be a common splitting tower and \( P_0 = P, P_1, \ldots, P_{h-1} \) (respectively, \( Q_0 = Q, Q_1, \ldots, Q_{h-1} \)) be the corresponding anisotropic kernels of \( P \) (respectively, \( Q \)). Then \( P_i \) is isotropic over \( k_i(Q_i) \) and conversely. This fact will be used frequently in what follows.

Our next theorem will answer in the affirmative Q1 for forms of odd dimension. We will need the following lemma which is a special case of a result of Fitzgerald [F, theorem 1.6].

Lemma 3.4.10 Let \( P \) and \( Q \) be anisotropic \( k \)-forms. If \( Q \cong P \) over \( k(P) \), then either

1. \( Q \) and \( P \) are similar over \( k \), or
2. \( P \perp Q \) is similar to a Pfister form.
PROOF. Let $\varphi = P \perp -Q$. Then $2 \dim P = \dim \varphi > \dim \varphi - 2^{\deg(\varphi)}$. Also $\varphi$ is hyperbolic over $k(P)$ because $Q \cong P$ over $k(P)$. Fitzgerald’s theorem [F, theorem 1.6], $\varphi$ is either hyperbolic or an anisotropic Pfister form; hence (1) and (2) follow respectively.

Notice that case (2) can happen only if $\dim P$ is a 2-power. So the lemma provides an isometry descent result in the case $\dim P$ not a 2-power and $L = k(p)$.

**Theorem 3.4.11**  Let $P$ and $Q$ be non-singular quadratic $k$-forms such that $\dim P$ is odd. If $P$ is similar to $Q$ over $k(P)$, then $P$ and $Q$ are similar over $k$.

Notice we do not need the hypothesis $P$ and $Q$ are birationally equivalent.

**Proof.** Since $P$ has odd dimension, we can replace $P$ by a similar form such that we may assume that $Q$ and $P$ have the same determinant. Over $k(P)$, $P$ and $Q$ are similar forms with the same determinant and odd dimension, they must be isometric over $k(P)$. Since $\dim P$ is not a 2-power, the previous lemma implies that $P$ and $Q$ must be similar over $k$, as desired.

We now provide few classes of forms where the question Q2 above has a positive answer.

**Proposition 3.4.12**  Let $P$ and $Q$ be anisotropic $k$-forms and $P \cong P_0 \perp \langle a \rangle$ for some Pfister form $P'$ and $a \in k$. Then $P$ and $Q$ are similar if and only if $P$ and $Q$ define the same generic splitting tower.

**Proof.** Suppose that $P$ and $Q$ define the same generic splitting tower. $P$ is clearly a Pfister neighbor of the Pfister form $P_0 \perp aP_0$, hence $Q$ is also a Pfister neighbor of this Pfister form too. In particular, the anisotropic kernels $P_1$ and $Q_1$ of $P$ and $Q$ over $k(P)$, respectively, are defined over $k$. Clearly, $P_1 \cong -aP_0$ over $k(P)$ which is a codimension 1 Pfister neighbor. But $P_1$ and $Q_1$ have the
same generic zero fields, hence they must be similar (over \( k(P) \)). By 3.4.8, \( P_1 \) and \( Q_2 \) are both codimension 1 neighbors of \( P_0 \) over \( k \), hence are similar. Therefore \( P \) and \( Q \) are neighbors of \( P_0 \perp aP_0 \) with similar complements, hence are similar. \( \square \)

We have seen that the 5-dimensional Pfister neighbors are special, hence are similar to a form of shape \( P \perp \langle a \rangle \), where \( P \) is a Pfister form. The proceeding proposition implies the similarity class of such a form is determined by it generic splitting tower. The results in [W] and the main theorem in [H4], imply that the same hold for forms of dimension \( \leq 4 \) and the 5-dimensional none Pfister neighbor forms. So we have

**Corollary 3.4.13** The similarity class of any form of dimension \( \leq 5 \) is determined by its generic splitting tower.

**Corollary 3.4.14** Let \( P \) be an anisotropic Pfister neighbor of codimension \( \leq 5 \). Let \( Q \) be an anisotropic form such that \( P \) and \( Q \) define the same generic splitting tower over \( k \). Then \( P \) and \( Q \) are similar.

**Proof.** Let \( \pi \) be the Pfister form associated to \( P \). The hypothesis imply that \( Q \) is also a neighbor of \( \pi \). Let \( P_0 \) and \( Q_0 \) be the complements of \( P \) and \( Q \), respectively, in \( P_0 \). By the previous corollary we have \( P_0 \sim Q_0 \) over \( k(P) \). Note that \( P \) is isotropic over \( k(P_0) \), because \( \pi \) is. Therefore, \( k(P)(P_0) \) is rational over \( k(P_0) \). Likewise \( k(P)(Q_0) \) is rational over and \( k(Q_0) \). By the ZCP (which holds here since \( \dim P_0 \leq 5 \)), \( P_0 \) and \( Q_0 \) are birationally equivalent over \( k \). In the case \( P_0 \) is not a 5-dimensional neighbor, this implies that \( P_0 \) and \( Q_0 \) are similar. This in turn shows that their complements \( P \) and \( Q \) in \( \pi \) are similar. Now let \( P_0 \) and \( Q_0 \) be 5-dimensional neighbors. Then we can repeat the same argument above with \( P_0 \) and \( Q_0 \) replaced by their complements to conclude that \( P_0 \) and \( Q_0 \) are similar; this implies that \( P \sim Q \) are similar. \( \square \)
Chapter 4
The Pfister-Leep Conjecture

In analogy to algebraically closed fields, a field \( k \) is called a \( C_d^d \)-field if every system of \( r \) forms of degree \( d \) over \( k \) in \( n \) variables where \( n > r \) has a common non-trivial zero over \( k \). For a prime \( p \), the field \( k \) is called a \( p \)-field if \([L:k]\) is a power of \( p \) for every finite extension \( L/k \).

In [P1], Pfister proof the following

**Theorem ([P1, Theorem 2]):** If \( k \) is a \( p \)-field, then for any \( d \) not divisible by \( p \), \( k \) is a \( C_d^d \)-field.

See also [P2, Theorem 2]. A special case is

**Corollary ([P1, Corollary 1]):** If \( k \) is a \( p \)-field for some prime \( p \neq 2 \), then \( k \) is a \( C_2^d \)-field

Pfister conjectured that the converse of this corollary is true.

**Pfister's Conjecture ([P1, Conjecture 3]):** If \( k \) is a \( C_2^d \)-field, then \( k \) is a \( p \)-field for some prime \( p \neq 2 \).

In [L2, Theorems 5.4, 5.5], Leep proved this conjecture for fields of characteristic 0 or 2 and gave the following generalized version of Pfister's conjecture to higher degree forms (see [L2, 1.4]):

**The Conjecture of Pfister-Leep.** For a fixed \( d \), if \( k \) is a \( C_0^d \)-field, then \( k \) is a \( p \)-field for some prime \( p \neq d \).

In this chapter we show that the Pfister-Leep conjecture is true if \( d \) is a power of the characteristic of the field \( k \). Note that if \( k \) is a \( C_0^q \)-field, then \( k \) is also a \( C_0^q \)-field (because if \( \{F_1, \ldots, F_r\} \) is a system of forms of degree \( q \),
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then \( \{ F_1^i, \ldots, F_r^i \} \) is an equivalent system of forms of degree \( q^i \). Therefore we need only to consider the case when \( d \) is equal to the characteristic of \( k \).

### 4.1 A system of forms

Let \( k \) be a fixed field and let \( d > 1 \) be a fixed integer. In this section, we define a system of forms of degree \( d \) that will be used in the proof of the the special case of the conjecture. We take our variables to be \( Z, X_1, X_2, \ldots \).

Define \( f : \{2, 3, \ldots \} \to \{1, 2, \ldots \} \) and \( g : \{2, 3, \ldots \} \to \{1, d, d^2, \ldots \} \) as follows:

For \( n > 0 \), let

\[
    n = a_0 + a_1 d + \cdots + a_r d^r
\]

be the \( d \)-adic expansion of \( n \), where \( a_t \in \{0, 1, \ldots, d - 1\} \), \( 0 \leq t \leq r \), and \( a_r \neq 0 \). Set \( g(n) = d^{r+1} \); and

\[
    f(n) = \begin{cases} 
    d^{r-1} & \text{if } n = d^r; \\
    d^r & \text{if } n = a_r d^r \text{ and } a_r > 1; \\
    a_0 d + a_1 d^2 + \cdots + a_{r-1} d^r & \text{if } n \neq a_r d^r.
    \end{cases}
\]

Now, define the form \( \phi_n \) of degree \( d \) as follows:

\[
    \phi_n = \begin{cases} 
    X_n Z^{d-1} - X_f(n) & \text{if } n = d^r; \\
    X_n^d - X_{g(n)}^{a_r} Z^{d-a_r} & \text{if } n = a_r d^r \text{ and } a_r > 1; \\
    X_n^d - X_f(n) X_{g(n)}^{a_r} Z^{d-a_r-1} & \text{otherwise.}
    \end{cases}
\]

**Remark 4.1.1**

(i) Note that \( n < d^{r+1} = g(n) \), hence \( f(n) < d^{r+1} \). In particular, The form \( \phi_n \) does not involve the variables \( X_t \), \( t > d^{r+1} \).

(ii) Also \( n \leq d^m \), implies \( r \leq m \), with equality only if \( n = d^m \). Hence \( n < d^m \) implies \( f(n) < d^m \) and \( g(n) \leq d^m \).

(iii) If \( n = a_r d^r \), then \( dn = a_r g(n) \). If \( n \neq a_r d^r \), then \( g(n) > n \) and \( dn = f(n) + a_r g(n) \).

(iv) If \( n \neq a_r d^r \) and \( a_r = d - 1 \), then \( n - f(n) = (d - 1)(g(n) - n) > 0 \).
To give the reader a feeling of how the forms $\phi_n$ look, we list these forms for the case $d = 3$ and $1 < n \leq 9$.

$$
\begin{align*}
\phi_2 &= X_2^3 - X_3^2 Z, \\
\phi_3 &= X_3 Z^2 - X_3^3, \\
\phi_4 &= X_4^3 - X_3 X_9 Z, \\
\phi_5 &= X_5^3 - X_6 X_9 Z, \\
\phi_6 &= X_6^3 - X_6^2 Z, \\
\phi_7 &= X_7^3 - X_3 X_9^2, \\
\phi_8 &= X_8^3 - X_8^2 Z, \\
\phi_9 &= X_9 Z^2 - X_3^3.
\end{align*}
$$

**Lemma 4.1.2** Let $m$ be an integer $\geq 1$, and let $z, x_1, x_2, \ldots$ be elements from a field. If $z = 0$ and the forms $\phi_2, \ldots, \phi_{d^m}$ defined above vanish on $(z, x_1, x_2, \ldots)$, then $x_n = 0$ for $n < d^m$.

**Proof.** Suppose that $1 \leq n < d^m$, and let $n = a_0 d^0 + a_1 d + \cdots + a_r d^r$ be the $d$-adic expansion of $n$, $a_r \neq 0$. We use induction on $n$ to show that under the given hypotheses, $x_n = 0$.

If $n=1$, then $d \leq d^m$. Hence $\phi_d := X_d Z^{d-1} - X_f^d = X_d Z^{d-1} - X_l^d$ vanishes on $(0, x_1, x_2, \ldots)$, which implies that $x_1 = 0$.

Now assume $n > 1$. There will be three cases according to how $\phi_n$ is defined.

**Case I.** $n = d^r$. Since $n < d^m$, $dn \leq d^m$; hence by hypothesis $\phi_{dn} := X_{dn} Z^{d-1} - X_f^{dn}$ vanishes on $(0, x_1, \ldots)$. This implies $x_{f(dn)} = 0$. But $n = d^r$ implies $f(dn) = f(d^{r+1}) = d^r = n$, so $x_n = 0$.

**Case II.** $n = a_r d^r$, $a_r \neq 1$. Then our hypothesis that $\phi_n = X_n^d - X_{g(n)}^{a_r} Z^{d-a_r}$ vanishes on $(0, x_1, \ldots)$ again implies $x_n = 0$.

**Case III.** $n \neq a_r d^r$. Suppose first that $a_r < d - 1$. Then our hypothesis that $\phi_n = X_n^d - X_{f(n)} X_{g(n)}^{a_r} Z^{d-a_r-1}$ vanishes on $(0, x_1, \ldots)$ implies $x_n = 0$, because $d - a_r - 1 > 0$. Now assume $a_r = d - 1$. By remark 4.1.1.(iv), $f(n) < n < d^m$; hence $x_{f(n)} = 0$ by induction hypothesis. Therefore, $\phi_n = X_n^d - X_{f(n)}^d X_{g(n)}^{d-1}$ vanishes on $(0, x_1, \ldots)$ again implies $x_n = 0$ as desired. □
Lemma 4.1.3 Let $m$ be an integer $\geq 1$, and let $z, x_1, x_2, \ldots$ be elements from a field. If $z = 1$ and the forms $\phi_2, \ldots, \phi_{d^n}$ defined above vanish on $(z, x_1, x_2, \ldots)$, then

$$x_n = \epsilon_n x_1^n, \text{ for } n \leq d^m$$

where $\epsilon_n$ is a $d$-power root of unity.

Remark 4.1.4 From the proof of this lemma we shall see that

(i) $\epsilon_n = 1$ if $n = d^r$. In particular, for any $n$, $\epsilon_{g(n)} = 1$ since $g(n)$ is a $d$-power.

(ii) $\epsilon_n$ is a $d$-th root of unity if $n = ad^r$, $1 < a < d$.

(iii) $\epsilon_n = \epsilon \epsilon_{f(n)}$ where $\epsilon$ is a $d$-th root of unity, if $n \neq ad^r, 1 \leq a < d$.

Proof of 4.1.3 Again, let $n = a_0 d^0 + a_1 d + \cdots + a_r d^r$ be the $d$-adic expansion of $n$, $a_r \neq 0$, and $n \leq d^m$. If $n = 1$, then $x_1 = 1 \cdot x^1$, so we may assume $n > 1$.

Case I. $n = d^r$. We induct on $r$. If $r = 1$, then $\phi_d := X_n Z^{d-1} - X_1^d$ vanishes on $(1, x_1, x_2, \ldots)$ implies $x_d = x_1^d$. If $r > 1$, then similarly, $x_d^r = x_1^{d^{r-1}}$. But by induction hypothesis, $x_d^{r-1} = x_1^{d^{r-1}}$, so $x_d^r = x_1^{d^r}$.

Case II. $n = a_r d^r$, $1 < a_r < d$. Since $n \leq d^m$, $\phi_n = X_n^d - X_1^{a_r} Z^{d-a_r}$ vanishes on $(1, x_1, x_2, \ldots)$, which implies that $x_n^d = x_1^{a_r} g$. Since $d^r < n \leq d^m$, $r+1 \leq m$. Therefore, $g(n) = d^{r+1} \leq d^m$, hence by case I we have $x_g(n) = x_1^{g(n)}$. Hence $x_n^d = x_1^{a_r g(n)} = x_1^{a_r g(n)}$. Therefore, $x_n = \epsilon_n x_1^n$, Where $\epsilon_n$ is a $d$-th root of unity.

Case III. $n \neq a_r d^r$. Again, since $g(n) = d^{r+1} \leq d^m$, by case I, $x_g(n) = x_1^{g(n)}$. Thus, $\phi_n := X_n^d - X_{f(n)} X_1^{a_r} Z^{d-a_r-1}$ vanishes on $(1, x_1, x_2, \ldots)$ implies

$$x_n^d = x_{f(n)} x_1^{a_r g(n)}.$$
So, it is enough to show that \( x_{f(n)} = \epsilon_{f(n)} x_1^{f(n)} \), where \( \epsilon_{f(n)} \) is a \( d \)-power root of unity; for then we have

\[
x_n^d = \epsilon_{f(n)} x_1^{f(n)+a_r g(n)} = \epsilon_{f(n)} x_1^{d n}, \quad \text{by remark 4.1.1.(ii)},
\]

and therefore,

\[
x_n = \epsilon \epsilon_{f(n)}^{1/d} x_1^d.
\]

where \( \epsilon \) is a \( d \)-th root of unity, and we may take \( \epsilon = \epsilon \epsilon_{f(n)} \), a \( d \)-power root of unity.

**Claim:** If \( n \) is an integer \( > 1 \) and there exists \( m \) such that \( n < d^m \) and \( \phi_2, \phi_3, \ldots, \phi_{d^m} \) vanish on \((1, x_1, x_2, \ldots)\), then \( x_{f(n)} = \epsilon_{f(n)} x_1^{f(n)} \), where \( \epsilon_{f(n)} \) is a \( d \)-power root of unity.

**Proof of the claim.** We may assume \( f(n) > 1 \), for otherwise \( f(n) = 1 \) implies \( n = d \) and we are done by case I. Note that since \( n \leq d^m \), \( f(n) < d^m \) by remark 4.1.1.(ii). To show that \( x_{f(n)} = \epsilon_{f(n)} x_1^{f(n)} \), we induct on the "length" of \( n \); i.e. on the quantity \( r - t \), where

\[
n = a_t d^t + \cdots + a_r d^r \quad \text{with} \quad a_t a_r \neq 0.
\]

If \( r - t = 0 \), then \( f(n) = d^r \) or \( d^r \), hence by case I applied to \( f(n) \) we have \( x_{f(n)} = \epsilon_{f(n)} x_1^{f(n)} \), where \( \epsilon_{f(n)} \) is a \( d \)-th root of unity.

So assume that \( r - t > 0 \). Then

\[
f(n) = a_t d^{t+1} + \cdots + a_s d^{s+1} \quad \text{where} \quad a_s \neq 0, \text{ and } s < r.
\]

The length of \( f(n) \) equals \( s - t < r - t \). Therefore, by induction hypothesis applied to \( f(n) \),

\[
x_{f(f(n))} = \epsilon_{f(f(n))} x_1^{f(f(n))}.
\]

Also, since \( g(f(n)) \) is a \( d \)-power, \( x_{g(f(n))} = x_1^{g(f(n))} \) by case I.
If \( f(n) = a_d n^{d+1} \), then again by cases I and II, we get \( x_f(n) = \epsilon_f(n)x_1^{f(n)} \), where \( \epsilon_f(n) \) is a \( d \)-th root of unity. So, assume \( f(n) \neq a_d d^{d+1} \). Then \( \phi_f(n) := X_{f(n)}^d - X_f(f(n))X_g(f(n))Z^{d-a_d} \) vanishes on \((1, x_1, x_2, \ldots)\) implies that

\[
X_{f(n)}^d = x_f(f(n))x_{g(f(n))}^d = \epsilon_f(n)x_1^{f(n) + a_g(f(n))} = \epsilon_f(n)x_1^{d(f(n))}, \quad \text{by remark 4.1.1.(iii)}.
\]

Hence,

\[
x_f(n) = \epsilon^{1/d}_f(n)x_1^{f(n)},
\]

where \( \epsilon \) is a \( d \)-th root of unity. We set \( \epsilon_f(n) = \epsilon^{1/d}_f(n) \), a \( d \)-power root of unity. \( \Box \)

### 4.2 The main result

In this section we will prove

**Theorem 4.2.1** Let \( k \) be a field of characteristic \( d \). Given a polynomial \( h \) over \( k \) of degree \( d^m \), \((m \geq 1)\) in one variable, there exists a system \( S \) of \( r(= d^m - 1) \) forms of degree \( d \) in \( r + 1 \) variables such that \( h \) has a zero in \( k \) if and only if the system \( S \) has a common non-trivial \( k \)-zero.

As a corollary we have

**Corollary 4.2.2** Let \( k \) be a field of characteristic \( d \). If \( k \) is a \( C_0^d \)-field, then

(i) every polynomial of \( d \)-power degree has a zero in \( k \).

(ii) \( k \) is a \( p \)-field for some prime \( p \) not dividing \( d \).

**Proof.** Since \( k \) is a \( C_0^d \)-field, the system \( S \) in the theorem has a non-trivial \( k \)-zero. Therefore, the polynomial \( h \) has a zero in \( k \); hence (i) follow. Now (ii) follows from (i) and the following proposition which was proved by Leep for the case \( d = 2 \); the proof of the general case is identical.
PROPOSITION ([L1, prop. 4.4]) A field $k$ is a $p$-field for some prime number $p$ not dividing $d$ if and only if every polynomial of $d$-power degree has a zero in $k$.

Before starting the proof of 4.2.1, we need the following: Define the functions

$$i : \{d, d + 1, d + 2, \ldots \} \to \{1, 2, \ldots \},$$

$$j : \{d, d + 1, d + 2, \ldots \} \to \{1, d, d^2, \ldots \}$$

as follows:

For any integer $n \geq d$, write the $d$-adic expansion of $n$:

$$n = a_0d^0 + a_1d + \cdots + a_r d^r,$$

where $a_r \neq 0$. Set $j(n) = d^r$; and

$$i(n) = \begin{cases} a_r d^{r-1}, & \text{if } n = a_r d^r; \\ a_0 + a_1d + \cdots + a_{r-1}d^{r-1}, & \text{if } n \neq a_r d^r. \end{cases}$$

Now, for $n \geq 0$, define the monomials $Y_n$ (of degree $d$) as follows:

$$Y_n = \begin{cases} X_1^n Z^{d-n}, & \text{if } 0 \leq n < d; \\ X_{i(n)}^d, & \text{if } d \leq n = a_r d^r; \\ X_{i(n)}^{a_r} X_{j(n)}^{d-a_r-1}, & \text{if } d < n \neq a_r d^r. \end{cases}$$

Suppose we are given a polynomial

$$h = X^{d^m} + c_{d^m-1}X^{d^m-1} + \cdots + c_1 X + c_0,$$

with coefficients $c_i$ from $k$. Define $\phi_h$ (a form of degree $d$) to be

$$\phi_h = Y_{d^m} + c_{d^m-1}Y_{d^m-1} + \cdots + c_1 Y_1 + c_0 Y_0.$$ 

REMARK 4.2.3

(i) Note that $i(n) < d^r = j(n)$. Also, if $d \leq n < d^m$, then $r < m$, hence $i(n) < d^{m-1}$ and $j(n) \leq d^{m-1}$. In particular, for $h$ of degree $d^m$, the form $\phi_h$ involves only the variables $Z, X_1, \ldots, X_{d^m-1}$. 
(ii) Let \( n \geq d \). If \( n = a_r d^r \), then \( d_i(n) = n \); and if \( n \neq a_r d^r \), then \( n = i(n) + a_r j(n) \).

(iii) If \( h \) has degree \( d \), then \( \phi_h \) is nothing but the homogenization of \( h \).

**Proof of 4.2.1**

Let \( k \) be a field of characteristic \( d \). Throughout the proof, for \( n > 0 \), let \( n = a_0 + \ldots + a_r d^r, a_r \neq 0 \), be the \( d \)-adic expansion of \( n \). For any elements \( z, x_1, x_2, \ldots, x_{dm-1} \) of \( k \), and for \( n = 0, \ldots, dm \) let

\[
y_n = \begin{cases} 
x^n_1 x^{d-n}_2 & \text{if } 0 \leq n < d; \\
x^d & \text{if } d \leq n = a_r d^r; \\
x^a_i(n) x^{n-r}_{j(n)} x^{d-a_r-1} & \text{if } d < n \neq a_r d^r.
\end{cases}
\]

Take \( S \) to be the system consisting of of the \( d^{m-1} \) forms \( \phi_h, \phi_2, \ldots, \phi_{dm-1} \). These forms have degree \( d \), and by 4.1.1.(i),(ii) and 4.2.3.(i), the system involves the \( d^{m-1} + 1 \) variables \( Z, X_1, \ldots, X_{dm-1} \).

Claim: The system \( S \) has a non-trivial \( k \)-zero if and only if the polynomial \( h \) has \( ak \) zero.

If \( m = 1 \), then, as noted in 4.2.3(iii), \( S = \{ \phi_h \} \) is just the homogenization of \( h \), and therefore the claim is proved in this case. So we may assume \( m > 1 \).

First, assume that the system \( \phi_h, \phi_2, \ldots, \phi_{dm-1} \) has a non-trivial common zero \( (z, x_1, x_2, \ldots, x_{dm-1}) \) over \( k \). Then \( z \) cannot be zero. Otherwise, if \( z = 0 \), then by Lemma 4.1.2,

\[
x_n = 0 \text{ for } 1 \leq n < d^{m-1}.
\]

By 4.2.3.(i), \( d \leq n < d^m \) implies \( i(n) < d^{m-1} \). Hence \( x_{i(n)} = 0 \) for \( d \leq n < d^m \), which implies that \( y_n = 0 \) for \( 0 \leq n < d^m \). Therefore \( \phi_h \) vanishes on \( (z, x_1, x_2, \ldots, x_{dm-1}) \) implies \( 0 = y_{dm} = x^d_{i(dm)} \). But \( i(dm) = d^{m-1} \), so \( x_{dm-1} = 0 \). Therefore, \( z = 0 \) leads to the trivial solution, a contradiction.
So, we may assume that \( z = 1 \). Claim: \( x_1 \) is a zero of \( h \). Note that since the characteristic of \( k = d \), all the \( d \)-power roots of unity are equal to 1. Therefore lemma 4.1.3 implies that

\[
x_n = x_1^n \quad \text{for} \quad 1 \leq n \leq d^{m-1}.
\]

Therefore, for \( 0 \leq n \leq d^m \),

\[
y_n = \begin{cases} 
    x_1^n & \text{if } 0 \leq n < d; \\
    x_1^{d(n)} & \text{if } d \leq n = a_r d^r; \\
    x_1^{i(n)+a_r j(n)} & \text{if } 0 < n \neq a_r d^r.
\end{cases}
\]

\[
x_1^n, \quad \text{(by 4.2.3.(ii)).}
\]

Now, \( \phi_h \) vanishes on \( (1, x_1, \ldots, x_{d^m-1}) \) implies

\[
0 = y_{d^m} + c_{d^m-1} y_{d^m-1} + \cdots + c_0 y_0
\]

\[
= x_1^{d^m} + c_{d^m-1} x_1^{d^{m-1}} + \cdots + c_0
\]

\[
= h(x_1).
\]

Hence \( x_1 \) is a zero of \( h \).

Conversely, Assume that there exists \( \alpha \in k \) such that \( h(\alpha) = 0 \). Put \( z = 1 \) and \( x_n = \alpha^n \) for \( n \geq 1 \). We verify that \( (z, x_1, \ldots, x_{d^m-1}) \) is a common zero of the forms \( \phi_h, \phi_1, \ldots, \phi_{d^n-1} \). As above, we have by 4.2.3.(ii),

\[
y_n = \begin{cases} 
    \alpha^n & \text{if } 0 \leq n < d; \\
    \alpha^{d(n)} & \text{if } d \leq n = a_r d^r; \\
    \alpha^{i(n)+a_r j(n)} & \text{if } 0 < n \neq a_r d^r.
\end{cases}
\]

\[
= \alpha^n;
\]

and therefore

\[
0 = h(\alpha) = \alpha^{d^m} + c_{d^m-1} \alpha^{d^{m-1}} + \cdots + c_0
\]

\[
= y_{d^m} + c_{d^m-1} y_{d^m-1} + \cdots + c_0 y_0;
\]

Hence, \( \phi_h \) vanishes on \( (z, x_1, \ldots, x_{d^m-1}) \).
To verify that $\phi_n$ vanishes on $(z, x_1, \ldots, x_{d^{m-1}})$ for $1 < n \leq d^{m-1}$, first assume that $n = d^r$. Then $f(n) = d^{r-1}$, and therefore $x_n z^{d-1} - x_{f(n)} = \alpha^n - \alpha^{d f(n)} = \alpha^{d^r} - \alpha^{d(d^{r-1})} = 0$. Hence, $\phi_n$ vanishes on $(z, x_1, \ldots, x_{d^{m-1}})$ in this case. Now assume that $n = a_r d^r$, $a_r \neq 1$. Then $g(n) = d^{r+1}$, and we have $x_n^d - x_{g(n)}^d = \alpha^{a_r} - \alpha^{a_r g(n)} = \alpha^{a_r d^{r+1}} - \alpha^{a_r d^{r+1}} = 0$, hence, $\phi_n$ vanishes on $(z, x_1, \ldots, x_{d^{m-1}})$ in this case too. Finally, assume that $n \neq a_r d^r$. By 4.1.1.(iii),
\[ d n = f(n) + a_r g(n); \] hence, $x_n^d - x_{f(n)}^d x_{g(n)}^{a_r} z^{d-a_r-1} = \alpha^{a_n} - \alpha^{f(n)+a_r g(n)} = \alpha^{a_n} - \alpha^{a_n} = 0$, so $\phi_n$ vanishes on $(z, x_1, \ldots, x_{d^{m-1}})$. This completes the proof of the theorem. \qed
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