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depending on whether tim e variations of the hydrodynam ic variables are included 

or not. In general, unsteady models are used except for very simple engineering 

designs-such as drainage ditches, and culverts.

One dimensional models are generally used to study long narrow water bod

ies such as rivers, channels, and straits where lateral and vertical variations of 

flow properties are not im portant. The im portance of 1-D models cannot be over

looked, as for a  num ber situations such as channel design, river stage forecasting 

etc., these models perform reasonably well. Several U.S. agencies like the W ater

ways Experim ent Station (W E S ), United States Geological Survey (USGS), Coastal 

Engineering Research Center (CERC) etc. offer models for public use. Reviews of 

the capabilities of these models have been contributed by Thom as (1979), Feldman 

(1981) and Fread (1982).

Three dimensional models are used to study detailed flow properties in all three 

spatial directions. In general, 3-D models are com putationally very expensive to  

run, and typically require large am ounts of field da ta  for calibration. In general 3-D 

models require about 10 times the com putational effort of 2-D models and powerful 

super com puters are required to run these models. The enhanced cost associated 

with these models precludes their use for medium scale engineering projects.

Based on cost effectiveness, ease of use and good detailed flow descriptions, 

2-D models have become very popular with engineers and scientists. A brief review 

of existing literature on 2-D models is given below.



8

2.1 R eview  of 2-D models

Two dimensional models are generally used to study w ater bodies w ith large 

surface area or very deep narrow channels where vertical variation of flow variables is 

im portant. Depth integrated models are the most popular 2-D models for studying 

flow patterns in the  X-Y plane. Based on the type of solution m ethod used 2- 

D models can be classified into finite elem ent (FE) models, finite difference (FD) 

models and models using the boundary fitted coordinate m ethod (BFC).

2.1.1 Finite element models

Finite element models use the integral form of the governing equations solved 

on triangular or quadrilateral grids. The procedure consists of choosing a  trial 

solution, and minimizing the residuals over the entire domain. The FE  elements 

are generally linear and this results in a  set of algebraic equations which are then 

solved by either direct or iterative methods. A num ber of FE  m ethods have been 

reported in the literature. Grotkop (1973) calculated the oscillation of the N orth Sea 

due to  the semi- diurnal tide. This analysis employed the finite elem ent Galerkin 

technique in both space and time. This m ethod has been found to be extrem ely 

tim e consuming (Nihoul 1976). Implicit finite element schemes for nonlinear models 

have been applied by Wang and Connor (1975) to study the G reat Bay Estuary in 

New Hampshire. The main advantage of the finite element technique over the  finite 

difference m ethod is the ability to describe the bathym etry and lateral topography 

more accurately, bu t the technique has been found to be inefficient for transien t 

problems (P inder and Gray (1977)). For a  steady state  problem , the efficiency of the 

finite elem ent m ethod is comparable to the finite difference m ethod. Hence, some
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investigators have used the Fourier transform  m ethod to  transform  the transient 

equations into tim e independent forms and then apply the finite elem ent technique 

(P inder and Gray (1977)). The disadvantages of the FE m ethod are th a t they 

are difficult to form ulate and are com putationally very expensive to  solve. This is 

because the resulting algebraic equations are not sparse and efficient sparse m atrix 

algorithm s cannot be used to solve them . The m athem atical tools for analysis of 

stability, consistency and convergence of the FE m ethod for transient problems are 

yet to be developed. In spite of these drawbacks FE m ethods are used because of 

their ability to represent arb itrary  geometries accurately.

2.1.2 Finite difference methods

The FD m ethod is very popular with modelers because of its ease of use, rig

orous m athem atical basis, and lower com putational overhead. The FD m ethod 

typically consists of discretization of the governing equations on rectangular grids. 

The difference equations are then solved to obtain the spatial and tem poral varia

tions of the flow variables.

T he finite difference m ethod can be broadly classified into two categories: (1) 

direct m ethods and (2) characteristics m ethod (Amein and Fang 1969). These 

categories are further classified into explicit and implicit m ethods. Each m ethod 

has m any variations depending on exactly how the partial differential equations 

are transform ed into the finite difference analogues. Explicit direct and im plicit 

direct m ethods are most common in tidal and storm  surge models. For the sake of 

convenience, they are referred to as explicit and im plicit methods in this study.

4
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A characteristic method is suitable for tracing the disturbance of waves or the 

movement of fluid constituents . It requires some form of interm ediate transform a

tion when the solutions are required a t fixed locations.

The explicit m ethod has been used quite often for shallow w ater simulations 

(Fischer (1965), Gates (1966), Reid and Bodine (1968), M atthews and Mungall 

(1972)). M urty (1984) presents a review of various versions of the explicit method. 

The com putations involved in this m ethod are straightforward in th a t the unknown 

quantities a t every grid point are solved for based on known values at the previous 

tim e step. M atrix inversion for solving a  system  of simultaneous equations is thus 

avoided. However, the tim e step used in this m ethod is restricted by the gravity wave 

stability  criterion also known as the Courant-Friedrichs-Lewy (CFL) criterion. This 

criterion states th a t no combination of signals can travel more than  one grid point 

during a tim e step (Crowley (1970)). The stability analyses are generally performed 

on linearized versions of the equations as it is very difficult to perform such analyses 

on nonlinear equations. The stability criterion is given by A t  = A s / y / 2 g H  where 

A t  is the allowable tim e step, A s  is the minimum grid- spacing, g is the  acceleration 

due to  gravity, and H is the maximum w ater depth. The ratio  ( A t ) \ / 2 g H j A s  is 

term ed the  Courant number.

By using an implicit m ethod, unknowns in the finite difference equations are 

expressed in term s of other unknown values. Together with boundary conditions, 

a set of algebraic equations is solved to evaluate those related unknowns a t one 

time. The tim e step is lim ited not by the stringent Courant stability  criterion, but 

by accuracy considerations. An implicit m ethod requires more com puter storage 

than an explicit method. The com putation tim e per tim e step is also greater for 

the im plicit m ethod if the same tim e step is used for both methods. However, the

¥
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im plicit m ethod perm its a larger tim e step in the com putations. Consequently the 

to tal com putation tim e can be considerably reduced if an im plicit m ethod is used 

with a larger tim e step. In this case, the phase error associated with the im plicit 

m ethod should be taken into consideration (Leendertse (1967)).

According to the experience of some investigators (D iprim a and Rogers (1969), 

W eare (1976) ), the im plicit m ethod when applied to non linear system s, is, in 

general, not free from stability  problems. The choice of an im plicit or explicit 

m ethod depends on the nature of the problem solved, and also on the availability 

of com puter resources.

A two dimensional model can be either vertically integrated or transversely 

integrated depending on the physics of the problem. A vertically averaged model 

calculates w ater movements on the horizontal X- and Y- directions. The currents 

in oceans or coastal areas are usually calculated through this type of a  model. A 

transversely averaged model calculates flows in the X- and Z- directions. It can be 

used for calculating flows in estuaries where no significant variations in the current 

occur in the lateral direction. This is typically the case in long narrow estuaries. 

The velocities in both X- and Y- directions have to be considered if the estuarine 

geom etry is broad.

W hen the im plicit method is applied to a one dimensional flow with N grid 

points, a set of N simultaneous arithm etic equations have to be solved a t every 

tim e step. For a  two dimensional problem with M by N grid points, a  set of (M X 

N) equations have to be solved a t every tim e step. In a real problem , a  significant 

am ount of com puter memory is required to store several (M X N) m atrices where M 

and N are of the order of a hundred. Clearly, this is an enormous task requiring a lot 

of com putation time. In order to overcome this problem, Peaceman and Rachford
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(1955) proposed the  alternating-direction-im plicit (ADI) m ethod. This m ethod is 

related to  th a t developed by Douglas (1955) for solving the two dimensional heat 

equation.

In the ADI m ethod, a com putational interval is divided into two half tim e 

steps. In the first half tim e step, com putations are carried out row by row. A set 

of N sim ultaneous equations are solved to evaluate the N unknowns a t each row. 

All unknowns are lim ited to the same row. Unknown term s in the other rows are 

substitu ted  by their corresponding known values obtained a t a  previous tim e step. 

In the  next half tim e step, similar operations are carried out column by column. 

Gustafsson (1971) applied the ADI m ethod to solve the equations of a shallow w ater 

problem. Weare (1976) pointed out the disadvantage of using an ADI m ethod due 

to  increased truncation errors resulting from the tim e splitting of the  difference 

equations, especially when modelling irregular geometries.

Many vertically integrated, two dimensional, numerical models have been de

veloped. Some of them  have simplified the problem by ignoring one or more term s 

in the governing equations. Some of the models have used linearized equations 

(Heaps (1969)). If the  advective term s are included, the equations become nonlin

ear and the com putations become more troublesome. The role of nonlinear term s 

in the  numerical instability has been of great interest to many investigators (Moe, 

M athison and Hodgins (1978)). Nonlinear term s cannot be neglected in studying 

the gyre structures induced by circulations and hence these term s are retained in 

the present study.

The work of Leendertse (1967) constituted an im portant landm ark for the 

modeling of two dimensional flows due to the fact th a t the model allowed a relatively 

large tim e step for sim ulations by using the implicit m ethod. T he au thor’s claim
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th a t the model is unconditionally stable has a ttrac ted  much atten tion . Leendertse 

extended this model to perform water quality simulations. Hess and W hite (1974) 

applied it to N arragansett Bay. Tee (1976) used a  sim ilar model including the  effect 

of eddy viscosity. Blum berg (1977a) applied a  similar model to Chesapeake Bay. 

Stelling (1984) improved the stability of Leendertse’s m ethod by using an angled 

derivative approach to discretize the advection term .

In some cases, a  high density network is required a t local areas either to  supply 

detailed results or to  include im portant inform ation, while a coarse network may 

suffice in other areas. Such a model is used by the Federal Emergency M anagem ent 

Agency (FEM A) for calculating coastal flooding due to storm  surges. A model 

with varied grid spacings (Bryan (1966), A bbott et. al. (1973)) may save some 

com putation tim e without losing im portant features a t local areas. B utler (1978b, 

1978c) used a coordinate transform ation in the form of a piecewise exponential 

stretch to obtain a smoothly varying grid system. The grid spacing varied from 

150 ft to  900 ft for the Coos Bay Inlets model and from 604 m to 2,583 m for the 

Galveston Bay model. Pinder and Gray (1977) pointed out th a t the finite difference 

approxim ation is correct to the first order for a  model with varied grid spacing and 

to the second order for an equally spaced grid.

2.1.3 Moving boundary models

Several numerical models for sim ulating moving boundaries have been proposed 

in the past. Most of them  have used the FD technique and FE technique with fixed 

or deforming grids. The fixed grid technique usually treats the moving boundary 

by turning cells on or off at the boundary. The cells are considered flooded, and 

turned  on, if the neighboring w ater depths are positive, and dry, and turned off,
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if the  neighboring w ater depths are negative. The cells are either fully flooded or 

fully dry. If large errors are to be avoided, a  very fine mesh spacing m ust be used 

near the boundary. F lather and Heaps (1975) used the  above technique to model 

tidal inundations in Morecombe Bay. The impulsive filling of grid cells results in 

the violation of the continuity equation and may result in possible instabilities.

Reid and Bodine (1968) used a weir type formulation near the closed boundary 

to model transient storm  surges in Galveston Bay, Texas. They om itted both the 

nonlinear advection term s and coriolis term s in the governing equations and devel

oped a FD model based on the linearized equations of motion. The bathym etry  

was represented in a  stair-step fashion and a grid cell was allowed to flood if the 

neighboring grid cells were flooded. The actual mechanism of the flooding of a  grid 

cell was achieved by using em pirical weir formulas. A num ber of em pirical coeffi

cients are used which were determ ined by comparing model results with field data. 

A disadvantage of such a  m ethod is tha t continuous boundary movements cannot 

be modeled.

Yeh and Chou (1979) developed a  nonlinear explicit FD model to sim ulate 

storm  surges in a  fixed grid system. The boundary between land and water was 

sim ulated as a discrete moving boundary. The boundary moved in discrete jum ps, 

advancing or retreating according to the rise or recession of the surge level. During 

the rising surge, a  grid point is added if the surge elevation of neighboring points is 

above the base elevation. During the recession of the surge grid cells are removed 

if the to tal water depth falls below a preset level. They com pared the model with 

field da ta  and also with a  similar numerical model which used a fixed vertical wall 

a t the closed boundary. The fixed boundary over predicted the surge levels by as 

much as 30 percent.
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H irt and Nichols (1981) proposed a  particle in cell m ethod FD scheme to sim

ulate moving boundaries. They called this method the volume of fluid (VOF) tech

nique. According to this technique, a step function is used to denote the volume 

of fluid in a  given cell. The value of the step function is zero if the  cell is dry and 

one if the  cell is flooded. Cells with a  value of the step function between zero and 

one m ust now contain the free boundary. The location of the  free boundary is then 

determ ined using the value of the step function and the normal to  the boundary. 

The resulting equations are solved using an iterative technique. The model was ap

plied to  the dam break problem, the undular bore problem and the breaking bore 

problem. They reported good agreement with experim ental results.

Benque et al., (1982) developed a  FD numerical model with the  inclusion of the 

tidal flat using the m ethod of fractional steps. They split the  vertically integrated 

shallow w ater equations into three steps, which are advection, diffusion and prop

agation, A different numerical scheme was used for each step. The dry land was 

assumed to  be covered with a thin layer of water and the flow was assumed to be 

governed by bottom  friction. The actual movement of the boundary was assumed 

to  take place during the propagation step, which was represented by a  resistance 

equation. They reported th a t the treatm ent of the moving boundary in this m an

ner violated the continuity equation slightly. They applied the model to  the River 

Canche estuary system in France and reported good agreement with field data.

Lynch and Gray (1980) outlined a  general technique whereby a moving bound

ary can be trea ted  by a FE eulerian method. They chose the FE  basis functions 

as functions of tim e so tha t FE  boundaries track the moving boundary. They al

lowed only the  boundary elements to move and kept the rest of the com putational 

dom ain fixed. This then induces elements with larger area near the boundary thus
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increasing the  truncation error of the numerical scheme. They also pointed out tha t 

deforming elements m ight result in highly skewed meshes which m ight cause sta

bility problems. They applied the model to simulate run up of waves on beaches. 

They treated  only rectangular geometries and did not report any sim ulations on 

arbitrarily  shaped physical regions.

Gopalakrishnan and Tung (1983) described a one dimensional FE long wave 

run up model. The moving shoreline was handled by allowing the shoreline elem ent 

to deform so th a t the beach node always tracked the shoreline. A mechanism was 

provided by which if the elem ent became too stretched it split into two elements. 

The elem ent containing the shoreline node was allowed to deform but the  other 

new elem ent created remained fixed. They showed graphically the  details of the 

run up process but did not show the run down process. It should be noted th a t this 

technique cannot be easily extended to  two dimensions.

2.2 Summary

All the numerical models developed so far have been used mostly to model 

m edium  to large scale water bodies. The modelling of wetland hydrodynam ics has 

largely been ignored, because of the complicated nature of the wetlands terrain . The 

unique characteristics of wetlands require m athem atical models capable of treating 

some very specific flow conditions generally not encountered in modelling of large 

w ater bodies. These are:

1. Ability to handle very shallow flow regimes.

2. A ccurate trea tm ent of moving boundaries is essential to study the periodic 

inundation of vegetation surrounding small ponds.
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3. Ability to use large tim e steps so th a t com putational tim es can be minimized.

In general existing finite element and finite difference models do not possess all the 

above m entioned capabilities.



C hapter 3 

M ethodology

3.1 Introduction

A literature survey in the preceding chapter indicates the  following deficiencies 

in the finite element and finite difference methods : 1) The finite elem ent m ethod, 

although capable of handling irregular boundaries, is very com plicated to  form ulate 

and the  theoretical aspects regarding stability, convergence, etc., for transien t prob

lems have not been investigated fully. 2) The traditional finite difference m ethod, 

which uses a rectangular grid, is not capable of handling irregular shorelines result

ing in possible errors in the simulation. The m ethod also handles moving boundaries 

due to coastal flooding rather poorly. 3) A nested finite difference m ust be used in 

areas where large flow gradients are encountered. This requires an in tim ate knowl

edge of the  flow structure in the region being modeled. Nesting may also cause wave 

reflection at the coarse-fine grid interface. A nested model also requires additional 

com puter overhead in term s of processor tim e and memory.

T he above disadvantages of the traditional m ethods have prom pted an inves

tigation of alternative m ethods free from these problems. A relatively new m ethod 

which is gaining popularity in the area of Com putational Aerodynamics is the 

Boundary F itted  Coordinate (BFC) method developed by Thom pson (1977). In 

this m ethod, an irregular region is m apped on to a rectangular com putational do

main. This is accomplished by solving two elliptic partial differential equations
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w ith the  cartesian coordinates representing the irregular boundary, as Dirichlet 

boundary conditions. The governing flow equations comprising the continuity and 

the  two m om entum  equations, and the appropriate boundary conditions, are also 

transform ed into the rectangular com putational domain. The boundary conditions 

are now prescribed on rectangular boundaries of the com putational domain. The 

transform ed flow equations in the com putational dom ain are solved using finite 

difference techniques.

Using this m ethod it is possible to incorporate moving boundaries, by keeping 

track of the leading edge of the wave at the boundary and moving the  boundary 

such th a t the  boundary always conforms to the leading edge of the wave. It is also 

possible to incorporate islands and other obstacles in the flow region.

A nother feature of the BFC m ethod is the capability of incorporating adaptive 

gridding. In adaptive gridding, it is possible to concentrate grid points in regions of 

high flow gradient. The adaptive grid generator is coupled with the flow equations, 

and moves grid points where flow gradients exist. This feature makes the use of 

nested grids unnecessary, and thus saves com puter time. The BFC m ethod and the 

hydrodynam ic model are described in detail in the following sections.

3.2 Boundary fitted coordinate m ethod

T he boundary fitted coordinate (BFC) m ethod consists of generating com pu

ta tional grids in arbitrary  domains. The m ethods employed to achieve this are 

either analytical, like conformal mapping, or more commonly, numerical. A nalyti

cal m ethods such as conformal m apping work only when the physical regions can 

be described by regular euclidean shapes. In general, it is very difficult to obtain
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Figure 3.1: (a) An irregular physical domain (b) The corresponding transform ation 
into a  com putational domain
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conformal modules for arbitrary  regions. Thus, one is forced to  use some numerical 

grid generation technique to generate grids in arbitrary  regions. A lthough there are 

a num ber of ways to generate grids, we restrict our discussion to the m ethods used 

in this report.

In general a  transform ation from a physical space (x,y) to  a com putational 

space (£ ,rf ) can be expressed by the vector-valued function ;

Z{x,y)
T}{x,y)

The Jacobian of the transform ation is

h  =
 ̂ Vx Vy j

The inverse transform ation of equation (3.1) can be w ritten as

ar(£
y{£

,n)\
, y ) J

The Jacobian m atrix  for the above inverse transform ation is

J i  =

I  \

\  yt Vv

T he  determ inant of the above Jacobian is

J\ =  x (yn -  x„yt

The m atrices of the Jacobians in equations (3.2) and (3.4) are related by

- l
m  = ( h )

which gives the relationship

j

(3.1)

(3.2)

(3.3)

(3.4)

(3.5)

(3.6)

(3.7)



22

C _  x 1

* * -  J

V  = - ^Vx J  
x t

Vy = T

T he partial derivatives for a sufficiently differentiable function g are then obtained 

by use of the  chain rule of differentiation :

^  (3.8)

{x t9v ~  xv9()
9» =  J--------

The transform ation from an arbitrary  physical space to a rectangular com pu

ta tional space is one to one if the Jacobian of the transform ation is non zero. The 

proof is described by M astin and Thompson (1978) and hence will not be repeated 

here.

Numerical grid generation m ethods can be broadly classified into two cate

gories: 1 ) Algebraic grid generators and 2) Partial differential equations based grid 

generators.

3.2.1 Algebraic grid generators

Algebraic grid generation is basically an interpolation between boundaries or 

between interm ediate surfaces. The interior grid points are generated by in ter

polating from known distribution of coordinate points on the boundaries. The 

interpolation functions are generally polynomials of varying degree or splines.

T he main advantages of algebraic grid generators is their inherent speed in 

generating grids. Algebraic procedures also allow explicit control of grid point dis

tribution. The main disadvantages of algebraic methods is their inability to generate



23

sm ooth grids. Smooth grids are essential as the truncation error of finite difference 

expressions decrease with increase in grid smoothness. A nother disadvantage of 

algebraic m ethods is th a t they do not guarantee a  one to one m apping for arbi

trary  regions. Algebraic m ethods have been known to  fail when applied to concave 

physical regions. The most popular algebraic grid generator is the transfinite inter

polation. Transfinite interpolation involves interpolation among functions defined 

along curves or surfaces, rather than among point values, and thus m atches the 

function a t a nondenum erable num ber of points. The nondenum erable aspect of 

transfinite interpolation comes from the possible infinity of points defining general 

boundaries as compared to a  tensor product structu re (i.e., product of projectors) 

th a t uses only corner inform ation and, is therefore finite. In actual applications, 

however, these functions can be defined by piecewise linear functions. In higher 

dimensions, this interpolation can be expressed as a  boolean sum  of univariate pro

jections. These functions can specify the values of the variables on the curve surface. 

It is also possible to specify derivatives on the  curve surfaces, which can then be 

used to  control the orthogonality of the grid lines near the curve surfaces.

T he transfinite interpolation is used in this study to  generate prelim inary grids 

which act as initial conditions for the elliptic grid generator to be described in a  later 

section. T he transfinite m ethod is described below. For other ways of generating 

algebraic grids the reader is referred to Thom pson, et at. (1985).

3.2.1.1 Transfinite interpolation

The interior grid coordinates in two dimensions are obtained by linear in ter

polation of boundary coordinates. The interior grid points Xij and j/,j are given
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2xi-> = 3J M A X -  1^' + Tm a T : + (3-9)
I M A X  - i  i -  1
I M A X  -  l ‘Tl’i +  /M A X  -  
_ _  J M A X - j  , j  - 1
y,,J JM A X  -  1 y‘,! J M A X  -  1 +

I M A X  - i  i — 1
I M A X  -  \ Vhj + I M A X  -  \ y m A X 'j 

Fig. (3.1) shows a  typical irregular region and the corresponding com putational 

region.

3.2.2 Partial differential equation based grid generators

The algebraic grid generators described in the previous section, although com

putationally  fast, have certain drawbacks. These include, a  lack of guarantee of a 

one to  one m apping of the  physical domain to the com putational domain (negative 

jacobians are possible), and a lack of smoothness. In order to overcome the draw

backs of algebraic grids, grid generators using partial differential equations (pde) 

were developed. The idea behind such m ethods is the use of pde’s as grid gener

ation equations with the grid coordinates prescribed a t the boundaries acting as 

boundary conditions. The differential equations are generally nonlinear and hence 

an iterative m ethod m ust be used to solve them. Partial differential equation grid 

generators based on hyperbolic equations (Nicolet et al. (1982)), parabolic equa

tions (Noack and Anderson(1990)) and elliptic equations (Thom pson e t al. (1985)) 

have been developed. Of all the pde based grid generators, the elliptic generator 

of Thom pson et al. (1985) is the most popular. This is because elliptic generators 

allow one to prescribe Dirichlet conditions all along the boundaries of the  physical 

dom ain. Due to the strong ellipticity of these equations, a  one to one m apping is
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guaranteed. In this study the elliptic grid generator is used to  generate grids and a 

brief description of this procedure is given below.

3.-2.2.1 Elliptic grid generator

The basic idea behind this m ethod is the transform ation of an irregular do

main in physical space to a rectangular domain in com putational space. This is 

accomplished by solving two nonlinear elliptic partial differential equations (pde’s) 

with the Dirichlet boundary condition. The coordinate system so generated has 

one coordinate specified as a constant on the boundaries and the d istribution of the 

other specified along the boundaries. Regardless of the  shape of the  physical space 

all com putations are performed on a rectangular com putational space w ith bound

ary conditions specified along the boundaries. A brief discussion of Thom pson’s 

m ethod is presented here for the sake of completeness; for more details, the reader 

is referred to Thompson et al. (1985). The elliptic generating system adopted by 

Thom pson consists of two Poisson’s equations given by :

fx* +  £yy = P { x t y) (3.10)

4* t]yy =  Q (x ,y ) (3.11)

with the boundary conditions as shown in Fig. (3.1) ,

i} = i](x,y) ,£ = constant onTj (3.12)

t) = y { x , y ) , £  = constant on l^

£ =  £(#,?/), y =  constant on T2  

£ =  £(x,y),T] = constant on I\t

*
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where Ti, T2 , T3 , and ^  are arcs which describe the outer boundary of the physical

domain. Since all com putations are to be performed on a  rectangular transform ed

plane, it is necessary to interchange the dependent and independent variables. Thus, 

equations (3.10) and (3.11) are given as

anXtf -  X{v -  7 ix w +  J 2(Pxs + Q x n) =  0  (3.13)

O i -  2/?i^„ -  7 1  y„n + J 2{PVi +  Qyv) = 0 (3.14)

where

J  =  Jacobian of the transform ation =  x^yr) — x vy% (3.15)

o j =  +  v$, 7i =  * | +  y'l (3.16)

The functions P and Q are known as control functions and are used as co

ordinate controls in order to a ttrac t, repel or move coordinate lines to another 

coordinate line or a coordinate point. The following functional forms for P and Q 

as given by Thompson et al. (1985) were used.

P{£,V) = ( £ “ &)) exp(~c,|£  — &|) (3.17)
i=i

-  to ig n (l., (f -  & ))ex p (-d i0 f  -  & ) 2 +  {y -  Vi)2)
i=i

N

Q f o y )  =  — ".s ign ti., (t? — 77,)) e x p ( -C ito - j/ i |)  (3.18)
t=i

-  5 Z ( y  -  yi))exp{-diyj((,  -  £ , ) 2 +  ( t j  -  j/,-)3 )
t'=i

W here, the function sign(l,(£ — £,■)) returns the value 1  if the  value of (£ — £,) is 

greater than or equal to zero and - 1  if (£ -£,) is less than zero; a,- is the am plitude

*
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factor which controls the a ttraction  of £ or 77 line towards the corresponding or 77; 

line; 6 ; is the am plitude factor which controls the a ttraction  of a £ or 77 line towards 

a  point ( 77,); C{ is the decay factor which controls the decrease in a ttraction  of

a  £ or 77 line towards the corresponding & or 77,- line; d; is the decay factor which 

controls the decrease in a ttraction  of a £ or a 7/ line towards a  point ( 77,).

Although the  new system of equations is more complex, the boundary conditions 

are specified on straight boundaries and the coordinate spacings are uniform in the 

transform ed plane. These advantages outweigh any disadvantages arising from the 

com plexity of the  equations to  be solved. The generating system of equations (3.13) 

and (3.14) and the appropriate boundary conditions were discretized using central 

difference approxim ations and the  resulting equations were solved using a successive 

over-relaxation method. All com putations are m ade in a transform ed rectangular 

com putational domain. For details of finite difference representation of these grid 

generation equations the reader is referred to Thompson e t al. (1985). The partial 

derivatives of the governing flow equations are appropriately transform ed to the 

com putational domain using transform ation relations given by Thom pson et al. 

(1977). The boundary-fitted coordinate method was applied to represent three 

exam ple geometries: (1) a converging geometry, (2) a  circular region, and (3) a 

natural watershed located near Hastings, Nebraska. Fig. (3.2a) shows the grid 

in a  converging section, generated by the grid-generating system , and Fig. (3.2b) 

shows the transformed rectangular com putational grid. In order to test the validity 

of the m ethod, the inverse transform ation of the transformed com putational grid 

was taken which exactly reproduced Fig. (3.2a). Following the same method, 

grids were generated in the circular region as shown in Fig. (3.3a) and the actual 

watershed, as shown in Fig. (3.4a). The corresponding transform ed rectangular
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Figure 3.2: (a) Grid generated in th e physical dom ain for converging section  (b)
T h e transform ed rectangular com putational dom ain
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