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ABSTRACT

This thesis develops a first-principles based approach to explore the tuning of topological properties of the tetradyminite topological insulators. We begin by setting up a framework to systematically obtain the bulk and surface properties of topological insulators, treating the structural and electronic properties on an equal footing. We determine a consistent method for including the van der Waals interactions, which are responsible for the weak coupling between sets of atomic layers in this family of layered materials, which is important in obtaining accurate structural properties. We obtain close agreement with experimental values for both the bulk and surface states.

To further establish the applicability of our methodology over a wide range of parameters, we study the effects of strain on the topological nature of this family of materials. We use the $c/a$ anisotropy ratio of lattice constants as a parameter to investigate strain, and find that the chalcogenides Bi$_2$Se$_3$, Sb$_2$Se$_3$, Bi$_2$Te$_3$ and Sb$_2$Te$_3$ display topological phase transitions from topological to trivial insulating phases as the $c/a$ ratio is varied. We show that the transitions in each material display common features and that they are primarily driven by the competition between the Coulomb repulsion and the van der Waals attraction between the outer atomic layers of the basic layered units which comprise these materials.

The success of our methodology drives us to investigate the effects of alloying disorder in these materials. We consider supercells, including those where the atomic correlations between dopants vanish up to the third nearest neighbor shell, and establish the existence of multiple topological phase transitions as a function of doping. We investigate the electronic structure of these alloys with different compositions across the phase diagram.

These findings establish our framework as a method of choice for predictive ab-initio calculations of topological electronic materials in bulk and in heterostructures. The first steps towards using it for topological interfaces are also described in this thesis.
CHAPTER 1.

INTRODUCTION

1.1 Topological insulators

Topological insulators (TIs) \[1\] are materials that have the special properties of being insulators in the bulk, and conducting electricity at their surfaces or edges. They have strong Spin-Orbit Coupling (SOC), in addition to inversion symmetry and time-reversal symmetry. In the prototypical 3D topological insulators, the hybridization and crystal-field splitting lead to two opposite-parity atom-derived energy levels being close to the chemical potential, and the SOC causes these two levels to interchange positions somewhere in the Brillouin zone, which leads to “band inversion” between the valence and conduction bands which are derived from these states. The bulk band inversion is critical to the topological properties of these materials, and it can be used as a signature of the topological nature. There have been significant developments in the field of topological insulators in the past two decades, starting from their prediction and the establishment of theoretical models which describe the bulk and surface states analytically \([2, 3, 4, 5, 6, 7, 8]\), their subsequent experimental observation through conductivity and ARPES measurements \([9, 10, 11, 12, 13, 14]\), to first-principles studies on TIs in different geometries. The experimental verification \([15]\) of the exotic axion insulating state that was predicted generated considerable interest recently, and the synthesis of alloyed TIs \([16]\) poses the possibility of investigating how disorder affects the topological properties. Many proposed applications of topological insulators involve fabricating heterostructures combining these materials with other topologically trivial compounds, and creatively controlling the spin-momentum locked symmetry-protected states at the interface between the two. While the structural constants of bulk materials can be measured experimentally, heterostructures are a different instance in which the lattice constants depend on the substrate, growing conditions, etc. The properties of TIs are known to depend on the structure \([17, 18, 19, 20]\), and this calls for a methodology through which to self-consistently calculate the properties of these materials beyond simpler scenarios such as the bulk and vacuum surfaces. Additionally, some interactions that are known to have small energy scales compared to the bandwidths have important effects on the lattice structure, and call for a systematic analysis.

The unique, topology-protected properties of TIs have resulted in numerous proposals to use them in making electronics and quantum computers. They are considered a viable platform for realizing qubits and encoding quantum information because a particular symmetry that they possess, time reversal symmetry, in addition to the spin-orbit coupling, guarantees that their spins are locked in a specific manner to their momentum. While a metal has spin-degenerate states at each momentum, a TI has only one state at each momentum in general (except at the Time Reversal Invariant Momenta), meaning it has no state to scatter into. This reduces the possibility of impurities causing scattering and errors which could switch the qubit. Scientists have been engaged in a pursuit of observing the Majorana fermion, a type of particle that was predicted in 1937 to exist, but whose observation has been difficult. There have been exciting proposals for platforms consisting of heterostructures of TIs and superconductors where Majorana fermions are predicted to exist. If realized, pairs of
Majorana fermions could be used as qubits.

In spite of the tremendous progress that has been made, there are many important avenues that remain to be explored. Making use of TIs in quantum technologies requires the ability to manipulate the topological states, and an underlying theme to many proposals based on TIs is the need for ways to control properties such as the bulk band inversion, spin-momentum locking, Dirac velocity, etc. In this thesis, my goal was to study different methods of tuning the topological states in TIs. The first step was to accurately reproduce the properties of bulk and surface TIs in a computationally efficient and self-consistent manner using first-principles based Density Functional Theory calculations. Upon successfully characterizing the bulk and surfaces, I developed a comprehensive picture that serves as a reference and starting point and enables predictive use of ab initio methods for first-principles calculations on topological insulators. Since the lattice structure was found to play an important role on the electronic (and thus topological) properties, the next question that arose was: what happens if the structure is changed? The application of pressure/strain has been proposed as one method of controlling the topological properties [17, 18, 19, 20]. It can be induced by alloying or doping elements of different atomic sizes that give rise to chemical pressure [21, 22, 23, 24, 25, 26]. It modifies the hybridization of atomic levels and crystal-field strength, leaving the (atomic) SOC strength mostly unchanged and as a result, it may induce a transition between a topological and a trivial state. I used the ratio of the out-of-plane to in-plane lattice constants, $c/a$, as a tuning parameter and studied the topological phase transitions in $\text{Bi}_2\text{Se}_3$, $\text{Sb}_2\text{Se}_3$, $\text{Bi}_2\text{Te}_3$ and $\text{Sb}_2\text{Te}_3$. I found that the transitions in all four materials exhibited common features, and were primarily driven by competing Coulomb and van der Waals interactions in between the layered units forming these materials. The results from this work had important implications on alloying TIs. Disordered topological insulators have come into increased focus, partly due to their usefulness in tuning the Dirac point in bulk TIs that are naturally $n$ or $p$-doped. First principles calculations on alloyed TIs such as $(\text{Bi}_1-x\text{Sb}_x)_2\text{Se}_3$ [27] have predicted a topological phase transition beyond a particular concentration of impurity atoms due to a reduction in the strength of Spin-Orbit Coupling. While they predicted a range of values for the critical impurity concentration, we sought to apply our framework of ab initio calculations and insight gained from studying the phase transitions in the ordered materials on how the lattice structure affects the topological nature, to the disordered systems and compare our results with experiments. Finally, the interface states of TI heterostructures are often assumed to be helical and isotropically dispersing, in resemblance to their counterparts at surfaces [28, 29], but theoretical models show that symmetry breaking at the interface leads to substantial modifications of the properties of topological states [30, 31]. In real systems such symmetry breaking interface potentials may originate from strain and stress due to lattice mismatch, broken bonds, buckling, and surface reconstruction. To gain a detailed understanding of the topological states at interfaces, we also investigated lattice-matched heterostructures which do not experience significant strain.

In summary, in this thesis, I systematically lay the groundwork for the tuning of topological states in TIs by first implementing a comprehensive framework to perform ab initio calculations of TIs, analyze and determine the dependence of the topological nature of the bulk materials on the lattice structure, identify the effects of alloying on the 3D TIs, and study the topological states at interfaces between TIs and topologically trivial materials. My results establish the foundation for future work in which topological states can be manipu-
lated in different ways geared towards device-engineering.

The rest of this thesis is organized as follows: Chapter 2 describes the concepts of topology and band theory, and Chapter 3 describes the basics of Density Functional Theory and the methods that I use. Chapter 4 summarizes the results of the investigation of different methods of including the van der Waals interactions in first-principles calculations on topological insulators. Chapter 5 describes the study of topological phase transitions in the chalcogenide TIs under the application of strain, and Chapter 6 summarizes the investigation of disorder in the 3D TIs. Chapter 7 describes the results of the study of lattice-matched heterostructures of TIs and topologically trivial materials.
CHAPTER 2.

TOPOLOGY AND BAND THEORY

The importance of topology in solid state physics is centered on certain numbers called topological invariants which are calculated using the wavefunctions of the system. The wavefunctions of periodic systems can be obtained by band theory, which is central to condensed matter physics, and is able to predict in many cases whether a material is insulating, semiconducting or conducting. Band theory has been around for almost a century and is well accepted. However, the concept of topology in condensed matter physics, which has become a subject of great interest especially in the past two decades, has added a new facet to band theory. This is surprising, as band theory was thought to have been established and set in stone. One of the first such areas in which it led to a new understanding was with reference to the quantum Hall effect, which is topological in the sense that it has fundamental properties that cannot be changed unless the system undergoes a quantum phase transition.

Band theory makes use of single particle quantum mechanics, where an assumption is made that the particles or quasiparticles in a system are mostly independent and do not interact with each other. The Hamiltonian matrix is an operator which describes the total energy of the system in terms of various relevant physical quantities such as the kinetic energy and potential energy. One can solve for the energy eigenvalues and eigenvectors of a given Hamiltonian matrix, which give us the single particle energies and wave functions. One can then assume that we fill each band with one of the many particles in the system, and thus arrive at the ground-state after having accounted for all the particles. Single particle states have the property that their tensor products can be used as a basis for the many particle Hilbert space. For fermions, which must have anti-symmetric wave functions, the many-particle fermionic wave function is written as an anti-symmetrized combination of the single particle wave functions. Note that this methodology ignores the ‘correlations’ in a system, and it cannot directly be used for strongly-correlated materials which have many-body interactions.

The application of concepts from topology to band theory in, say, insulators has revealed that there are distinct classes of insulators - those which are ‘topological’ and those which are ‘trivial’. Topological insulators are insulators in the bulk, meaning that they have a bulk energy gap, and conduct electricity at their surfaces or edges, meaning that there is no energy gap in the surface states. In band theory, the understanding of a material being an insulator is that it has an energy gap between the highest occupied band and lowest unoccupied band. On the other hand, a conductor either has a partially filled highest occupied band, or has no energy gap separating the highest occupied band and lowest unoccupied band. Trivial insulators do not possess the property of gapless electronic states.

A large number of the TIs we currently know of do not have strong interactions. Additionally, the existence of the single particle bulk band gap in topological insulators bestows them with the property that adding electron-electron interactions in the system will not change the topological states drastically. This paves the way for TIs to be studied using band theory. It is also worth mentioning that it is this property that makes it convenient to study topological insulators via first-principles computational methods such as Density Functional Theory.
TI s have strong spin-orbit coupling and, in addition to other crystallographic symmetries, inversion symmetry and time-reversal symmetry. The bulk band structures are gapped and have a characteristic inverted band structure due to the strong spin-orbit coupling. The surface states are massless, linearly dispersing Dirac-like states. Time reversal symmetry imbues the spins of the topological surface states with a specific orientation with respect to their momenta, leading to a phenomenon known as helical spin-momentum locking. This property guarantees that electrons in these states will not scatter off non-magnetic impurities, into states with different momenta, at $T = 0$. Magnetic disorder, on the other hand, breaks time-reversal symmetry, and leads to the surface states becoming gapped and acquiring a mass. This has been confirmed in experiments, in which non-magnetic impurities do not change the Dirac cone dispersion [32], whereas magnetic atoms cause it to acquire a gap [33, 34]. While ordinary semiconductors also sometimes possess states localized near their surfaces, these states are not protected by any symmetries.

2.1 Bloch’s theorem

In band theory, we often deal with translationally invariant systems, where there exists a unit cell that can describe the entire system through translations along a set of vectors known as the direct lattice vectors. There is also a set of vectors known as the reciprocal lattice vectors of the system that can be constructed from the direct lattice vectors. The reciprocal lattice vectors yield plane waves that have the periodicity of the direct lattice. A crystal momentum $\mathbf{k}$ can be defined and constructed from the reciprocal lattice vectors. Bloch’s theorem [35] states that in such a translation invariant system, the single particle wave functions may be written as $|\psi(\mathbf{k})\rangle = e^{i\mathbf{k} \cdot \mathbf{r}} |u(\mathbf{k})\rangle$, where $|u(\mathbf{k})\rangle$ is an eigenstate of the Bloch Hamiltonian with the same periodicity as the crystal. The Bloch Hamiltonian $H(\mathbf{k})$ obeys the symmetry $H(\mathbf{k}) = H(\mathbf{k} + \mathbf{G})$, where $\mathbf{G}$ is a reciprocal lattice vector. The crystal momentum $\mathbf{k}$ can thus be confined to the first Brillouin zone, as $\mathbf{k}$ is equivalent to $\mathbf{k} + \mathbf{G}$. Diagonalizing the Bloch Hamiltonian yields the energy eigenvalues $E_n(\mathbf{k})$, where $n$ is the band index. These are the energy bands, and they disperse with the wave vector $\mathbf{k}$.

The classification of materials into metals, insulators and semiconductors is made on the basis of the filling of bands. The number of particles in the system determines the position of the chemical potential, which is placed at the highest filled level. If the chemical potential passes through a band, the band is then partially filled, which means that the states near the chemical potential have unoccupied states accessible to them for conduction, and the material is classified a metal. On the other hand, if the chemical potential lies in between two levels which have a large separation, conduction is nearly impossible, and the material is likely to be an insulator. If the two bands above and below the chemical potential are not very far apart, the material is classified as a semiconductor.

2.2 Calculation of topological invariants

The topological classification of Hamiltonians is done by calculating the Berry phase [36] and Chern invariant of the system. One can define the Berry connection

$$\mathbf{A}_j = -i \langle u_j(\mathbf{k})| \nabla_{\mathbf{k}}| u_j(\mathbf{k}) \rangle,$$

(2.1)
which is a function of the eigenstates $|u_j(\vec{k})\rangle$, where $j$ is the band index, and $\vec{A}_j$ is similar to the electromagnetic vector potential.

Thus, we can use Stokes’ theorem to obtain the Berry phase over a closed contour $C$

$$\gamma_{j,C} = \oint_C \vec{A}_j \cdot d\vec{k} = \int \mathcal{F}_j d^2\vec{k},$$

(2.2)

where $\mathcal{F}_j = \nabla \times \vec{A}_j$ is the Berry curvature.

Under a gauge transformation, $|u_j(\vec{k})\rangle \rightarrow e^{i\phi(\vec{k})}|u_j(\vec{k})\rangle$, where $\phi(\vec{k})$ is a real function of $\vec{k}$, and we see that the Berry connection transforms as $\vec{A}_j \rightarrow \vec{A}_j + \nabla_{\vec{k}}\phi(\vec{k})$. The Berry phase, on the other hand, is unchanged and thus gauge invariant.

We can then define the Chern invariant or the Chern number

$$n_j = \frac{1}{2\pi} \int_S \mathcal{F}_j d^2\vec{k},$$

(2.3)

where the integral above is carried out over the entire first Brillouin zone, for the occupied bands. Thus, for an insulator, the integral would be for the valence band, over the Brillouin zone. On the other hand, a metal, whose highest occupied level is partially occupied, does not have a well-defined Chern number.

The Chern number is quantized, and a non-zero Chern number implies that the band for which it is calculated is topologically non-trivial. The total Chern number of the system is calculated as the sum of the Chern numbers of all the occupied bands

$$n = \sum_{j=1}^{N} n_j.$$  

(2.4)

TIs belong to a class of materials, “topological” materials, that have come into focus due to their characteristic of having symmetry-protected properties. The statement of bulk-boundary correspondence makes use of these attributes, and relates certain properties of the bulk, known as bulk topological invariants, with robust gapless states localized at the surfaces or edges of the TI that are topologically protected. By the principle of adiabatic continuity, we infer that if we are able to continuously vary the parameters in the Hamiltonian between one insulating system to another, without closing the bulk energy gap, the two insulators are topologically equivalent. On the other hand, if, in such a process, the bulk energy gap closes for some value of the parameters, a quantum phase transition must occur.

The implication of the bulk-boundary correspondence is that the Chern invariant changes at surfaces and interfaces of TIs, where the vacuum (in case of a surface) or the adjacent material (for an interface) can be thought of as a material for which there is a sudden change in the Hamiltonian (when we start from the TI Hamiltonian), and there is no adiabatic transformation that can change one into the other. In this case, the change in the Chern invariant necessitates the existence of gapless conducting states which are bound to the region where it changes, and is also equal to the number of surface/interface states. The Hall conductivity of a system is proportional to the Chern number of the occupied bands.

TIs of different dimensionalities have been discovered experimentally. The first materials that were predicted to be topological insulators included Bi$_{1-x}$Sb$_x$ and strained HgTe [6],
Figure 2.1. Schematic picture of the energy levels in the 3D TIs, starting from the atom-derived states, adapted from Ref. [8]. The various stages represent the effects of atomic hybridization, the formation of parity eigenstates, the crystal-field splitting, and finally the spin-orbit coupling.

and these predictions were confirmed soon after [11, 9]. HgTe/CdTe quantum wells were one of the first two-dimensional thin film TIs to be discovered. The bismuth chalcogenides Bi$_2$Se$_3$ and Bi$_2$Te$_3$ were the next materials to be confirmed to be TIs, and are the prototypical three-dimensional TIs. Bi$_2$Se$_3$ in particular has a large band gap of $\sim$ 0.3 eV, which is equivalent to a temperature of $\sim$ 3600 K, which makes it suitable for room temperature applications, and the Dirac cone in Bi$_2$Se$_3$ has been observed at temperatures of 300 K [13], supporting this. Incidentally, Bi$_2$Te$_3$ is well known due to its excellent thermoelectric properties and has been used in various cryogenic devices.

The main structural unit of the prototypical 3D TIs of the Bi$_2$X$_3$ (X=Se,Te) family is a “quintuple layer” (QL) $X' - Bi - X - Bi - X'$, where each atom represents a layer, and the respective pairs of $X'$ and Bi positions are related through inversion symmetry. Since each QL effectively has a “closed shell” [37], the coupling between QLs is believed to be largely due to van der Waals forces.

2.3 Model Hamiltonian

The 3D BHZ model Hamiltonian for TIs such as Bi$_2$X$_3$ (X=Se,Te) was developed in 2009 [8]. Starting from the atomic energy levels the authors inferred that the low-lying energy states
consisted of the $p$ orbitals of Bi and Se, see Fig. 2.1. Next, taking into account the effects of atomic orbital hybridization and crystal field splitting, the authors found that the states with energies closest to the Fermi energy were $|P1^+_1\rangle$ and $|P2^-_2\rangle$, where the $P$’s are linear combinations of the $p_z$ orbitals, and the superscripts ± refer to the parity. Finally, the SOC induces an inversion between these two states at the $\Gamma$ point, and the states are now labeled as $|P1^+_1, +\frac{1}{2}\rangle$, $|P2^-_2, +\frac{1}{2}\rangle$, $|P1^+_1, -\frac{1}{2}\rangle$, $|P2^-_2, -\frac{1}{2}\rangle$ (the $±\frac{1}{2}$ refers to the total angular momentum). Since $j = ±\frac{1}{2}$, it can be treated as a pseudo-spin. In matrix form, the Hamiltonian can be written as

$$H'_0 = \epsilon_0(\vec{k}) \mathbb{I}_{4\times4} + \begin{pmatrix} \mathcal{M}(\vec{k}) & -iA_1k_z & 0 & iA_2k_- \\ iA_1k_z & -\mathcal{M}(\vec{k}) & iA_2k_0 & 0 \\ 0 & -iA_2k_0 & \mathcal{M}(\vec{k}) & -iA_1k_z \\ -iA_2k_0 & 0 & iA_1k_z & -\mathcal{M}(\vec{k}) \end{pmatrix},$$

(2.5)

where $k_\pm = k_x ± ik_y$, $\epsilon_0(\vec{k}) = C + D_1k_x^2 + D_2k_z^2$, $\mathcal{M}(\vec{k}) = M - B_1k^2_z - B_2k^2_\perp$, and $k^2_\perp = k_x^2 + k_y^2$. The basis is $\{|P1^+_1, +\frac{1}{2}\rangle, |P2^-_2, +\frac{1}{2}\rangle, |P1^+_1, -\frac{1}{2}\rangle, |P2^-_2, -\frac{1}{2}\rangle\}$.

The parameters $A_1, A_2, C, D_1, D_2, M, B_1$ and $B_2$ are material-dependent, and have been estimated for Bi$_2$Se$_3$ and Bi$_2$Te$_3$. It has been shown [38] that the spin operators $S_x, S_y, S_z$ are proportional to the matrices $\sigma_x, \sigma_y, \sigma_z$, so that the real spin is proportional to the expectation value of $\vec{\sigma}$. Thus, the $A_2$ terms, which can be written as $A_2(k_y\sigma_x - k_x\sigma_y) \otimes \tau_x$, represent the spin-orbit coupling, where $\sigma$ represents the spin degree of freedom and $\tau$ represents the orbital degree of freedom. The Hamiltonian $H'_0$ may be written concisely in terms of the $\sigma$ and $\tau$ matrices as

$$H'_0 = \mathcal{M}(\vec{k}) \mathbb{I} \otimes \tau_z + A_1k_z \mathbb{I} \otimes \tau_y + A_2(\sigma_x k_y - \sigma_y k_x) \otimes \tau_x,$$

(2.6)

where $\mathcal{M}(\vec{k}) = M - B_1k^2_z - B_2k^2_\perp$, and the $\epsilon_0(\vec{k})$ term has been discarded.

The Schrödinger equation $H'_0(\vec{k})|\psi(\vec{k})\rangle = E(\vec{k})|\psi(\vec{k})\rangle$ for the BHZ model Hamiltonian can be solved to obtain bulk bands with an energy gap and gapless surface states by applying the appropriate boundary conditions. When solving the Schrödinger equation, an assumption is usually made that $\epsilon_0(\vec{k})$ is zero.

To find the bulk energy dispersion, we diagonalize the Hamiltonian, and obtain two energy levels

$$E_{\text{bulk}} = \pm \sqrt{A^2_2k^2_\perp + A^2_1k^2_z + (B_2k^2_z + B_1k^2_\perp - M)^2},$$

(2.7)

each of which is doubly degenerate. Note that the time-reversal operator $T = i\sigma_y \mathcal{C} \otimes \tau_0$, where $\mathcal{C}$ is the complex conjugation operator. $T$ commutes with the Hamiltonian $H'_0$. The Kramers degeneracy theorem guarantees that since we have a time-reversal symmetric system of spin-$\frac{1}{2}$ fermions, each energy is doubly degenerate. Two of the eigenvectors are

$$\psi_{1,-}(\vec{k}) =$$

$$C_{1,-} \begin{pmatrix} i(M - B_2(k_x + k_y)^2 - B_1k^2_z - \sqrt{A^2_2(k^2_x + k^2_y) + A^2_1k^2_z + (B_2(k_x + k_y)^2 + B_1k^2_z - M)^2)} \\ -A_1k_z \\ 0 \\ A_2k_+ \end{pmatrix},$$

(2.8)
\[ \psi_{1,\pm}(\vec{k}) = C_{1,\pm} \begin{pmatrix} 
\frac{i(M - B_2 (k_x + k_y)^2 - B_1 k_z^2 + \sqrt{A_2^2 (k_x^2 + k_y^2) + A_1^2 k_z^2 + (B_2 (k_x + k_y)^2 + B_1 k_z^2 - M)^2}}}{A_2 k_+} \\
-A_1 k_z \\
0 \\
A_2 k_+ 
\end{pmatrix}, \]

(2.9)

where \(C\)'s are normalization constants, and the \(\pm\) in their subscripts refers to the sign of the energy eigenvalue.

The other two eigenvectors are

\[ \psi_{2,\pm}(\vec{k}) = C_{2,\pm} \begin{pmatrix} 
A_1 k_z \\
-i(M - B_2 (k_x + k_y)^2 - B_1 k_z^2 + \sqrt{A_2^2 (k_x^2 + k_y^2) + A_1^2 k_z^2 + (B_2 (k_x + k_y)^2 + B_1 k_z^2 - M)^2}} \\
0 \\
A_2 k_+ 
\end{pmatrix}, \]

(2.10)

and

\[ \psi_{2,\pm}(\vec{k}) = C_{2,\pm} \begin{pmatrix} 
A_1 k_z \\
-i(M - B_2 (k_x + k_y)^2 - B_1 k_z^2 - \sqrt{A_2^2 (k_x^2 + k_y^2) + A_1^2 k_z^2 + (B_2 (k_x + k_y)^2 + B_1 k_z^2 - M)^2}} \\
0 \\
A_2 k_+ 
\end{pmatrix}. \]

(2.11)

Here, \(\psi_{1,-}\) and \(\psi_{2,-}\) are Kramers pairs, as are \(\psi_{1,+}\) and \(\psi_{2,+}\).

Let us look at the behavior of the two eigenvectors at the limits \(k \to 0\) and \(k \to \infty\).

In the limit \(k \to 0\)

\[ \psi_{1,-}(k \to 0) = C_{1,-} \begin{pmatrix} 
\frac{i(M - |M|)}{A_2 k_+} \\
-A_1 k_z \\
0 \\
A_2 k_+ 
\end{pmatrix} \quad \text{and} \quad \psi_{1,+}(k \to 0) = C_{1,+} \begin{pmatrix} 
\frac{i(M + |M|)}{A_2 k_+} \\
-A_1 k_z \\
0 \\
A_2 k_+ 
\end{pmatrix}. \]

(2.12)

In the limit \(k \to \infty\)

\[ \psi_{1,-}(k \to \infty) = C_{1,-} \begin{pmatrix} 
\frac{i(-B_2 (k_x + k_y)^2 - B_1 k_z^2 - |B_2 (k_x + k_y)^2 + B_1 k_z^2|)}{A_2 k_+} \\
-A_1 k_z \\
0 \\
A_2 k_+ 
\end{pmatrix}. \]

(2.13)
and

\[ \psi_{1+}(k \to \infty) = C_{1+} \begin{pmatrix} i(-B_2(k_x + k_y)^2 - B_1k_z^2 + |B_2(k_x + k_y)^2 + B_1k_z^2|) \\ -A_1k_z \\ 0 \\ A_2k_+ \end{pmatrix} \] (2.14)

We can set \( k_z = 0 \) to obtain a simplified scenario.

\[ \psi_{1-}(k \to 0) = C_{1-} \begin{pmatrix} i(M - |M|) \\ 0 \\ 0 \\ A_2k_+ \end{pmatrix}, \quad \psi_{1+}(k \to 0) = C_{1+} \begin{pmatrix} i(M + |M|) \\ 0 \\ 0 \\ A_2k_+ \end{pmatrix}, \] (2.15)

\[ \psi_{1-}(k \to \infty) = C_{1-} \begin{pmatrix} i(-B_2 - |B_2|)(k_x + k_y)^2 \\ 0 \\ 0 \\ A_2k_+ \end{pmatrix}, \] (2.16)

and

\[ \psi_{1+}(k \to \infty) = C_{1+} \begin{pmatrix} i(-B_2 + |B_2|)(k_x + k_y)^2 \\ 0 \\ 0 \\ A_2k_+ \end{pmatrix}. \] (2.17)

Now consider the quantity \( MB_2 \), and say we want \( MB_2 > 0 \). If \( M < 0 \)

\[ \psi_{1-}(k \to 0) = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} \quad \text{and} \quad \psi_{1+}(k \to 0) = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}. \] (2.18)

Now, considering \( B_2 < 0 \) so that \( MB_2 > 0 \)

\[ \psi_{1-}(k \to \infty) = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix} \quad \text{and} \quad \psi_{1+}(k \to \infty) = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}. \] (2.19)

Thus, we can see that the forms of \( \psi_{1-} \) and \( \psi_{1+} \) switch as \( k \) goes from 0 to \( \infty \), a feature that is known as band inversion. We can interpret this as the eigenstates experiencing a winding as \( k \) goes from 0 to \( \infty \), which makes this regime \( (MB_2 > 0) \) topologically nontrivial.

It is worth mentioning here that upon setting \( k_z = 0 \) in Eqs. (2.8), (2.9), (2.10) and (2.11), it is easy to see that the Kramers pairs \( \psi_{1-} (\psi_{1+}) \) and \( \psi_{2-} (\psi_{2+}) \) exist in different subspaces of the Hilbert space. This ensures that the Kramers pair of eigenstates \( \psi_{1-} (\psi_{1+}) \) and \( \psi_{2-} (\psi_{2+}) \) are not simply exchanging forms as \( k \) goes from 0 to \( \infty \), and that there is actually a winding of the wave function.
On the other hand, if we consider $B_2 > 0$ so that $MB_2 < 0$

$$\psi_1,-(k \to \infty) = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} \quad \text{and} \quad \psi_1,+(k \to \infty) = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix},$$

(2.20)

and so $\psi_-$ and $\psi_+$ retain the same form as $k$ goes from 0 to $\infty$, without band inversion. This is a topologically trivial regime.

We next turn to the slab geometry. We will consider a slab whose surface lies perpendicular to the $z$ axis. Because of these boundary conditions, we must replace the momentum operator along the $z$ direction with its derivative form, $-i\partial_z$.

Let us first consider the helicity operator $\hat{h}$.

$$\hat{h} = \left( \sigma \times k \right) \times \tau_0 = (\sigma_x k_y - \sigma_y k_x) \otimes \tau_0 = \begin{pmatrix} 0 & ie^{i\theta} & 0 \\ -ie^{i\theta} & 0 & 0 \end{pmatrix} \otimes \tau_0,$$

(2.21)

where $k$ is the momentum in the $k_x, k_y$ plane and $\tan \theta = \frac{k_y}{k_x}$.

The eigenvectors of $\hat{h}$ in the $\sigma$ subspace are

$$\psi_{h,+} = \frac{1}{\sqrt{2}} \begin{pmatrix} i \\ e^{i\theta} \end{pmatrix}, \quad \text{and} \quad \psi_{h,-} = \frac{1}{\sqrt{2}} \begin{pmatrix} i \\ -e^{i\theta} \end{pmatrix}.$$

(2.22)

For simplicity, we write them as

$$\psi_{h,\eta} = \frac{1}{\sqrt{2}} \begin{pmatrix} i \\ \eta e^{i\theta} \end{pmatrix}.$$

(2.23)

Now, we note that because the helicity operator $\hat{h}$ commutes with the Hamiltonian $H'_0$, we can choose to write the eigenvectors of $H'_0$ in terms of the eigenvectors of $\hat{h}$. Taking into account the boundary condition in the $z$ direction which necessitates the wave function $\Psi$ vanishing at $z = 0$, i.e. $\Psi(0) = 0$, and the fact that we are looking for solutions to the system that decay exponentially away from $z = 0$, we may write a general eigenvector of $H'_0$ in the form

$$\psi_\eta = a(k) e^{\lambda z} \begin{pmatrix} i \\ \eta e^{i\theta} \end{pmatrix} \otimes \begin{pmatrix} 1 \\ 0 \end{pmatrix} + b(k) e^{\lambda z} \begin{pmatrix} i \\ \eta e^{i\theta} \end{pmatrix} \otimes \begin{pmatrix} 0 \\ 1 \end{pmatrix} = \begin{pmatrix} ia(k) \\ ib(k) \\ \eta a(k) e^{i\theta} \\ \eta b(k) e^{i\theta} \end{pmatrix} e^{\lambda z}.$$

(2.24)

We then write the Schrödinger equation

$$\begin{pmatrix} \mathcal{M}(k) & -A_1 \partial_z \\ A_1 \partial_z & -\mathcal{M}(k) \end{pmatrix} \begin{pmatrix} ia(k) \\ ib(k) \end{pmatrix} e^{\lambda z} + \begin{pmatrix} iA_2 k_- \\ -iA_2 k_+ \end{pmatrix} \begin{pmatrix} \eta a(k) e^{i\theta} \\ \eta b(k) e^{i\theta} \end{pmatrix} e^{\lambda z} = E_\eta(k) \begin{pmatrix} ia(k) \\ ib(k) \end{pmatrix} e^{\lambda z}.$$

(2.25)
This can be rewritten as 

\[
\begin{pmatrix}
M_\lambda(k) - E_\eta(k) & -A_1 \lambda & 0 & iA_2 ke^{-i\theta} \\
A_1 \lambda & -M_\lambda(k) - E_\eta(k) & iA_2 ke^{-i\theta} & 0 \\
0 & -iA_2 ke^{i\theta} & M_\lambda(k) - E_\eta(k) & -A_1 \lambda \\
-iA_2 ke^{i\theta} & 0 & A_1 \lambda & -M_\lambda(k) - E_\eta(k)
\end{pmatrix}
\begin{pmatrix}
ia(k) \\
ib(k) \\
i\eta(a(k))e^{i\theta} \\
i\eta(b(k))e^{i\theta}
\end{pmatrix} = 0,
\]

where \( M_\lambda(k) = M + B_1 \lambda^2 - B_2 k^2 \).

We obtain the set of coupled equations

\[
[M_\lambda(k) - E_\eta(k)] ia(k) + [i\eta A_2 k - iA_1 \lambda] b(k) = 0, 
\]

\[
[iA_1 \lambda + iA_2 \eta k] a(k) - [M_\lambda(k) + E_\eta(k)] ib(k) = 0, 
\]

and, combining the two, arrive at an equation for the energy

\[
E_\eta^2(k) = M_\lambda^2(k) + A_2^2 k^2 - A_1^2 \lambda^2.
\]

Thus

\[
a(k) = M_\lambda(k) + E_\eta(k), 
\]

\[
b(k) = A_1 \lambda + A_2 \eta k,
\]

is a solution for \( a \) and \( b \).

The eigenvectors can be written as

\[
\psi_{\eta,\lambda}(k) = \begin{pmatrix}
i(M_\lambda(k) + E_\eta(k)) \\
i(A_1 \lambda + A_2 \eta k) \\
\eta(M_\lambda(k) + E_\eta(k))e^{i\theta} \\
\eta(A_1 \lambda + A_2 \eta k)e^{i\theta}
\end{pmatrix} e^{\lambda z}.
\]

Imposing the boundary condition on the wave function will now allow us to find an expression for \( \lambda \). First, let us look at the equation for \( \lambda \). It is

\[
E_\eta^2(k) = (M + B_1 \lambda^2 - B_2 k^2)^2 + A_2^2 k^2 - A_1^2 \lambda^2. 
\]

\[
0 = (B_1^2)\lambda^4 + (2B_1(M - B_2 k^2) - A_1^2)\lambda^2 + (M - B_2 k^2)^2 + A_2^2 k^2 - E_\eta^2(k).
\]

Thus,

\[
\lambda^2 = \frac{-(2B_1(M - B_2 k^2) - A_1^2) \pm \sqrt{(2B_1(M - B_2 k^2) - A_1^2)^2 - 4(B_1^2)((M - B_2 k^2)^2 + A_2^2 k^2 - E_\eta^2(k))}}{2B_1^2}.
\]

Notice that this is a quadratic equation in \( \lambda^2 \). Setting \( k = 0, E = 0 \) in the equation above leaves us with

\[
\lambda^2 = \frac{-(2B_1 M - A_1^2) \pm \sqrt{(2B_1 M - A_1^2)^2 - 4B_1^2 M^2}}{2B_1^2} = \frac{(A_1^2 - 2B_1 M) \pm A_1 \sqrt{A_1^2 - 4MB_1}}{2B_1^2}.
\]
The roots of this equation are

\[ \lambda = \pm \frac{A_1 \pm \sqrt{A_1^2 - 4B_1 M}}{2B_1}. \]  

(2.37)

For the topological surface states to exist, i.e., for the wave function to be normalizable and for the boundary condition to be satisfied, the values of \( \lambda \) must both have negative real parts or both have positive real parts, depending on the boundary condition. For this to be true, the absolute value of the quantity under the square root must be less than \( |A_1| \). This imposes the condition that \( MB_1 > 0 \), and ensures normalizability. For example, if the material exists for \( z > 0 \), both the \( \lambda \)'s must have negative real parts.

Thus, in this case and more generally, \( \lambda^2 \) will have two roots, which could be either real or complex, depending on the coefficients. If they are real, then \( \lambda \) will have two real negative and two real positive roots. If the solutions for \( \lambda^2 \) are complex, they must be complex conjugate numbers, and hence their square roots, \( \lambda \), will also consist of complex conjugate numbers. The real parts of these roots will always consist of two positive and two negative numbers. Thus, depending on how we set up our system, we will be able to construct the wave function by choosing the two roots which lead to its exponential decay in the material.

Let us say that we choose the material to exist for \( z > 0 \), and its surface to lie at \( z = 0 \). We choose the two roots for \( \lambda \) which have negative real parts, and label them \( \lambda_1, \lambda_2 \).

We can then construct the wave function as a linear combination

\[ \Psi(z) = \sum_\alpha C_\alpha \psi_{\eta,\lambda_\alpha}(k) = C_1 \left( \begin{array}{c} i(M_{\lambda_1}(k) + E_\eta(k)) \\ i(A_1 \lambda_1 + A_2 \eta k) \\ \eta(M_{\lambda_1}(k) + E_\eta(k)) e^{i\theta} \\ \eta(A_1 \lambda_1 + A_2 \eta k) e^{i\theta} \end{array} \right) e^{\lambda_1 z} + C_2 \left( \begin{array}{c} i(M_{\lambda_2}(k) + E_\eta(k)) \\ i(A_1 \lambda_2 + A_2 \eta k) \\ \eta(M_{\lambda_2}(k) + E_\eta(k)) e^{i\theta} \\ \eta(A_1 \lambda_2 + A_2 \eta k) e^{i\theta} \end{array} \right) e^{\lambda_2 z}, \]

(2.38)

which has the boundary condition \( \Psi(0) = 0 \). This leads to the equation determining the coefficients \( C_\alpha \):

\[ \begin{vmatrix} M_{\lambda_1}(k) + E_\eta(k) & M_{\lambda_2}(k) + E_\eta(k) \\ A_1 \lambda_1 + A_2 \eta k & A_1 \lambda_2 + A_2 \eta k \end{vmatrix} = 0, \]

(2.39)

A solution of the above equation is

\[ E_\eta(k) = A_2 \eta k \quad \text{and} \quad M_{\lambda(k)} = A_1 \lambda, \]

(2.40)

and \( E_\eta(k) = -A_2 \eta k \) and \( M_{\lambda(k)} = -A_1 \lambda \).

(2.41)

Thus, we obtain linearly dispersing surface states, where \( E \) depends linearly on \( k \). Note that in deriving these states, we had assumed that the solutions were made up of the eigenstates of the helicity operator, and the surface states we have derived are hence helical. The states we have obtained are for a surface, where the TI is adjacent to vacuum. However, an analogy can be made with cases in which the TI has an interface with a topologically trivial (or non-topological) material. In that case, an argument can be made that since the adjacent material is not topological, the bulk topological invariant, i.e. the Chern number, goes to zero across the boundary, and there must be gapless states at the interface. The boundary condition in this case is that the particle current across the interface must be
conserved. However, a loss of translational invariance at the interface can lead to even more complicated boundary conditions such as having to solve the Poisson equation.

With the existence of theoretical models such as the BHZ model which can accurately describe the low energy physics in TI structures, one might ask why we turn to computational techniques to approach such problems. The reason is partly that the BHZ model is a long wavelength $\vec{k} \cdot \vec{p}$ model that describes the system near the $\Gamma$ point; however, we know that the band inversion is due to the difference in parities of the wavefunctions at the center and edge of the Brillouin zone. Thus, using DFT ensures that we have a good understanding of the physics throughout the Brillouin zone, including the edges. Additionally, another advantage of using DFT lies in the scaling with system size. DFT is able to provide a good tradeoff between the cost of computation and the precision of the results. For interface calculations, the number of electrons in a system can easily be in the thousands. The scalability is another reason why we don’t use more accurate computational methods which are much more computationally expensive. Finally, analytical solutions of the interface problem can require solving complicated differential equations, which is another reason why DFT is advantageous.
CHAPTER 3.

METHODOLOGY

3.1 Density Functional Theory

Density Functional Theory (DFT) is a first-principles technique through which the physical, chemical and electronic properties of a material can be studied via numerical calculations. Walter Kohn was awarded the Nobel Prize in Chemistry in 1998 “for his development of the density-functional theory” along with John A. Pople “for his development of computational methods in quantum chemistry.” DFT is a quantum mechanical approach which finds and uses the ground-state electron density to calculate various ground-state properties of systems of many electrons. The Kohn-Sham equations [39] transform the many-body problem into a set of single-particle noninteracting equations that all experience a common effective potential and need to be solved self-consistently. The many-body effects are grouped into a term known as the exchange-correlation functional. While DFT is an exact theory, in practice, the exact form of the exchange-correlation functional is not known, and must be approximated in some way. There are a number of exchange-correlation functionals available which describe the potential in the system to varying accuracies. The most common of these are the Local Density Approximation (LDA) and the Generalized Gradient Approximation (GGA), which include terms depending on the electron density and additionally the gradient of the electron density, respectively.

To gain a basic understanding of DFT, we describe below the formulation of the Kohn-Sham equations.

The many-body Hamiltonian is given by

$$\hat{H}_{MB} = -\sum_i \frac{\hbar^2}{2m_e} \nabla_i^2 - \sum_I \frac{\hbar^2}{2M_I} \nabla_I^2 + \frac{1}{2} \sum_{i\neq j} \frac{e^2}{|\vec{r}_i - \vec{r}_j|} - \sum_{i,I} \frac{Z_I e^2}{|\vec{r}_i - \vec{R}_I|} + \frac{1}{2} \sum_{I \neq J} \frac{Z_I Z_J e^2}{|\vec{R}_I - \vec{R}_J|}.$$  (3.1)

where the first two terms represent the kinetic energy of the electrons and nuclei, and the third, fourth and fifth terms represent the Coulomb interaction between electrons, between electrons and nuclei, and between nuclei respectively. $m_e$ is the electron mass, $\hbar$ is the reduced Planck constant, $M_I$ is the mass of the $I^{th}$ nucleus, $e$ is the electron charge, $Z_I$ is the atomic number of the $I^{th}$ nucleus, and $\vec{r}_i$, $\vec{R}_I$ are the locations of the $i^{th}$ electron and $I^{th}$ nucleus respectively. Upon applying the Born-Oppenheimer approximation which assumes that the nuclear motion is much smaller than the electronic motion because of the much larger nuclear mass, we arrive at the simplified Hamiltonian

$$\hat{H} = -\sum_i \frac{\hbar^2}{2m_e} \nabla_i^2 + \frac{1}{2} \sum_{i\neq j} \frac{e^2}{|\vec{r}_i - \vec{r}_j|} - \sum_{i,I} \frac{Z_I e^2}{|\vec{r}_i - \vec{R}_I|} + \frac{1}{2} \sum_{I \neq J} \frac{Z_I Z_J e^2}{|\vec{R}_I - \vec{R}_J|}.$$  (3.2)

Here we can set

$$V_{ext}(\vec{r}) = -\sum_I \frac{Z_I e^2}{|\vec{r} - \vec{R}_I|}.$$  (3.3)

as the potential that the electrons experience. It is considered as an external potential because the nuclei positions are now taken as external parameters in the system. We can
then write
\[ \hat{H} = -\sum_i \frac{\hbar^2}{2m_e} \nabla_{\vec{r}_i}^2 - \sum_i V_{\text{ext}}(\vec{r}_i) + \frac{1}{2} \sum_{i \neq j} \frac{e^2}{|\vec{r}_i - \vec{r}_j|} + E_{II}, \]  
(3.4)

where \( E_{II} \) is the electrostatic interaction energy of the different nuclei.

The two central theorems of DFT are the Hohenberg-Kohn theorems [40]. The first theorem states that for an interacting system of electrons in an external potential \( V_{\text{ext}}(\vec{r}) \), apart from a trivial additive constant, the potential \( V_{\text{ext}}(\vec{r}) \) may be determined uniquely using the ground-state electron density \( n_0(\vec{r}) \).

The second theorem states that a universal functional \( F[n] \) consisting of the kinetic energy and Coulomb interaction exists, independent of \( V_{\text{ext}}(\vec{r}) \), such that the energy functional \( E[n] \)
\[ E[n] = F[n] + \int V_{\text{ext}}(\vec{r}) n(\vec{r}) d^3r + E_{II}, \]  
(3.5)

where \( E[n] \) has the properties that, for all densities \( n(\vec{r}) \) such that \( \int n(\vec{r}) d^3r = N \) (the number of electrons), \( E[n] \) has a global minimum when \( n(\vec{r}) \) is the exact ground-state density; additionally, this minimum energy is the exact ground-state energy.

The implication of the first theorem is that for a given external potential \( V_{\text{ext}}(\vec{r}) \), the ground-state electron density is uniquely determined, and instead of having to use the many-body wave function, which depends on \( 3N \) coordinates, the ground-state properties can all be obtained using the ground-state electron density, which only depends on \( 3 \) coordinates. The second theorem relates to the variational principle that is used for the ground-state energy. It states that, starting with the energy functional \( E[n] \), the exact ground-state density and exact ground-state energy can always be found via minimization.

The Kohn-Sham scheme [39] then asserts that the ground-state properties of an interacting many-electron system can be obtained by representing the ground-state density of this system as a ground-state density of an effective noninteracting system of electrons. The solution of this latter system will allow us to find the ground-state properties of the original system.

Let us consider a noninteracting system of \( N \) electrons. The most general Hamiltonian can be written as
\[ H_{\text{noninteracting}} = -\frac{\hbar^2}{2m_e} \nabla^2 + V_{KS}(\vec{r}). \]  
(3.6)

Here, \( V_{KS} \), the Kohn-Sham potential, is chosen so that the ground-state electron density of this system is equal to the ground-state electron density of the interacting many-electron system. Letting the energy eigenvectors be labeled by \( \phi_i(\vec{r}) \), and the eigenvalues by \( \epsilon_i \), we can write the ground-state electron density as
\[ n_0(\vec{r}) = \sum_{i=1}^N |\phi_i(\vec{r})|^2, \]  
(3.7)

where \( N \) is the number of electrons.

Similarly, we can write the kinetic energy and Hartree energy
\[ T_{KS}[n] = -\frac{\hbar^2}{2m_e} \sum_i \langle \phi_i | \nabla^2 | \phi_i \rangle, \]  
(3.8)
\[ E_H[n] = \frac{e^2}{2} \int \frac{n(r)n(r')}{|r-r'|} d^3r d^3r'. \] (3.9)

Now, using the Kohn-Sham formalism, the energy functional of the many-electron interacting system can then be written as
\[ E[n] = T_{KS}[n] + E_H[n] + \int V_{\text{ext}}(r)n(r)d^3r + E_{II} + E_{xc}[n], \] (3.10)
where we have introduced the exchange-correlation functional
\[ E_{xc}[n] = F[n] - T_{KS}[n] - E_H[n]. \]
It is important to note here that we cannot exactly calculate the exchange-correlation \( E_{xc} \) as a function of the electron density.

We then apply the variational technique and arrive at the single particle KS equation
\[ H_{KS}\phi_i(r) = \left[ -\frac{\hbar^2}{2m_e} + V_{\text{ext}}(r) + e^2 \int \frac{n(r')}{|r-r'|} d^3r' + \frac{\delta E_{xc}}{\delta n(r)} \right] \phi_i(r) = \epsilon_i \phi_i(r). \] (3.11)
Thus, the Kohn-Sham potential
\[ V_{KS} = V_{\text{ext}}(r) + V_H(r) + V_{xc}(r), \]
where
\[ V_H(r) = e^2 \int \frac{n(r')}{|r-r'|} d^3r', \] (3.12)
\[ V_{xc}(r) = \frac{\delta E_{xc}}{\delta n(r)}. \] (3.13)

The single-particle Kohn-Sham equations need to be solved self-consistently. Initially, a starting guess for the charge density is assumed, based on which \( V_H(r) \), \( V_{xc}(r) \) and eventually the Hamiltonian are calculated. Solving the Hamiltonian leads to a new charge density; the procedure is then repeated until the self-consistency criterion (usually checking that the total energy is converged) is reached.

Note that the exchange-correlation functional is in principle an exact quantity, including all the many-body effects. However, in practice, some approximation must be made in calculating it, and the most common forms are the LDA and GGA exchange-correlation functionals.

In LDA, an approximation is made that the exchange-correlation energy is approximately equal to that of a homogeneous electron gas which has the same density at that point in space. The GGA makes this approximation better by including the gradient of the electron density in the expression for the exchange-correlation energy of the many-electron system.

In practice, the Kohn-Sham wave functions need to be expanded in terms of some basis sets. One of the common choices is the plane-wave basis set which is suitable for translation-invariant systems.
\[ \Psi_{n,k}(r) = \sum_{G} C_{n,k}(G) e^{i(k+G) \cdot r}, \] (3.14)
where \( n, k \) are as in the Bloch theorem, and the \( G \)’s are taken from the grid of points in \( k \)-space. While the number of \( G \) vectors in the reciprocal lattice is infinite, in implementation, a cut-off has to be imposed on the number of plane waves that can be included. Because of this, one has to make sure that the results are converged with respect to the plane waves.
Similarly, the Brillouin zone must be sampled using a finite set of k-points. For self-consistent calculations, the usual choice is a regular grid of points. The number of k-points to include is another choice that needs to be made based on the convergence of the results. In practice, one would run calculations on different sizes of k-grids to test for this; when the total energy difference between the last two calculations is very small (less than some energy threshold value as the grid size is increased), one would declare the calculations converged, and choose the appropriate k-grid. Depending on the spatial symmetries of the system, most DFT packages sample k-points from a smaller part of the Brillouin zone called the “irreducible” part, and this is able to describe the physics across the entire Brillouin zone.

In our calculations, we choose to use an energy cut-off of 450 eV and a k-grid of 11x11x11 k-points based on convergence tests indicating that the total energies are converged to less than 5 meV.

DFT is one of many first-principles techniques available to study condensed matter systems. While there exist exact methods that take into account all the electrons in the system and solve for the energies by exactly diagonalizing the Hamiltonian matrix, in practice, the systems we study often have hundreds of electrons. This means that the Hamiltonian is a considerably large matrix making it harder to diagonalize. This is part of the reason why many implementations of DFT make a pseudopotential approximation, forming a theory for just the valence electrons and assuming that the core electrons participate by creating an effective potential. Though there are codes which have been optimized to diagonalize matrices of large dimensions, making the above assumptions about the valence and core electrons in calculations does not result in a considerable loss of accuracy. The appropriateness of DFT for a given material is of course dependent on the types of interactions present in the system. In our case, using DFT is especially useful as the heterostructures we study consist of materials with almost no many-body interactions, and contain thousands of electrons, making a fully many-body approach inefficient.

The layered structure of the 3D TIs suggests that the van der Waals interactions play a role in the binding between QLs and must thus be included in DFT calculations. There are two main classes of methods.

The first class accounts for the van der Waals interactions by adding a semi-empirical correction to the energy calculated using an exchange correlation functional such as GGA or LDA, and includes the methods DFT+D2 [41], DFT+D3 [42], Tkatchenko-Scheffler [43, 44] (TS), and Tkatchenko-Scheffler with Many-body Dispersion [45, 46] (TS-MBD). The energy correction for DFT+D2 [41] is shown below:

\[
E_{\text{disp}} = -\frac{1}{2} \sum_{I=1}^{N_{\text{atoms}}} \sum_{J=1, J \neq I}^{N_{\text{atoms}}} \sum_{L} C_{6IJ} \frac{f_{d,6}(r_{IJL})}{r_{IJL}},
\]  

(3.15)

where \(N_{\text{atoms}}\) is the number of atoms in the unit cell, \(L = (l_1, l_2, l_3)\) are all the unit cell translations, \(C_{6IJ}\) are the semi-empirical dispersion coefficients for the atom pair \(I, J\), and \(r_{IJL}\) is the distance between atom \(I\) in unit cell \(L = 0\) and atom \(J\) in the unit cell \(L\). \(f(r_{IJL})\) is a damping function that ensures that the contribution from atoms located at distances of the order of bond lengths from each other is negligible. These pairwise energy corrections are calculated up to some cut-off distance beyond which they don’t contribute significantly. The DFT+D3 vdW method has a similar form of the energy correction as
DFT+D2, but includes an additional term proportional to $r^{-8}$. Thus, the semi-empirical methods calculate an energy correction which is added to the total energy calculated using the exchange-correlation functional at the end of each iteration.

The second class of methods uses functionals which contain a nonlocal long-range vdW correlation, where the correlation depends on the electron density and its gradient, and includes, in our analysis, SCAN-rVV10 [47, 48] and Langreth-Lundqvist vdW-DF2 [49]. In these type of methods, the functional itself is modified.

Thus, the first class of methods add a vdW energy correction to the total energy during the optimization, whereas the second class of methods includes the vdW interactions in the exchange-correlation functional.

As mentioned in the previous chapter, it is advantageous to use DFT over analytical methods largely due to the scaling with system size. It is important to keep in mind that the method we choose must not make assumptions about the lattice constants or strain at the interface, since DFT is a ground-state theory and can end up predicting a metastable state which is unphysical. Our goal is to set up a systematic computational framework which makes as few assumptions as possible, with predictive power which can be used to motivate future experiments on TI-based heterostructures. Upon setting up this framework, we may then investigate the properties of TI-based heterostructures, including properties such as the energy dispersion, Dirac velocity and spin structure. A question of practicality often arises in the synthesis of such heterostructures - what types of heterostructures can be grown? In some situations, if the two layers being deposited at the interface are highly polar and repel each other, or suffer from a large strain, the two materials will simply peel apart. One of the first questions is hence to ask if a heterostructure is stable and can be grown. A useful indicator of stability is the surface or interface energy - positive values imply that the sample is stable.
This section is based on my work that has been published [50]. The electronic band dispersion in the 3D TIs in the direction normal to the layers is comparable to that in the plane, indicating that vdW interactions can be treated as a correction in the ab-initio calculations of the properties of the TIs. An important question is which of the many available forms of the vdW corrections satisfactorily describes both structural and electronic properties at the same time, and we comprehensively address it here within the framework of the density functional theory (DFT)-based ab-initio methods. While vdW interactions in layered TIs have been investigated, a complete picture has not been presented, and we have filled this gap.

Many previous DFT studies of Bi$_2$X$_3$ in bulk and at surfaces [51] used experimentally determined lattice constants [52, 53, 54, 55, 56, 57, 58], fixing the volume of the unit cell, and finding the relaxed atomic positions within this cell under the constraint of maintaining the crystal symmetry. The results reproduce salient features of the electronic spectra in bulk and at surfaces, although there is some debate about whether many body corrections are necessary to obtain both the correct magnitude of the gap and its character (direct vs indirect) [59, 60, 56]. In the same spirit, existing studies of interfaces either consider lattice matched cases [61] or make a priori assumptions about structural changes at the boundary, such as fixing the inter-QL distance to its experimental value [62].

The danger inherent to such approaches is that the standard DFT is a ground state theory. Applying it to a fixed set of parameters without allowing their values to attain their ground state values within the same theory may, in general, give the results for, e.g. electronic structure, that are not characteristic of the ground state of the material being studied.

There have been two principal reasons for continuing to make these assumptions. First, while it is known that full geometry relaxation of the bulk (when the unit cell volume is allowed to change) using standard exchange-correlation functionals such as the Local Density Approximation (LDA) or the Generalized Gradient Approximation (GGA) yields lattice parameters significantly different from those determined experimentally, which implies that the strain field is not correctly determined using these methods [37], using the experimental values allowed a quick (and perhaps somewhat fortuitous) access to the qualitative salient features. Second, since the electronic structure of bulk Bi$_2$X$_3$ only weakly varies (on the scale of the bandwidth) when vdW and similar corrections to the GGA and LDA are included, and since the existence of the topological Dirac state at the surface is protected by symmetry, there seemed to be little incentive to include them for basic analysis. At interfaces in prototype devices, however, the situation is different: strain leads to surface reconstruction and symmetry breaking, and changes the behavior of the topological states, so we need to be able to optimize the structure and investigate the dispersion and spin properties of the
topological interface states within the same methodology. This is why we have performed a systematic investigation of the inclusion of vdW corrections in ab initio calculations of Bi$_2$X$_3$.

Other studies previously considered vdW interactions in first principles calculations of the bulk [63, 64, 65, 66] and surfaces [66, 67, 68, 69]. One of them [63] did not treat the lattice and electronic structure in the same framework: the authors first performed structural optimization including vdW but omitting the spin-orbit interaction (SOI), well known to be critical for band inversion in topological insulators; they then computed the electronic band structure with SOI (employing GGA), not changing the lattice. Other publications [67, 68, 69, 66] addressed the properties of the surface states considering, as is common in the ab-initio work, periodic structure consisting of a slab of a TI surrounded by vacuum. However, they used slab geometries with small vacuum thickness, and our results below imply that in those cases slabs interacted with each other, suggesting that the results were not applicable to a free surface. Indeed, some of these works obtained lattice constants and electronic dispersion which differ from both experiment and our results presented below, and are not compared to bulk results. The effects of strain on slabs of Bi$_2$Se$_3$, Bi$_2$Te$_3$, Sb$_2$Te$_3$ and Sb$_2$Se$_3$ have been investigated, including vdW interactions in the first principles calculations [70]. However, the authors of this investigation [70] only considered the DFT+D2 method, and did not compare with other techniques. The results of a study [65] on a large number of layered materials, which included the TIs that are the focus of our investigation, considered different vdW methods in the bulk, but did not analyze surface properties, and hence did not consider the slab geometry. As a result, the authors could not make a clear connection with surface and topological properties. We are aware of only one previous investigation [71], which considered several different implementations of vdW interactions in density functional theory, compared the outcomes, and argued for the most appropriate method for layered TIs. Our conclusions about the optimal methodology differ from theirs, and we provide a physical picture that supports our findings.

Meta-GGA functionals promise a better description of several classes of materials within the DFT approach, and a recent paper [66] reported the results for SCAN+vdW in comparison with GGA/LDA with and without D3 corrections for the 3D TIs. Their results for SCAN differ from ours, as discussed below: most dramatically, we find that this method yields a metallic ground state for the 3D TIs that we considered.

We have carried out a comprehensive comparison of different implementations of vdW interactions in bulk and surface DFT calculations of Bi$_2$Se$_3$ and Bi$_2$Te$_3$. We first show that the results of the LDA and GGA calculations are unable to fully describe the physics governing the structural and electronic properties of layered TIs. We then consider two classes of vdW methods. The first class are the semi-empirical energy correction methods, and the second class of methods use functionals which contain a nonlocal long-range vdW correlation.

We do not use here hybrid functionals [54] that take into account a fraction of the exact Hartree-Fock exchange energy, nor do we employ the techniques that compute the electron self-energy with the renormalized Coulomb potential (GW) [53, 59], which aim to improve the accuracy of these approximations. Both the (in principle very precise) GW method and its non-self-consistent counterpart, G$_0$W$_0$, are computationally expensive, rendering them impractical for surface and interface calculations [54]. Our goal is to set up a comprehen-
To evaluate the accuracy of different methods we compare the values for the bulk parameters, including, in addition to the lattice constants, the inter-QL distance $d_{\text{int}}$, as well as the band gap and the electronic density of states. We also used the value of the Dirac velocity for the surface states as a test of the quality of our approaches for the slab calculations.

We find that the semi-empirical methods are consistently more accurate than the the vdW functionals in yielding the lattice and electronic structures, as well as the correct and stable properties of the surface states for both Bi$_2$Se$_3$ and Bi$_2$Te$_3$. The unit cell volume and the electronic density of states obtained using vdW-DF2 functional differ significantly both from the experimental values and from the results obtained using semi-empirical methods. The SCAN functional and its variations predict Bi$_2$X$_3$ to be a metal.

### 4.1 Computational Details

We used hexagonal unit cells for Bi$_2$Se$_3$ and Bi$_2$Te$_3$ (see Figure 4.1(a)) which are convenient for the description of the surface states. All calculations below were carried out using the Vienna Ab initio Simulation Package [72, 73, 74, 75] (VASP), version 5.4.4. Crystal-
lographic information is taken from experimental data [76] retrieved from Crystallography Open Database [77, 78, 79, 80, 81]. In our calculations we use data on the Bi$_2$Se$_3$ and Bi$_2$Te$_3$ crystal structure of Nakajima [76], rather than earlier data [82, 83], based on a recent analysis [63]. We used Project Augmented Wave (PAW) potentials [84, 85] for Bi (5d$^{10}$6s$^2$6p$^3$) and Se (4s$^2$4p$^4$), for a total of 48 electrons, and a plane-wave basis. Convergence tests revealed that a Γ-centered k-point grid of 11x11x11 k-points and an energy cut-off of 450 eV for the plane wave basis are sufficient for high accuracy results. We performed fully relativistic calculations which include spin-orbit interaction (SOI). The convergence threshold for energy is taken to be $10^{-5}$ eV. Band structures are plotted with data processed using vaspkit [86]. We used GGA–PBE [87, 88], LDA [89], LDA+U and GGA+vdW, with full relaxation; for the last category, we compared the results of several methods including van der Waals interactions: DFT–D2 [41], DFT–D3 [42], DFT–TS [43, 44] (Tkatchenko-Scheffler), DFT–TS-MBD [45, 46] (Tkatchenko-Scheffler with Many-Body Dispersion). The vdW functionals studied consisted of the SCAN [47], SCAN–rVV10 [48] and vdW-DF2 [49] methods.

Semi-empirical methods add to the total energy corrections proportional to $r_{ij}^{-6}$ (DFT+D2, DFT+TS) with additional terms varying as $r_{ij}^{-8}$ (DFT+D3) for each pair of atoms $i, j$ which are separated by less than a cutoff distance. To reduce the contribution from pairs of atoms that are bonded covalently, these methods employ a short-distance damping function. The method DFT+TS uses the same energy correction as DFT+D2, modifying the damping function and dispersion coefficients in the energy correction to reflect the local chemical environment around each atom. The method DFT+TS-MBD (MBD@rsSCS) uses a random phase approximation-like expression for the self-consistent screening, treating each atom as a fluctuating dipole, to arrive at the van der Waals energy correction.

The van der Waals functionals considered in this study are the SCAN, SCAN–rVV10, and the vdW-DF2 (Langreth - Lundqvist) functionals. SCAN is a type of semi-local exchange-correlation functional which includes the intermediate-range vdW interactions, while rVV10 is a nonlocal functional which accounts for the long-range vdW interactions by including a long range energy correlation term which depends on the electron density and its gradient. The vdW-DF2 method uses the exchange functional PW86 (which does not incorporate a van der Waals correction), and adds a nonlocal functional which contains the long-range van der Waals correction.

For slab calculations, the surfaces were modelled using slabs of thickness 5-7 QL (∼50-70 Å). We find that slabs 5 QL thick are sufficient since the hybridization gap between topological states at different surfaces is small. With vdW interaction included we find that using a vacuum thickness roughly equal to twice that of the slab is sufficient to avoid interaction of the slab with periodic images of itself. Atoms in the outermost QLs of the slab are allowed to relax in all directions without restriction, while atoms in the “bulk” part of the slab are held fixed. Slab calculations were run using the methods DFT+D2, DFT+D3, DFT+TS and DFT+TS-MBD and compared based on features of the surface states such as the Dirac velocity and spin texture. A dipole correction along the $z$ direction was tested and found to not contribute significantly, which is consistent with the picture of closed shell QLs.
Table 4.1. Results for the structural optimization of Bi$_2$Se$_3$ without the van der Waals corrections, using GGA and LDA. For each parameter we show the percentage difference relative to the experimental value.

<table>
<thead>
<tr>
<th></th>
<th>Expt.</th>
<th>GGA</th>
<th>LDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$ (Å)</td>
<td>4.143 [76]</td>
<td>4.227 +2.0%</td>
<td>4.086 -1.4%</td>
</tr>
<tr>
<td>$c$ (Å)</td>
<td>28.636 [76]</td>
<td>29.218 +2.0%</td>
<td>28.244 -1.4%</td>
</tr>
<tr>
<td>$d_{int}$ (Å)</td>
<td>2.579 [76]</td>
<td>2.746 +6.5%</td>
<td>2.378 -7.8%</td>
</tr>
<tr>
<td>Gap $E_g$ (eV)</td>
<td>0.3 [10]</td>
<td>0.1567 -48%</td>
<td>0.4594 +53%</td>
</tr>
</tbody>
</table>

Table 4.2. Results for the structural optimization of Bi$_2$Se$_3$ without the van der Waals corrections, using LDA+U. For each parameter we show the percentage difference relative to the experimental value.

<table>
<thead>
<tr>
<th></th>
<th>Expt.</th>
<th>LDA+U $U = 3$</th>
<th>LDA+U $U = 5$</th>
<th>LDA+U $U = 7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$ (Å)</td>
<td>4.143 [76]</td>
<td>4.115 -0.7%</td>
<td>4.144 +0.024%</td>
<td>4.159 +0.4%</td>
</tr>
<tr>
<td>$c$ (Å)</td>
<td>28.636 [76]</td>
<td>28.445 -0.7%</td>
<td>28.646 +0.035%</td>
<td>28.750 +0.4%</td>
</tr>
<tr>
<td>$d_{int}$ (Å)</td>
<td>2.579 [76]</td>
<td>2.429 -5.8%</td>
<td>2.475 -4.0%</td>
<td>2.514 -2.5%</td>
</tr>
<tr>
<td>Gap $E_g$ (eV)</td>
<td>0.3 [10]</td>
<td>0.2891 -3.6%</td>
<td>0.2326 -22%</td>
<td>0.1143 -62%</td>
</tr>
</tbody>
</table>

Table 4.3. Results for the structural optimization of Bi$_2$Te$_3$ without the van der Waals corrections. For each parameter we show the percentage difference relative to the experimental value.

<table>
<thead>
<tr>
<th></th>
<th>Expt.</th>
<th>GGA</th>
<th>LDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$ (Å)</td>
<td>4.386 [76]</td>
<td>4.476 +2.1%</td>
<td>4.339 -1.1%</td>
</tr>
<tr>
<td>$c$ (Å)</td>
<td>30.497 [76]</td>
<td>31.124 +2.1%</td>
<td>30.167 -1.1%</td>
</tr>
<tr>
<td>$d_{int}$ (Å)</td>
<td>2.613 [76]</td>
<td>2.783 +6.5%</td>
<td>2.484 -4.9%</td>
</tr>
<tr>
<td>$E_g$ (eV)</td>
<td>0.165 [12]</td>
<td>0.137 -17%</td>
<td>0.103 -38%</td>
</tr>
</tbody>
</table>
4.2 Bulk properties

4.2.1 LDA and GGA

We start with the results for the most commonly used LDA and GGA-PBE approximations that do not include vdW corrections. Our results for the structural optimization of Bi$_2$Se$_3$ (Bi$_2$Te$_3$) are shown in Table 4.1 (Table 4.3). As often happens, LDA overbinds the electrons; for Bi$_2$Se$_3$, it leads to a contraction of the lattice constants compared to their experimental value. Our result for the volume change of the unit cell is in quantitative agreement with the value of 4% found before [37], albeit the values for the lattice constants differ due to different optimization procedures. In contrast, using GGA overestimates the unit cell volume by about 6% in our calculation vs. a reported value of almost 10% [37]. Another investigation [63] found the cell volume overestimated even more using PBE, but that is mostly due to a significant elongation of the c-axis lattice constant, perhaps related to the effectively two-dimensional k-point mesh (13x13x1) used in that work.

Similarly, for Bi$_2$Te$_3$, LDA reduces the unit cell volume by 3% compared to a value of 5% [63]. GGA follows very similar trends to those in Bi$_2$Se$_3$. The 6.3% increase in the unit cell volume is greater than a reported value of 4.9% [63]. Another publication [90] used GGA and found the out of plane lattice constant, c, and inter-QL distance, $d_{int}$, which deviated 4.6% and 18.7% respectively from their experimental values. Our values for the corresponding parameters are smaller, see Table 4.3, possibly due to the different type of pseudopotential they used (fully relativistic norm-conserving).

Notably, using both GGA and LDA we find that the difference between the experimental values and those obtained from first principles is much greater for the distance between adjacent QLs (see Figure 4.1(a)), $d_{int}$ in Table 4.1, than for the lattice constants. This strongly suggests the need for inclusion of the van der Waals interactions between different quintuple layers.

Both GGA and LDA yield sizeable deviations for the bulk energy gaps, as is common for small gap semiconductors with strong spin-orbit coupling [91, 92]. The band gap of 0.137 eV that we find for Bi$_2$Te$_3$ using GGA is slightly closer to the experimental value than a gap of 0.12 eV [90]. Our band gap from an LDA calculation for Bi$_2$Te$_3$ is very close to the value of 0.106 eV reported for the LDA band gap [57].

For completeness, and to clearly show that local Coulomb interactions are not the origin for the discrepancy, we performed LDA+U calculations on Bi$_2$Se$_3$ with the on-site repulsion on Bi orbitals, see Table 4.2. For $U = 5$, the lattice constants $a$ and $c$ are very close to their experimental values, but the inter-QL distance still significantly deviates from that in experiment, and is only improved for $U = 7$, while the lattice constants increase for that value. In contrast, the gap magnitude is closest to experiment for $U = 3$. Therefore no single value of $U$ consistently improves the results. Moreover, increasing values of $U$ tend to collapse the energy gap, in contrast to the physical expectation that Coulomb repulsion localizes corresponding orbitals and pushes bands apart. The situation is even worse for GGA+U as we very quickly reach gap collapse and metallicity. We therefore conclude that the error in the inter-QL distance must be related to the long-range van der Waals part of the interaction.
Table 4.4. Results for the structural optimization of Bi$_2$Se$_3$ using different semi-empirical van der Waals corrections. For each parameter we show the percentage difference relative to the experimental value.

<table>
<thead>
<tr>
<th></th>
<th>Expt.</th>
<th>DFT+D2</th>
<th>DFT+D3</th>
<th>DFT+TS</th>
<th>DFT+TS-MBD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$ (Å)</td>
<td>4.143 [76]</td>
<td>4.141</td>
<td>4.175</td>
<td>4.188</td>
<td>4.176</td>
</tr>
<tr>
<td>Devn. $a$</td>
<td>-</td>
<td>-0.05%</td>
<td>+0.77%</td>
<td>+1.1%</td>
<td>+0.79%</td>
</tr>
<tr>
<td>Devn. $c$</td>
<td>-</td>
<td>-0.04%</td>
<td>+0.77%</td>
<td>+1.1%</td>
<td>+0.80%</td>
</tr>
<tr>
<td>$d_{int}$ (Å)</td>
<td>2.579 [76]</td>
<td>2.547</td>
<td>2.587</td>
<td>2.623</td>
<td>2.584</td>
</tr>
<tr>
<td>Devn. $d_{int}$</td>
<td>-</td>
<td>-1.2%</td>
<td>+0.31%</td>
<td>+1.7%</td>
<td>0.19%</td>
</tr>
<tr>
<td>Gap $E_g$ (eV)</td>
<td>0.3 [10]</td>
<td>0.2638</td>
<td>0.2273</td>
<td>0.2125</td>
<td>0.2337</td>
</tr>
<tr>
<td>Devn. $E_g$</td>
<td>-</td>
<td>-12%</td>
<td>-24%</td>
<td>-29%</td>
<td>-22%</td>
</tr>
</tbody>
</table>

Table 4.5. Results for the structural optimization of Bi$_2$Se$_3$ using different van der Waals functionals. For each parameter we show the percentage difference relative to the experimental value.

<table>
<thead>
<tr>
<th></th>
<th>Expt.</th>
<th>SCAN</th>
<th>SCAN-rVV10</th>
<th>vdW-DF2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$ (Å)</td>
<td>4.143 [76]</td>
<td>4.182</td>
<td>4.177</td>
<td>4.489</td>
</tr>
<tr>
<td>Devn. $a$</td>
<td>-</td>
<td>+0.94%</td>
<td>+0.82%</td>
<td>+8.4%</td>
</tr>
<tr>
<td>$c$ (Å)</td>
<td>28.636 [76]</td>
<td>28.907</td>
<td>28.872</td>
<td>31.029</td>
</tr>
<tr>
<td>Devn. $c$</td>
<td>-</td>
<td>+0.94%</td>
<td>+0.82%</td>
<td>+8.4%</td>
</tr>
<tr>
<td>$d_{int}$ (Å)</td>
<td>2.579 [76]</td>
<td>2.663</td>
<td>2.651</td>
<td>3.349</td>
</tr>
<tr>
<td>Devn. $d_{int}$</td>
<td>-</td>
<td>+3.3%</td>
<td>+2.8%</td>
<td>+30.0%</td>
</tr>
<tr>
<td>Gap $E_g$ (eV)</td>
<td>0.3 [10]</td>
<td>Metal</td>
<td>Metal</td>
<td>0.1749</td>
</tr>
<tr>
<td>Devn. $E_g$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-42%</td>
</tr>
</tbody>
</table>

Table 4.6. Results for the structural optimization of Bi$_2$Te$_3$ using different forms of van der Waals corrections. For each parameter we show the percentage difference relative to the experimental value.

<table>
<thead>
<tr>
<th></th>
<th>Expt.</th>
<th>DFT+D2</th>
<th>DFT+D3</th>
<th>DFT+TS</th>
<th>DFT+TS-MBD</th>
<th>SCAN</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$ (Å)</td>
<td>4.386 [76]</td>
<td>4.382</td>
<td>4.419</td>
<td>4.422</td>
<td>4.419</td>
<td>4.418</td>
</tr>
<tr>
<td>Devn. $a$</td>
<td>-</td>
<td>-0.09%</td>
<td>+0.75%</td>
<td>+0.82%</td>
<td>+0.75%</td>
<td>+0.73%</td>
</tr>
<tr>
<td>$c$ (Å)</td>
<td>30.497 [76]</td>
<td>30.472</td>
<td>30.724</td>
<td>30.747</td>
<td>30.726</td>
<td>30.719</td>
</tr>
<tr>
<td>Devn. $c$</td>
<td>-</td>
<td>-0.08%</td>
<td>+0.74%</td>
<td>+0.82%</td>
<td>+0.75%</td>
<td>+0.73%</td>
</tr>
<tr>
<td>$d_{int}$ (Å)</td>
<td>2.613 [76]</td>
<td>2.616</td>
<td>2.636</td>
<td>2.660</td>
<td>2.621</td>
<td>2.678</td>
</tr>
<tr>
<td>Devn. $d_{int}$</td>
<td>-</td>
<td>+0.11%</td>
<td>+0.88%</td>
<td>+1.8%</td>
<td>+0.31%</td>
<td>+2.5%</td>
</tr>
<tr>
<td>Gap $E_g$ (eV)</td>
<td>0.165 [12]</td>
<td>0.1608</td>
<td>0.1585</td>
<td>0.1572</td>
<td>0.1557</td>
<td>Metal</td>
</tr>
<tr>
<td>Devn. $E_g$</td>
<td>-</td>
<td>-2.5%</td>
<td>-3.9%</td>
<td>-4.7%</td>
<td>-5.6%</td>
<td>-</td>
</tr>
</tbody>
</table>
4.2.2 Inclusion of van der Waals interactions

Including van der Waals corrections semi-empirically in the structural optimization leads to a dramatic improvement in the agreement with experiment for values of the lattice constants and the inter-QL spacing, see Table 4.4, Table 4.5 and Table 4.6. The lattice constants deviate by less than about a percent from the experimental values, and the inter-QL spacing is also much closer to experiment. DFT+D2 produces particularly good results, where most deviations are below 0.1%, with the only exception being the inter-QL distance in Bi$_2$Se$_3$ which gives 1.2% error, greater than the corresponding value of −0.35% found earlier [63]. The unit cell volume we find differs from experiment by −0.14% for Bi$_2$Se$_3$ and −0.26% for Bi$_2$Te$_3$, compared to the respective reported values of −0.07% and −1.14% [63] and 0.70% and 0.82% [70] (obtained for a different crystal structure [83]). For Bi$_2$Te$_3$ a unit cell volume deviation of just −0.07% was found before [64], but the inter-QL distance in that calculation differed from experiment by 9.3%. In a calculation where the unit cell shape and volume were allowed to change [93], the deviation in the unit cell volume was found to be −1.8%. The significant difference with the latter result is likely due to the Monkhorst-Pack k-grid of 8x8x2 and scalar relativistic norm-conserving pseudopotentials they used.

DFT+TS-MBD and DFT+D3 also produce good results for the structural parameters. The lattice constants and unit cell volume (3.3% deviation for Bi$_2$Se$_3$ and 2.5% for Bi$_2$Te$_3$) that we find using DFT+TS are close to the 2.9% and 3.0% values obtained in another study [71] for the same method.

Our results using vdW functionals are in much poorer agreement with the experimental values. The vdW-DF2 method significantly overestimates cell volume, bond lengths and underestimates the band gap, a behavior also reported for bulk Bi$_2$Te$_3$ [64]. That work argued in favor of using optB86b-vdW method, which yields a deviation in unit cell volume of 2.0%, and a deviation in inter-QL distance of 3.5%. Also for Bi$_2$Te$_3$, using vdW-DF resulted in a unit cell volume and inter-QL distance deviating 2.6% and 1.5% from experiment respectively [90]. These deviations are an order of magnitude greater than what we find using DFT+D2.

We also carried out a calculation using a meta-GGA SCAN-rVV10 method. However, we found that for both materials it yields a metallic ground state. We checked that the SCAN method on its own also yields a metal as implemented in VASP, and confirmed this result for Bi$_2$Se$_3$ by checking that the same result is obtained in an all-electron calculation using Elk [94]. Therefore we conclude that at least the current implementation of the SCAN functional is not suitable for describing layered topological insulators. This is in sharp contrast to a recently published study [66] in which a meta-GGA SCAN-based structural relaxation yields an insulator in that paper. Since that study [66] does not give full details of their calculations, and, for example, does not specify the $k$-point grid for bulk calculations, we cannot make a detailed comparison of the methodologies leading to this discrepancy.

Comparing the electronic band structures obtained by different methods provides a complementary check on their applicability. For Bi$_2$Se$_3$, the (indirect) band gap obtained using DFT+D2 is much closer to the experimental value than that obtained using other functionals, see Table 4.4. The band structure shown in Figure 4.1(c) exhibits, albeit not very strongly, a characteristic ‘camelback’ feature in the valence band at the center of the Brillouin Zone (Γ) due to Spin-Orbit Coupling. This feature is sensitive to the choice of the
approximation: it nearly vanishes in GGA, and is over-emphasized in LDA to the extent that the conduction band acquires this feature as well. Many body GW corrections removes this feature and produces a direct gap that has been argued to agree with experiment [56]. Resolving this controversy is not the main focus of our work, but we note that the inclusion of a GW correction into LDA that “straightens” the camelback feature also leads to a substantial reduction of the gap magnitude [53, 60, 56], which is overestimated using LDA by over 50%, see Table 4.1). In contrast, the gap we find using DFT+D2 and similar methods is much closer to the experimental value, and therefore we expect that the features of the band structure we find remain robust to further many-body corrections.

For Bi$_2$Te$_3$, there exists an analogous ‘camelback’ feature in the valence band at Γ, and the value of the indirect gap from the DFT+D2 method is close to experiment [12]. We find the Valence Band Maximum to occur along the path $L \rightarrow A$ and the Conduction Band Minimum to occur along $A \rightarrow Γ$, as seen in Figure 4.2. While the indirect gap that we find agrees with optical measurements [95], other studies [64, 57, 96] have found the band gap to not occur along lines in reciprocal space which join high-symmetry points in the Brillouin Zone, whereas still others [53] have found the gap to occur along lines joining high-symmetry points. In the present study, we probed regions of the reciprocal space away from lines joining high-symmetry points, but did not find the band gap to occur close to the points reported in a previous study [64].

Note also that the band structure exhibits substantial energy dispersion along the $k_z$ direction ($M-L$ and $A-Γ$ in Figure 4.1(c) and Figure 4.2). Therefore, in our opinion, k-point mesh with only one point along $z$ used in some previous DFT-vdW calculations [63, 67] is
Figure 4.3. Density of states of bulk Bi$_2$Se$_3$ and bulk Bi$_2$Te$_3$ using different vdW methods. (a) Bi$_2$Se$_3$ and (b) Bi$_2$Te$_3$.

insufficient for an accurate description of these materials.

Our conclusions about the most appropriate methods are further supported by analyzing the Density of States (DOS), shown in Figure 4.3(a) and Figure 4.3(b) for Bi$_2$Se$_3$ and Bi$_2$Te$_3$ respectively. The obvious observation is that all semi-empirical methods produce DOS curves which overlap to large accuracy, while the DOS for vdW-DF2 Langreth-Lundqvist method (shown only for Bi$_2$Se$_3$) deviates markedly from the rest, with the valence band approaching the chemical potential, which results in a smaller gap value as listed in Table 4.1.

Therefore all the results on the bulk structural and electronic properties show that the semi-empirical methods perform well in reproducing electronic properties of layered topological insulators. In contrast the vdW functionals seem to yield a poor agreement with experiment. Recalling that the quintuple layers effectively act as closed shell units, we suggest that the empirical corrections capture the main physics of the vdW interaction between
different quintuple layers in Bi$_2$Se$_3$ and Bi$_2$Te$_3$. While all four methods DFT+D2, DFT+D3, DFT+TS and DFT+TS-MBD yield results close to the experiment, we found that DFT+D2 is the most accurate, followed closely by DFT-TS-MBD. The important feature of both methods is that they account only for the long-distance $r^{-6}$ tail of the vdW interactions. This suggests that the vdW correction is indeed due to well-separated charge distributions in different quintuple layers. We choose DFT+D2 for further analysis of the topological surface states.

4.3 Slab calculations and the surface states

We mostly show below the results for the topological surface states obtained using DFT+D2. At first sight, the results are very close to those obtained using DFT+D3, DFT+TS and DFT+TS-MBD. The reason for the closeness, despite DFT+D2 being superior in determination of the structural properties, is that, as discussed below, relaxing the structure of the QLs closest to the surface does not yield appreciable atomic displacement. We expect this to be different for interface calculations. At the same time, we show that, on closer inspection, once again, the DFT+D2 method performs better than its counterparts.

To determine the structure of the surface states we ran calculations for 5-7 QL thick (∼50-70 Å) slabs of Bi$_2$Se$_3$ and Bi$_2$Te$_3$, with a vacuum buffer of 100 Å. We found that 5 QL was the minimal slab thickness for which the surface states at opposite surfaces do not hybridize appreciably, so that the Dirac spectrum was not gapped at our energy resolution.

Irrespective of the number of QLs in the slab we consistently found that we needed to include an amount of vacuum that is approximately equal to twice the slab thickness in order to avoid electrostatic interaction of the slab with its own periodic images. Such an interaction generates a gap in the spectrum of the topological surface states, and yield a weak splitting of the top and bottom surface states. While we find that it is possible to fine tune a small vacuum thickness to minimize hybridization of the topological states at the slab interfaces across the vacuum, consistent results are obtained for the vacuum buffer of order twice the slab width. This is in contrast with other work that used ∼10–20 Å to obtain the surface state dispersion [66, 97, 98, 68]. We believe this hybridization across vacuum is enhanced by the long tails of the vdW interaction between closed shell QL layers, and checked that the gap at the Dirac point and the splitting of the bands is not affected by the inclusion of dipole corrections at surfaces.

In all our calculations the outermost QLs of the slab (five atomic layers closest to each surface) are allowed to relax, while the atoms in the remaining internal layers (“bulk”) are kept fixed at the optimized bulk structure. We find that the atomic displacements in the outer layers are of order mÅ, not causing appreciable reconstruction, and having negligible effects on the electronic structure. This is consistent with a picture where each QL acts as a closed shell, so that the surface termination does not change bond lengths.

The slab band structures for Bi$_2$Se$_3$ (Bi$_2$Te$_3$) are shown in Figure 4.4(a) (Figure 4.5(a)). They show quasi-linearly dispersing Dirac-like states in the bulk gap arising from the surface states. For Bi$_2$Se$_3$, the Dirac point lies 0.21 eV below the conduction band minimum, in agreement with experiments [10, 99, 13, 100], and 0.06 eV above the valence band maximum. This is in qualitative agreement with experiment [8], although self-doping effects likely affect the location of the Dirac point. For Bi$_2$Te$_3$, the surface band rises above the Dirac point.
Figure 4.4. Topological surface states in 5QL thick Bi$_2$Se$_3$ slab with 100 Å vacuum using DFT+D2 van der Waals corrections. (a) Electronic band structure with bulk bands shaded. (b) $y$ component of the spin for the state at the upper surface of the slab along $\bar{M} - \Gamma - M$. Inset: constant energy contours along with the spin textures at those energies, at the upper surface of the slab, for $E = 0.05$ eV, $E = 0.08$ eV, and $E = 0.125$ eV.
Figure 4.5. Topological surface states in 5QL thick Bi$_2$Te$_3$ slab with 100 Å vacuum using DFT+D2 van der Waals corrections. (a) Electronic band structure with bulk bands shaded. (b) $y$ component of the spin for the state at the upper surface of the slab along $\bar{M} - \Gamma - M$. Inset: constant energy contours along with the spin textures at those energies, at the upper surface of the slab, for $E = -0.12$ eV, $E = 0.03$ eV and $E = 0.07$ eV. The hexagonal warping increases with increasing energy.
Figure 4.6. Spin textures and constant energy contours of the topological surface states at energies near and above the conduction band minimum, at the upper surface for a 5 QL thick slab of Bi$_2$Se$_3$ with 100 Å vacuum, calculated using DFT+D2 van der Waals corrections. Spin textures in the $k_x$-$k_y$ plane are shown at energies (a) $E = 0.195$ eV, (c) $E = 0.28$ eV, and (e) $E = 0.33$ eV. Out-of-plane components of the spin textures are shown at energies (b) $E = 0.195$ eV, (d) $E = 0.28$ eV, and (f) $E = 0.33$ eV. The constant energy contours begin to display hexagonal warping at energies of around 0.28 eV and above.
Table 4.7. Calculated Dirac velocities of the surface states in slab calculations of Bi$_2$Se$_3$ and Bi$_2$Te$_3$ using different forms of van der Waals corrections.

<table>
<thead>
<tr>
<th></th>
<th>Bi$_2$Se$_3$</th>
<th>Bi$_2$Te$_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expt.</td>
<td>$5.0 \times 10^5$ [10]</td>
<td>$4.0 \times 10^5$ [106]</td>
</tr>
<tr>
<td>GGA</td>
<td>$4.80 \times 10^5$</td>
<td>$3.83 \times 10^5$</td>
</tr>
<tr>
<td>DFT+D2</td>
<td>$5.10 \times 10^5$</td>
<td>$4.04 \times 10^5$</td>
</tr>
<tr>
<td>DFT+D3</td>
<td>$4.07 \times 10^5$</td>
<td>$3.96 \times 10^5$</td>
</tr>
<tr>
<td>DFT+TS</td>
<td>$4.00 \times 10^5$</td>
<td>$4.19 \times 10^5$</td>
</tr>
<tr>
<td>DFT+TS-MBD</td>
<td>$3.77 \times 10^5$</td>
<td>$4.42 \times 10^5$</td>
</tr>
</tbody>
</table>

energy as we move along the path $\Gamma \to M$, a feature not seen in Bi$_2$Se$_3$. The Dirac point lies 0.05 eV below the valence band maximum (VBM), and 0.23 eV below the conduction band minimum. The latter value is lower than 0.26 eV obtained in an LDA calculation, and closer to the GW value of $\sim 0.22$ eV [101]. All these values are less than 0.29 eV obtained from optical measurements [12]. The energy difference between the Dirac point and VBM was theoretically found to be 0.10 eV in a previous study [53] and experimentally determined to be 0.13 eV [12].

To compare different semi-empirical vdW methods we evaluate the velocities of the surface Dirac quasiparticles, $v$. Since the dispersion is quasi-linear, we choose to compute it along the path $\Gamma - M$ close to the k-point $\vec{k} = 0.015\vec{b}_1$, and show the computed and experimental values in Table 4.7. For Bi$_2$Se$_3$, the value $v = 5.1 \times 10^5$ m/s obtained using the DFT+D2 method, is much closer to the experimental range of $5.0 - 5.5 \times 10^5$ m/s [102, 103, 104, 51, 105] than the values obtained using other methods (DFT+D3, DFT+TS, DFT+TS-MBD). Our value is also much closer to experiment than those reported in previous ab initio calculations [52, 54]. For Bi$_2$Te$_3$, the velocities calculated using different vdW implementations are nearly identical, and the velocity obtained using the DFT+D2 method is close to the values of $3.87 \times 10^5$ m/s and $4.0 \times 10^5$ m/s reported in experiment [12, 106].

Analyzing the spin structure of the topological states, we find, as expected, that the surface states are nearly perfectly helical close to the $\Gamma$ point, as shown in Figure 4.4(b) (Figure 4.5(b)) for Bi$_2$Se$_3$ (Bi$_2$Te$_3$). The spins are normal to the direction of the momenta, and wind around the Dirac point. At higher energies, however, the difference between the two materials becomes evident. The insets in Figure 4.4(b) and Figure 4.5(b) show the computed spin orientations along different constant energy surfaces. For Bi$_2$Se$_3$, we find that at energies close to the Dirac point, the spins are helical, and there is no discernible evidence of hexagonal warping of the constant energy contours (for example, at $E = 0.125$ eV), in agreement with experiments [107, 104]. Only at energies close to 0.3 eV (where the Fermi level often lies in real Bi$_2$Se$_3$ films [108, 109, 99, 13]) and higher, when the energy is in the conduction band, the constant energy contour begins to take on a hexagonal shape, and the spins begin to develop out-of-plane components, as shown in Figure 4.6. In contrast, for Bi$_2$Te$_3$, the constant energy contour changes shape with increasing energy at much lower energies, changing from a circle ($E = -0.12$ eV), to a hexagon ($E = 0.03$ eV), to a star ($E = 0.07$ eV). At the same time the spins acquire a substantial out-of-plane component.
It is clear therefore that the hexagonal warping and non-helical behavior of the topological surface states appear together, but that happens at different energies in the two materials.

Figure 4.7 shows the spatial profiles of the probability amplitude for the surface states in comparison with the band states. While all states oscillate on atomic scale, the surface states are localized within approximately a single QL near the interfaces, while the amplitude of the band states is peaked in the central, bulk-like, QLs.

4.4 Slab calculation details

We analyzed the surface states by considering a symmetric slab of the topological insulator with a vacuum layer. Since we are interested in the properties of the linearly dispersing topological surface states, it is crucial to select the parameters so that the states at the opposite surfaces do not hybridize and do not open the gap.

This hybridization can occur via one of two pathways: across the slab or across the vacuum layer. In agreement with previous work [68, 52], we find that 5 QL thick slab of Bi$_2$X$_3$ (X = Se,Te) (approximately 48 Å), is sufficient to ensure negligible hybridization of the topological surface states across the slab. Thicker slabs do not substantially change the observed behavior.

Self-interaction across a vacuum buffer is of particular concern when including the van der Waals corrections to the energy since the long power-law tails of this interaction extend over substantial distances in the vacuum. Therefore, it is desirable in principle to increase the vacuum thickness. However, as this results in the increase of the effective unit cell size, at large vacuum thicknesses we may possibly see the effect of the finite FFT grid changes when the vacuum thickness varies.

While we found that we can selectively choose a small vacuum thickness (similar to that often used [68, 63, 67, 20]) where the hybridization across vacuum appears to vanish, see Figure 4.8a, small changes in the size of the vacuum buffer result in the opening of the hybridization gap, and in splitting of the bands, see Figure 4.8b.

In contrast, once we reach the vacuum thickness of about twice that of the slab, the hybridization is generally small, see Figure 4.8c. We still find some select vacuum thicknesses for which we observe gap opening and band splitting, but, in our observation, the results are generally more robust against small changes in the buffer size compared to small vacuum thicknesses.

4.5 Summary of results

We have performed a comprehensive high precision ab-initio analysis of the prototypical topological insulators Bi$_2$Se$_3$ and Bi$_2$Te$_3$, aiming to treat structural and electronic properties on equal footing. We used different methods of accounting for the van der Waals interactions within the framework of the density functional theory. In agreement with the expectation that vdW interactions play an important role in binding closed shell quintuple layers in layered topological insulators, we found that, in general, their inclusion strongly influences the structural properties, if the structure is allowed to relax and not fixed to the experimental values. Lattice constants, unit cell volume, and the distance between nearest quintuple layers are all sensitive to the inclusion and choice of the vdW interaction.
Figure 4.7. Spatial profile of surface (solid lines) and bulk (dashed lines) states (smooth lines) and a state in the bulk bands (dashed lines) at \( \mathbf{k} = 0.0127 \mathbf{b}_1 \), for 5QL thick slabs with 100 Å vacuum. \( \mathbf{b}_1 \) is the in-plane reciprocal lattice vector for the hexagonal unit cell choice. Band 239/240 (241/242) belong to the upper (lower) half of the Dirac cone, while band 237 is near the top of the valence band. (a) Bi\(_2\)Se\(_3\); (b) Bi\(_2\)Te\(_3\).

Figure 4.8. Band structure of a 5 QL thick slab of Bi\(_2\)Se\(_3\) with different vacuum thicknesses.
Standard exchange-correlation functionals such as LDA and GGA, are inadequate for structural relaxations, leading to structural and electronic properties which deviate significantly from the experimental values.

We compared two different classes of methods that include vdW interactions in first principles calculations: those which include semi-empirical corrections to the total energy and forces, and those which modify the exchange-correlation functionals to include a vdW term. Our results strongly indicate superiority of the semi-empirical methods, which yield lattice parameters, energy gap, bulk density of states, and the Dirac velocity of the topological surface states in much better agreement with the experimental values. By comparing the errors in the lattice constants vs the inter-QL spacing, we conclude that the long-range energy correction due to interaction between QLs, is the dominant effect of van der Waals forces in layered TIs. Of the semi-empirical methods, the two which account solely for the long-range tail $r^{-6}$ of the vdW interaction (DFT+D2, and DFT+TS-MBD) give much better structural parameters than the methods that attempt to augment it further by including also a shorter range $r^{-8}$ correction (DFT+D3). To us this indicates that the dominant vdW interaction is between the quintuple layers, which act as closed shells.

Extending the comparison to include the electronic properties, we found that the DFT+D2 method in particular gives both very accurate electronic parameters, and yields dispersion and spin structure of the topological surface state that closely match experimental results. Overall, we observe an order of magnitude improvement in the lattice parameters in comparison to when van der Waals corrections are not included; we also obtain accurate values of the Dirac velocities, which indirectly implies that the DFT+D2 method is able to reproduce fine aspects of the electronic structure on scales smaller than the band gap. Therefore our result identifies the leading correction to the commonly used DFT functionals for ab initio calculations of surfaces and interfaces involving topological insulators of the Bi$_2$X$_3$ family.

We found that the vdW-DF2 functional yields structural and electronic parameters (cell volume and density of states) for the bulk which deviate significantly from experiments. Our interpretation of this result is that in this class of systems, modification of the exchange-correlation functional is not needed and only the vdW tails are important. The SCAN functional predicted the bulk 3D TIs to be metals.

We believe that the semi-empirical methods, such as DFT+D2 and TS succeed because the materials we study have two characteristic qualities: closed shell QLs, where all bonds are saturated within the QL, and the long-range $r^{-6}$ correction is the most important, and the 3D band structure, where the vdW forces are a correction but not the principal source of the dispersion normal to the layers. The former is backed up by our observation that DFT+D3, which includes an $r^{-8}$ correction in addition to the $r^{-6}$ correction, does not perform as well as DFT+D2. Thus, for materials which possess both the attributes of closed shell layers and 3D interlayer dispersions, we expect such methods to yield accurate results. They are unlikely to perform as well in layered materials which do not possess both of these features, such as the transition metal dichalcogenides.

Methodologically, we found that inclusion of the long range van der Waals interactions requires a vacuum buffer of roughly twice the slab thickness in the system to accurately describe surface states. This suggests that in the calculations of interfaces and heterostructures one needs to pay special attention to the decay range of the interactions with the material thickness. Thus, for calculations involving surfaces, an appropriate amount of vacuum must
be included in the setup so as to not obtain erroneous results due to electrostatic interaction of the surfaces across the vacuum. We have also demonstrated here that the interlayer distance is tied to the strength of the vdW interactions in the system. Thus, obtaining inaccurate interlayer distances in a calculation is a possible indication that crucial vdW corrections are missing; if a heterostructure is constructed with those structural parameters, the values of stress and strain obtained at the interface are likely to be inaccurate.

While previous studies have included select vdW interactions in first principles calculations of specific aspects of the properties of topological insulators, there have not been many systematic investigations of the different ways of accounting for the van der Waals corrections. Determining the optimal vdW method is necessary for any calculation of TIs where the stress and strain fields must be calculated self-consistently. This would be especially important for ab-initio calculations of heterostructures based on topological insulators, where accounting for the stress and strain fields at the interface is crucial for predicting and analyzing possible surface reconstruction and concomitant changes in both dispersion and the spin-momentum locking properties of the topological states. Thus, the simultaneous optimization of the structural and electronic properties is essential for determining the properties of topological insulators. We also established a way to reliably run and analyze slab calculations better than existing works, as we found ways to minimize some possible computational errors that arise in such setups.

To reiterate, when performing calculations on proposed but not yet synthesized or not well characterized interfaces, a systematic approach that avoids assumptions about structural or electronic parameters is necessary. Making such assumptions is an approach that works a posteriori for the surface, but one that we explicitly deemed unsuitable for interface calculations, because of the loss of predictive power for systems where we do not have a priori knowledge of the lattice parameters. Such assumptions about structural or electronic parameters might result in obtaining a solution which is not the ground state. Thus, including the DFT+D2 vdW correction would be appropriate and important when investigating heterostructures of the 3D TIs studied here with other materials. If including DFT+D2 corrections in the other material leads to correctly reproduced bulk structural and electronic properties, it is straightforward to include this correction for the entire system. On the other hand, for systems involving interfaces between 3D TIs and materials in which vdW corrections are not needed, a suitable transition region could be constructed at the interface, over which the strength of the vdW correction goes to zero. When studying the topological interface states in such heterostructures, properties such as the Dirac velocity and the spin structure of surface states will be affected by the inclusion and type of the vdW corrections used, as we have shown here for surfaces.
CHAPTER 5.

INTER-QUINTUPLE LAYER COUPLING AND TOPOLOGICAL PHASE TRANSITIONS IN THE CHALCOGENIDE TOPOLOGICAL INSULATORS

This section is based on my work that has been submitted to a journal [110]. As we have seen in the previous chapter, the properties of the topological states such as the Dirac velocity and the spin-momentum locking depend on the structural lattice constants. In the simplest cases the two atomic-derived energy levels closest to the chemical potential (after accounting for the crystal-field splitting and hybridization) have opposite parity, and are sufficiently close in energy so that Spin-Orbit Coupling (SOC) can flip the energies of those localized levels, and induce inversion between the valence and conduction bands derived from these states in the Brillouin Zone (often close to the Γ-point) [4, 8, 38]. The SOC thus competes with the initial level splitting: if its magnitude is sufficient to generate an inverted band structure, there exists a non-zero bulk topological invariant that guarantees the existence of protected surface states. These states survive as long as the band gap persists, and a transition to a topologically trivial state requires closing of the energy gap.

Pressure and strain have emerged as promising avenues towards controlling topological properties [17, 18, 19, 20]. These may result from alloying or doping by elements of different atomic size that gives rise to chemical pressure [21, 22, 23, 24, 25, 26]. They also appear in heterostructures due to lattice mismatch. Both strain and pressure leave the (atomic) SOC strength mostly unchanged, but modify the hybridization of atomic levels and crystal-field strength. As a result, they may induce a transition between a topological and a trivial state. The physics of this transition is the focus of our work.

We use the ratio of the out-of-plane to in-plane lattice constants in layered compounds, \( \frac{c}{a} \), as a tuning parameter that drives the topological transition, and study it using ab initio Density Functional Theory calculations. The advantage of such an approach is that the system is under no net hydrostatic pressure, albeit simultaneously experiences uni- or bi-axial pressure and strain. This allows us to focus on the physics driving the transition.

We apply this methodology to the family of layered tetradymite materials \( X_2Y_3 \) (\( X=\text{Bi}/\text{Sb}, Y=\text{Se}/\text{Te} \)). Among those, \( \text{Bi}_2\text{Se}_3 \), \( \text{Sb}_2\text{Te}_3 \), and \( \text{Bi}_2\text{Te}_3 \) have been confirmed via experiment [10, 111, 12, 13, 14, 8] to be topological insulators. The fourth member of this family, \( \text{Sb}_2\text{Se}_3 \), has not been grown in the same rhombohedral crystal structure, but was initially predicted to be a trivial insulator [8, 112, 113, 114]. More recent theoretical studies [70, 71] predicted the ground-state of rhombohedral \( \text{Sb}_2\text{Se}_3 \) to be topological. Our results confirm this, and we therefore focus on the common features of the topological transitions in all four members of the family.

The application of pressure was predicted to induce topological phase transitions in the 3D TIs in a number of first-principles [112, 115, 116, 113, 70, 117, 118] and analytical [119, 120] studies. However, a systematic physical picture has not emerged, in part because of strongly anisotropic and implementation-dependent [121], response of the structural parameters to the pressure and strain. This motivated our choice of the \( \frac{c}{a} \) ratio as the tuning parameter that eliminates the hydrostatic pressure effects.

For each of the Bi/Sb Te/Se compounds we find a critical value of \( \frac{c}{a} \) where the band
gap closes, and beyond that value the band inversion disappears so that the material becomes topologically trivial. In the vicinity of the transition all four materials exhibit similar behavior. In particular, the phase transition is due to the increased level splitting which prevents SOC from inducing the band inversion, and we find that the underlying physics is dictated by the Coulomb and van der Waals interactions between the quintuple layers, which are the basic structural building blocks of these materials. The quintuple layers themselves remain essentially unchanged across the transition, with minimal variation in the overall thickness and bond lengths. Consequently, the hybridization does not vary significantly, in contrast to the often used simplified picture. Instead, it is the inter-quintuple layer interaction that changes the energies of the outer (Se/Te-derived) states compared to their inner (Bi/Sb-derived) counterparts. We discuss the universal features of this inter-quintuple layer interaction and their implication for transitions in other stoichiometric and alloyed topological insulators.

5.1 Technical and Computational Details

\( \text{Bi}_2\text{Se}_3, \text{Sb}_2\text{Se}_3, \text{Bi}_2\text{Te}_3 \) and \( \text{Sb}_2\text{Te}_3 \) are rhombohedral compounds, crystallographic group \( \text{R}3\text{m} \) (166), point group \( D_{3d} \). As shown in Fig. 4.1, they consist of stacked structural units of five atomic layers \( Y_1 - X - Y_2 - X - Y_1 \) (\( X = \text{Bi}/\text{Sb}, Y_{1,2} = \text{Te}/\text{Se} \)) called quintuple layers (QLs). The atomic layers follow an \( ...ABCABC... \) stacking in the \( c \)-axis direction. The pairs of atoms \( Y_1 \) are related to each other through inversion symmetry, as are the \( X \) atoms. Each QL has a ‘closed-shell’ nature, leading to stronger bonding within QLs that is believed to be mainly covalent, and a weaker bonding between QLs. While van der Waals interactions contribute significantly to the inter-QL coupling, the electronic bandwidths in-plane and in the direction normal to the layers are comparable, so that these are structurally and electronically three-dimensional materials, in contrast to, for example, transition metal dichalcogenides.

Calculations were carried out using the Vienna Ab initio Simulation Package [72, 73, 74, 75] (VASP), version 5.4.4, and QUANTUM ESPRESSO v.6.7 [122, 123, 124]. Crystallographic information for \( \text{Bi}_2\text{Se}_3 \) [76] and \( \text{Bi}_2\text{Te}_3 \) [76], as well as for \( \text{Sb}_2\text{Te}_3 \) [125] is taken from experimental data retrieved from Crystallography Open Database [77, 78, 79, 80, 81]. In our calculations we use the \( \text{Bi}_2\text{Se}_3 \) crystal structure of Nakajima [76], rather than the earlier data of Refs. [82, 83]. A comparison of the two can be found in Ref. [63]. For \( \text{Sb}_2\text{Se}_3 \), we use a starting guess for the lattice parameters based on the values reported in Ref. [113].

For VASP calculations we used Projector Augmented Wave (PAW) potentials [84, 85] for Bi (6s\(^2\)6p\(^3\)), Sb (5s\(^2\)5p\(^3\)), Se (4s\(^2\)4p\(^4\)) and Te (5s\(^2\)5p\(^4\)), and a plane-wave basis. We also used PBE-GGA [87, 88] for the exchange-correlation functional, and van der Waals interactions were included using the DFT–D2 [41] method, following the framework in Ref. [50]. We confirmed that inclusion of Bi \( d \) electrons does not change our results for \( \text{Bi}_2\text{Se}_3 \). We used a \( \Gamma \)-centered k-point grid of 11x11x11 k-points and an energy cut-off of 450 eV for the plane wave basis.

We performed relativistic calculations which include spin-orbit coupling (SOC), with the convergence threshold for energy of \( 10^{-5} \) eV. In our calculations we used 15 atom hexagonal unit cells for \( \text{Bi}_2\text{Se}_3, \text{Sb}_2\text{Se}_3, \text{Bi}_2\text{Te}_3 \) and \( \text{Sb}_2\text{Te}_3 \).
To confirm the validity of our results we also ran a calculation using QUANTUM ESPRESSO, using the pseudopotentials Bi.rel-pbe-dn-kjpaw.psl.1.0.0.UPF and Se.rel-pbe-n-kjpaw.psl.1.0.0.UPF from https://www.quantum-espresso.org, k-grid of 15x15x15 k-points, and energy cut-offs of 653 eV and 6530 eV for the wave-functions and charge densities respectively. We found no substantial differences with the results obtained in VASP.

To calculate the ground-state lattice parameters of each material, we run full structural optimization in which the cell shape, volume, and atomic coordinates are allowed to relax. To investigate the dependence of the structural and electronic properties on \(c/a\), we fix this ratio and carry out structural optimization by running alternate atom and volume relaxations (ISIF=2,7), while not allowing the cell shape to change.

Band structures are plotted with data processed using vaspkit [126], while the band structure projections are plotted using PyProcar [127]. Since we plot the electron bands along a chosen path in the Brillouin Zone, band gaps were also estimated from the density of states.

For \(\text{Sb}_2\text{Se}_3\) slab calculations, the surfaces are modelled using a 12 QL-thick (~120 Å) slab. With vdW interaction included we find that using a vacuum thickness of ~100 Å is sufficient to avoid interaction of the slab with periodic images of itself. Atoms in the three outermost QLs of the slab are allowed to relax in all directions without restriction, while atoms in the “bulk” part of the slab are held fixed.

### 5.2 Topological phase transition in \(\text{Bi}_2\text{Se}_3\)

In the absence of external strain, \(\text{Bi}_2\text{Se}_3\) is a topological insulator. Minimization of the energy gives the ground-state at \(c/a = 6.91\). In the ground-state, the system is topological, and its bands are inverted: the valence (conduction) band is dominated by the Bi 6\(p_z\) (Se 4\(p_z\)) orbitals at \(\Gamma\), but the orbital contribution to the bands switches away from the center of the Brillouin Zone. This inversion persists as we increase the \(c/a\) ratio. Figure 5.1(a), (b) shows the bulk bands projected onto the Bi \(p\) and Se \(p\) orbitals for \(c/a = 7.0\), with the weights depicted according to the color scale on the right, and demonstrates this inversion. As expected on general grounds, the band inversion is always accompanied by the emergence of linearly dispersing surface states, see Ref. [50] and Sec. 5.3.1, and therefore we use it as a test for the topological electronic structure.

We confirmed that if we do not include relativistic SOC in our first-principles calculations, the bands are not inverted, and that the conduction band is composed of Bi \(p_z\) orbitals, whereas the valence band is composed of Se \(p_z\) orbitals.

When the \(c/a\) ratio is increased, upon relaxing the unit cell, the in-plane lattice constant \(a\) decreases whereas the lattice constant \(c\) increases. The detailed results are given in the later part of this chapter. Between \(c/a = 7.0\) and \(c/a = 7.5\) the value of \(a\) (c) decreases (increases) by 2% (6%). Within the QL, the Bi-Se1/Bi-Se2 bond lengths change by less than 0.4% over the same range of \(c/a\) values. As the out-of-plane lattice constant \(c\) increases, the most significant change happens in the inter-QL distance \(d_{QL}\) which grows by 13%, whereas the QL-thickness \(h_{QL}\) only increases by 3% between the same \(c/a\) values. Thus, the change in the inter-QL distance is about two orders of magnitude larger than the magnitude of changes within the QL.
Figure 5.1. Bulk band structure of Bi$_2$Se$_3$ projected onto Bi $p$ and Se $p$ for different $c/a$ values. (a), (b) Band structure projections onto Bi 6$p$ and Se 4$p$ for $c/a = 7.0$ (topological insulating state). (c), (d) Corresponding projections for $c/a = 7.5$ (trivial insulating state). The bands below the chemical potential in (a), (c) have very small weights of Bi $p$ away from Γ, and hence have a very light shade.
As the $c/a$ ratio is increased, the band gap at the $\Gamma$ point, $E_g$, decreases, and closes at a critical value. Beyond this point, upon further increase of $c/a$, the gap reopens, but the energy bands do not show inversion – the conduction band is Bi 6$p_z$-derived, and the valence band is mostly Se 4$p_z$-derived throughout the Brillouin Zone, as shown in Fig. 5.1(c), (d). Thus, the system undergoes a transition from a topological state to a trivial state as $c/a$ is increased. In Fig. 5.2(a), we plot the evolution of the bulk band gap $E_g$ with $c/a$, and assign positive (negative) values to the case of inverted (non-inverted) bands. The gap varies almost linearly within the range we consider, and the critical $c/a$ at which the transition occurs is approximately 7.42.

In Fig. 5.2(b), we show the evolution of the absolute (not relative to the chemical potential) energies of the Bi $p_z$- and Se $p_z$-derived states at $\Gamma$ as a function of the $c/a$ ratio. We find that the energies of the Bi $p_z$ levels at $\Gamma$ are almost unchanged as $c/a$ is increased (slope $0.03 \pm 0.02$ eV) In contrast, the energy of Se $p_z$ levels varies considerably, and is nearly linear in $c/a$ with the slope $-0.65 \pm 0.03$ eV. Since the slope of the Bi $p_z$-level is very close to zero, and the separation between the Bi and Se $p_z$-levels is almost equal to the band gap (though the ‘camelback’ structure near the valence band maximum, see Fig. 5.1, reduces the band gap slightly compared to this separation), the slope of the Se $p_z$ levels in Fig. 5.2(b) is very close to that derived from the evolution of the band gap in Fig. 5.2(a), which is $-0.58 \pm 0.01$ eV.

To investigate the roles of the relativistic spin-orbit coupling and van der Waals interactions, at each value of $c/a$, we turn off these two effects in our calculations, optimize the lattice parameters to stay in the ground state, and monitor the variations in the Bi $p_z$ and Se $p_z$ levels at $\Gamma$. Inclusion of van der Waals interactions changes the lattice constants and other structural parameters [63, 64, 50] and the total energy for each $c/a$. Therefore we find that the chemical potential shift between the calculations with and without vdW and SOC is also a function of the $c/a$ ratio. To facilitate a comparison between the two cases, we now reference the energies of both Bi and Se states to the respective chemical potentials, set in the middle of the gap at $T = 0$, and plot both in Fig. 5.2(c).

Importantly, we find that the change in the energy of these states near the $\Gamma$-point depends only weakly on the SOC and vdW interactions. In Fig. 5.2(c), the empty (filled) symbols show the Bi (triangles) and Se (squares) $p_z$ level energies at $\Gamma$ without (with) SOC and vdW. As expected, we observe the inversion: without SOC+vdW, the Bi (Se) state is above (below) the chemical potential. Inclusion of spin-orbit interaction inverts the levels and leads to a topological state. What is striking in Fig. 5.2(c) is that the evolution (the slope) is nearly identical for both cases. The slopes of the Se $p_z$ levels in Fig. 5.2(c) are $-0.306 \pm 0.004$ eV and $-0.32 \pm 0.03$ eV with and without SOC+vdW respectively. The slopes of Bi levels are also essentially the same, but with opposite signs. We conclude that the change in the energy of the states closest to the chemical potential does not depend strongly on SOC+vdW corrections.

In summary, as we tune Bi$_2$Se$_3$ towards the topological transition, the quintuple layers remain largely intact, while the interlayer distance changes significantly. The energy of the states dominated by the electrons in the outer (Se) atomic planes changes much more than the energy of those originating in the inner (Bi) layers, suggesting that the interlayer interaction is the main driver of the transition. Finally, the variations of these energies with $c/a$ are not affected by the vdW and SOC corrections (even though the absolute energies
Figure 5.2. Evolution of parameters with $c/a$ for the topological phase transition in Bi$_2$Se$_3$. (a) Variation of the band gap; (b) change in the Bi $p_z$ and Se $p_z$ states’ energies at $\Gamma$; (c) change of these energies relative to the chemical potential. Red (blue) filled symbols show the energies of the Bi $p_z$ (Se $p_z$) levels for calculations including SOC and vdW interactions, whereas red (blue) unfilled symbols in panel (c) show the energies of the Bi $p_z$ (Se $p_z$) levels for calculations in which neither SOC nor vdW interactions are included.
We therefore conclude that the topological transition appears to be driven largely by the inter-QL Coulomb physics contained in the exchange-correlation functional. A natural question is whether these features are universal across the entire family of these compounds.

5.3 Topological phase transitions in Sb$_2$Se$_3$, Bi$_2$Te$_3$ and Sb$_2$Te$_3$

5.3.1 Predicted topological insulator Sb$_2$Se$_3$

Sb$_2$Se$_3$, in the rhombohedral structure identical to that of Bi$_2$Se$_3$, was initially thought to be a trivial insulator [8, 112, 116, 113, 114] in the ground state. These studies used the PBE-optimized structure in their calculations and did not include the van der Waals correction when obtaining this result (Ref. [112] optimized the structure including the van der Waals correction, but did not use that structure for the rest of their calculations). The effects of applying uniaxial [112] and hydrostatic [113] pressure on Sb$_2$Se$_3$ have been studied before. Ref [112] found a topological phase under compressive longitudinal strain, when the lattice constant $c$ is decreased by more than 2% from its equilibrium value. Ref. [113] found that under hydrostatic pressures close to and greater than 1.0 GPa, the material is driven into a topological phase.

More recent studies [70, 71] included the van der Waals correction in the structural optimizations and predicted ground-state Sb$_2$Se$_3$ to be a topological insulator. They also studied the application of strain: Ref. [70] included the vdW interactions in the form of the DFT+D2 method, and reported that under a tensile strain of 3% along the c-axis, the material becomes a trivial insulator. Ref. [71] ran structural optimizations using various vdW methods (optB86b-vdW, optB88-vdW, optPBE-vdW and DFT-TS), and found that under the application of a tensile strain, the material is driven into a trivial phase and loses the inverted band structure.

Our results confirm the conclusions of these studies. When we use PBE-GGA for structural optimization, we obtain the ground-state to be a trivial insulator, in agreement with Refs. [112, 113]. Upon including the vdW interactions in our calculations, we find that the ground-state of Sb$_2$Se$_3$ is a topological insulator (see the later part of this chapter), with a band gap of $E_g \approx 0.152$ eV. This can be seen in Fig. 5.3(a) and Fig. 5.3(b), which show the inversion of the bulk bands when projected onto the Sb $p$ and Se $p$ orbitals in the ground state, $c/a = 7.137$.

To confirm the existence of the topological surface states for $c/a$ values in which Sb$_2$Se$_3$ exhibits inverted bands, we run slab calculations using both 5 QL-thick and 12 QL-thick slabs with vacuum thicknesses of 100 Å. As an example, for $c/a = 7.0$, the surface states in a 5 QL-thick slab are gapped, and their spatial profile reveals a significant overlap between states localized at opposite surfaces of the slab. Hybridization between the two surface states is almost eliminated for a 12 QL-thick slab, where we obtain the Dirac-like gapless topological surface states, shown in Fig. 5.3(c). The atoms which are allowed to relax only have movements of the order of mÅ(milli-Angstrom), confirming that the slabs are stable and do not suffer from large forces. The longer decay length, $\sim 3$ QLs, in Sb$_2$Se$_3$ compared to $\sim 1$ QL in Bi$_2$Se$_3$ and Bi$_2$Te$_3$, is in agreement with Ref. [71], and is consistent with having a smaller bulk energy gap than in Bi-based materials.

When we run slab calculations using a 12 QL-thick slab using the optimized structure
Figure 5.3. Bulk band structure projections and slab band structure for Sb$_2$Se$_3$. Band structure projections onto (a) Sb 5$p$ and (b) Se 4$p$ for $c/a = 7.137$ (topological insulating state). The bands below the chemical potential in (a) away from $\Gamma$ have negligible contribution from Sb $p$, and can hence barely be seen. (c) Topological surface states for $c/a = 7.0$ for a 12 QL-thick slab, with 100 Å vacuum.
for $c/a = 7.549$, a value where the material does not display band inversion in the bulk, as expected we find that there are no topological surface states. Thus, we confirm that the band inversion in our calculations is a reliable test for the topological nature of these materials.

### 5.3.2 Topological phase transitions in Sb$_2$Se$_3$, Bi$_2$Te$_3$ and Sb$_2$Te$_3$

We are now in position to investigate the common features and differences of the topological phase transitions in the entire family of Bi/Sb Se/Te materials. We continue to use the ratio $c/a$ as a tuning parameter that separates the effects of the hydrostatic pressure from that of strain and stress, and allows a more direct analysis of the competing energy scales. Bi$_2$Te$_3$ and Sb$_2$Te$_3$ are known [12, 14] to have inverted bands in their ground state, and we confirmed this in our calculations. When we allow the systems to fully relax, we find that the ground states of Bi$_2$Te$_3$ and Sb$_2$Te$_3$ occur at $c/a = 7.18$ and $c/a = 7.29$ respectively. The optimized ground-state volumes differ by 0.4% and 0.7% from their respective experimental values [76, 125].

Upon increasing $c/a$, we find phase transitions to trivial insulating states analogous to that in Bi$_2$Se$_3$ in all three materials, Sb$_2$Se$_3$, Bi$_2$Te$_3$ and Sb$_2$Te$_3$. While the QLs do not change substantially, the inter-QL distances increase significantly as $c/a$ increases: the changes in the inter-QL distances are two orders of magnitude greater than those of the bond lengths, see the detailed results in the later part of this chapter. From these we determined the critical values of $c/a$ as $\approx 7.46, 8.15, 7.86$ for Sb$_2$Se$_3$, Bi$_2$Te$_3$ and Sb$_2$Te$_3$ respectively.

Similar to Bi$_2$Se$_3$, to elucidate the role of SOC and vdW interactions, we carried out the calculations where we turned them off for comparison. For example, in Sb$_2$Se$_3$ we compared the results for the cases of including (i) SOC and vdW, (ii) vdW but no SOC, (iii) SOC but not vdW, and (iv) neither SOC nor vdW, see the later part of this chapter. We find that the SOC has negligible effect on the lattice constants, and the optimized lattice constants for a given $c/a$ value for cases (i) and (ii) are almost identical, as are (iii) and (iv). The bond lengths differ by less than $\sim 0.03\%$. The optimized inter-QL distance is only slightly more sensitive to the spin-orbit coupling: it is $\sim 0.5\%$ smaller with SOC than when SOC is not included. This is consistent with the picture of spin-orbit as a local interaction. It is responsible for the band inversion, but does not affect the lattice constants significantly.

In contrast, the vdW correction changes the lattice constants: for a fixed $c/a$, both $c$ and $a$ decrease by $\sim 1.9\%$, while the inter-QL distance decreases by $\sim 7.3\%$, with the bond lengths decreasing by $\sim 0.8\%$. Thus, the vdW correction has a significant effect on the structural parameters. We verified that vdW interaction only changes the electronic structure via its effect on the lattice: if we compute the electronic structure for a fixed set of lattice parameters with and without vdW interaction, the band gap and other electronic parameters remain essentially unchanged.

We summarize these results in Figure 5.4, which shows the energies of the Bi/Sb $p_z$ and Se/Te $p_z$ states at $\Gamma$, as a function of $c/a$. In analogy to Fig. 5.2(c) we set the chemical potential in the middle of the gap in all cases. While in Sb$_2$Se$_3$, just as in its Bi counterpart, only the absolute energy of the band states originating from the outer Se layers change with $c/a$, in the Te compounds both Te and Bi/Sb $p_z$ level energies vary despite the QL layers and bond lengths remaining essentially unchanged. This is likely due to the closer electronegativities and atomic sizes of Bi/Sb and Te, and leading to a more covalent (less
Figure 5.4. Dependence of the energies of the Bi/Sb $p_z$ and Te/Se $p_z$ states on $c/a$ in Sb$_2$Se$_3$, Bi$_2$Te$_3$ and Sb$_2$Te$_3$ at $\Gamma$. Red (blue) filled markers show the energies of the Bi/Sb $p_z$ (Te/Se $p_z$) levels for calculations including SOC and vdW interactions. Black arrows indicate the closing of the band gap and occurrence of the topological phase transition. (a) The red and blue unfilled markers show the energy levels of Sb$_2$Se$_3$ in calculations including neither SOC nor vdW. (b) Bi$_2$Te$_3$. (c) Sb$_2$Te$_3$. 
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ionic) bond between them. As a result, the shift in the energy of the electrons in the outer atomic sheet of the QL is reflected in the corresponding change of Bi/Sb levels. Plotting the energies relative to the mid-gap allows comparison across all four members of the family.

In analogy to Bi$_2$Se$_3$, we find that the energies of the states derived from the Se/Te and the Bi/Sb $p$-electrons in all three materials vary linearly with $c/a$. Bi$_2$Te$_3$ has the largest initial splitting between the Bi and Te $p_z$ levels at $\Gamma$ of $\sim 0.5$ eV. While the energy and relative position of the levels depend on the inclusion of SOC and vdW, these only weakly influence the slope of the line. For example, in Sb$_2$Se$_3$, this slope is $0.294 \pm 0.002$ eV (0.344 ± 0.006 eV) with (without) including SOC+vdW, relatively close to the value for Bi$_2$Se$_3$.

We find that the slopes of the Te $p_z$ levels in the Te compounds are smaller than those for the Se $p_z$ levels in the Se-based TIs: $-0.243 \pm 0.003$ eV for Bi$_2$Te$_3$ and $-0.190 \pm 0.007$ eV for Sb$_2$Te$_3$. This suggests that the evolution of the material towards the topological phase transition depends more on the nature of the elements in the outer atomic planes of the quintuple layers (Se and Te).

1. Data for Bi$_2$Se$_3$ with SOC, DFT-D2 correction: (GGA-PBE + DFT-D2 vdW + SOC)

<table>
<thead>
<tr>
<th>$c/a$</th>
<th>$E_0$ (eV)</th>
<th>a (Å)</th>
<th>c (Å)</th>
<th>$d_{QL}$ (Å)</th>
<th>$d_{Se-Se}$ (Å)</th>
<th>$d_{bond}$ (Å)</th>
<th>$V$ (Å$^3$)</th>
<th>$E_g$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.75</td>
<td>-68.590</td>
<td>4.164</td>
<td>28.108</td>
<td>2.451</td>
<td>3.433</td>
<td>2.873, 3.056</td>
<td>422.10</td>
<td>0.296</td>
</tr>
<tr>
<td>6.91*</td>
<td>-68.611</td>
<td>4.139</td>
<td>28.611</td>
<td>2.545</td>
<td>3.491</td>
<td>2.871, 3.057</td>
<td>424.56</td>
<td>0.283</td>
</tr>
<tr>
<td>7.00</td>
<td>-68.610</td>
<td>4.128</td>
<td>28.896</td>
<td>2.607</td>
<td>3.532</td>
<td>2.870, 3.057</td>
<td>426.45</td>
<td>0.239</td>
</tr>
<tr>
<td>7.05</td>
<td>-68.606</td>
<td>4.120</td>
<td>29.049</td>
<td>2.633</td>
<td>3.548</td>
<td>2.869, 3.058</td>
<td>427.13</td>
<td>0.217</td>
</tr>
<tr>
<td>7.10</td>
<td>-68.600</td>
<td>4.113</td>
<td>29.205</td>
<td>2.661</td>
<td>3.566</td>
<td>2.869, 3.059</td>
<td>427.92</td>
<td>0.195</td>
</tr>
<tr>
<td>7.15</td>
<td>-68.592</td>
<td>4.107</td>
<td>29.363</td>
<td>2.692</td>
<td>3.587</td>
<td>2.868, 3.060</td>
<td>428.85</td>
<td>0.167</td>
</tr>
<tr>
<td>7.20</td>
<td>-68.581</td>
<td>4.100</td>
<td>29.519</td>
<td>2.722</td>
<td>3.608</td>
<td>2.868, 3.060</td>
<td>429.68</td>
<td>0.138</td>
</tr>
<tr>
<td>7.25</td>
<td>-68.568</td>
<td>4.093</td>
<td>29.676</td>
<td>2.756</td>
<td>3.630</td>
<td>2.868, 3.060</td>
<td>430.58</td>
<td>0.107</td>
</tr>
<tr>
<td>7.30</td>
<td>-68.552</td>
<td>4.088</td>
<td>29.839</td>
<td>2.791</td>
<td>3.655</td>
<td>2.866, 3.062</td>
<td>431.76</td>
<td>0.076</td>
</tr>
<tr>
<td>7.375</td>
<td>-68.524</td>
<td>4.080</td>
<td>30.092</td>
<td>2.854</td>
<td>3.701</td>
<td>2.866, 3.062</td>
<td>433.86</td>
<td>0.021</td>
</tr>
<tr>
<td>7.40</td>
<td>-68.513</td>
<td>4.076</td>
<td>30.161</td>
<td>2.861</td>
<td>3.704</td>
<td>2.866, 3.063</td>
<td>433.92</td>
<td>0.013</td>
</tr>
<tr>
<td>7.45</td>
<td>-68.491</td>
<td>4.072</td>
<td>30.338</td>
<td>2.912</td>
<td>3.743</td>
<td>2.865, 3.063</td>
<td>435.69</td>
<td>-0.028</td>
</tr>
<tr>
<td>7.50</td>
<td>-68.466</td>
<td>4.065</td>
<td>30.488</td>
<td>2.935</td>
<td>3.758</td>
<td>2.865, 3.065</td>
<td>436.33</td>
<td>-0.053</td>
</tr>
<tr>
<td>7.60</td>
<td>-68.411</td>
<td>4.055</td>
<td>30.816</td>
<td>3.012</td>
<td>3.815</td>
<td>2.864, 3.067</td>
<td>438.78</td>
<td>-0.116</td>
</tr>
</tbody>
</table>

*: ground-state

We find the ground-state to be at $c/a = 6.91$. We also find that as the $c/a$ ratio increases, $c$ increases and $a$ decreases, see table. The inter-QL distance (between QLs) increases significantly ($\sim 13\%$ from $c/a = 7.0$ to 7.5), whereas the bond lengths (within the QL) change very little ($\sim 0.2\%$ from $c/a = 7.0$ to 7.5), see Fig. 5.5. The volume increases almost linearly with $c/a$. Finally, we find that the band gap (in the topological case, we assign a positive sign to the value, whereas for the trivial case, we assign a negative sign) decreases and closes at a critical value of $c/a$. Upon increasing $c/a$ further, the gap reopens without band inversion. We predict that a topological phase transition occurs near $c/a = 7.4$.
Figure 5.5. (a) Energy minimum for each c/a for Bi$_2$Se$_3$ and (b) inter-QL distance and bond length, as a function of c/a.

Close to the topological phase transition, we find the stresses in the (xx, yy, zz) directions to be approximately (+0.60, +0.60, -1.19) GPa.

2. (a) Data for Sb$_2$Se$_3$ with SOC, DFT-D2 correction: (GGA-PBE + DFT-D2 vdW + SOC)

Table 5.2. The table below contains the results for the minimum energy, lattice constants a and c, inter-QL distance (d$_{QL}$), Se-Se atom spacing between QLs, Sb-Se1 and Sb-Se2 bond lengths, volume V, and band gap of Sb$_2$Se$_3$ as a function of c/a.

<table>
<thead>
<tr>
<th>c/a</th>
<th>E$_0$ (eV)</th>
<th>a (Å)</th>
<th>c (Å)</th>
<th>d$_{QL}$ (Å)</th>
<th>d$_{Se-5e}$ (Å)</th>
<th>d$_{bond}$ (Å)</th>
<th>V (Å$^3$)</th>
<th>E$_g$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.050</td>
<td>-65.176</td>
<td>4.038</td>
<td>28.464</td>
<td>2.682</td>
<td>3.553</td>
<td>2.803, 2.974</td>
<td>401.84</td>
<td>0.179</td>
</tr>
<tr>
<td>7.090</td>
<td>-65.179</td>
<td>4.032</td>
<td>28.588</td>
<td>2.707</td>
<td>3.570</td>
<td>2.802, 2.975</td>
<td>402.53</td>
<td>0.166</td>
</tr>
<tr>
<td>7.104</td>
<td>-65.179</td>
<td>4.031</td>
<td>28.637</td>
<td>2.718</td>
<td>3.578</td>
<td>2.802, 2.975</td>
<td>402.99</td>
<td>0.160</td>
</tr>
<tr>
<td>7.137*</td>
<td>-65.180</td>
<td>4.026</td>
<td>28.734</td>
<td>2.736</td>
<td>3.590</td>
<td>2.801, 2.975</td>
<td>403.33</td>
<td>0.152</td>
</tr>
<tr>
<td>7.180</td>
<td>-65.179</td>
<td>4.020</td>
<td>28.866</td>
<td>2.764</td>
<td>3.609</td>
<td>2.801, 2.976</td>
<td>404.08</td>
<td>0.139</td>
</tr>
<tr>
<td>7.200</td>
<td>-65.178</td>
<td>4.018</td>
<td>28.929</td>
<td>2.777</td>
<td>3.619</td>
<td>2.801, 2.976</td>
<td>404.47</td>
<td>0.130</td>
</tr>
<tr>
<td>7.250</td>
<td>-65.173</td>
<td>4.012</td>
<td>29.088</td>
<td>2.811</td>
<td>3.643</td>
<td>2.800, 2.976</td>
<td>405.52</td>
<td>0.108</td>
</tr>
<tr>
<td>7.300</td>
<td>-65.166</td>
<td>4.006</td>
<td>29.241</td>
<td>2.843</td>
<td>3.665</td>
<td>2.799, 2.979</td>
<td>406.33</td>
<td>0.087</td>
</tr>
<tr>
<td>7.350</td>
<td>-65.156</td>
<td>4.000</td>
<td>29.398</td>
<td>2.877</td>
<td>3.689</td>
<td>2.799, 2.977</td>
<td>407.30</td>
<td>0.062</td>
</tr>
<tr>
<td>7.400</td>
<td>-65.143</td>
<td>3.994</td>
<td>29.556</td>
<td>2.912</td>
<td>3.714</td>
<td>2.798, 2.978</td>
<td>408.31</td>
<td>0.033</td>
</tr>
<tr>
<td>7.425</td>
<td>-65.136</td>
<td>3.991</td>
<td>29.636</td>
<td>2.930</td>
<td>3.728</td>
<td>2.798, 2.978</td>
<td>408.87</td>
<td>0.018</td>
</tr>
<tr>
<td>7.440</td>
<td>-65.132</td>
<td>3.990</td>
<td>29.683</td>
<td>2.941</td>
<td>3.736</td>
<td>2.798, 2.979</td>
<td>409.19</td>
<td>0.009</td>
</tr>
<tr>
<td>7.460</td>
<td>-65.125</td>
<td>3.987</td>
<td>29.747</td>
<td>2.953</td>
<td>3.745</td>
<td>2.798, 2.980</td>
<td>409.61</td>
<td>0.002</td>
</tr>
<tr>
<td>7.480</td>
<td>-65.118</td>
<td>3.984</td>
<td>29.800</td>
<td>2.959</td>
<td>3.747</td>
<td>2.798, 2.980</td>
<td>409.62</td>
<td>-0.009</td>
</tr>
<tr>
<td>7.549</td>
<td>-65.093</td>
<td>3.979</td>
<td>30.037</td>
<td>3.024</td>
<td>3.798</td>
<td>2.797, 2.980</td>
<td>411.85</td>
<td>-0.057</td>
</tr>
</tbody>
</table>

*: ground-state
Figure 5.6. (a) Energy minimum for each $c/a$ for Sb$_2$Se$_3$ and (b) inter-QL distance and bond length, as a function of $c/a$.

We predict the ground-state to be at $c/a = 7.14$. We find that the inter-QL distance (between QLs) increases significantly ($\sim 13\%$ from $c/a = 7.0$ to 7.5), whereas the bond lengths (within the QL) change very little ($\sim 0.2\%$ from $c/a = 7.05$ to 7.55), similar to Bi$_2$Se$_3$, see Fig. 5.6. The volume increases almost linearly with $c/a$. We predict the critical value of $c/a$ to be near $c/a = 7.46$.

We find that the stress values in the $(xx, yy, zz)$ directions near the phase transition at $c/a \sim 7.46$ are $(+0.48, +0.48, -0.97)$ GPa.

2. (b) Data for Sb$_2$Se$_3$ with DFT-D2 correction, no SOC: (GGA-PBE + DFT-D2 vdW)

Table 5.3. In the table below, we show the results for the minimum energy, lattice constants $a$ and $c$, inter-QL distance ($d_{QL}$), Sb-Se1 and Sb-Se2 bond lengths, volume $V$, and band gap of Sb$_2$Se$_3$ as a function of $c/a$.

<table>
<thead>
<tr>
<th>$c/a$</th>
<th>$E_0$ (eV)</th>
<th>$a$ (Å)</th>
<th>$c$ (Å)</th>
<th>$d_{QL}$ (Å)</th>
<th>$d_{bond}$ (Å)</th>
<th>$V$ (Å$^3$)</th>
<th>$E_g$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.00</td>
<td>-64.656</td>
<td>4.046</td>
<td>28.321</td>
<td>2.668</td>
<td>2.801, 2.973</td>
<td>401.46</td>
<td>0.024</td>
</tr>
<tr>
<td>7.20</td>
<td>-64.666</td>
<td>4.018</td>
<td>28.928</td>
<td>2.778</td>
<td>2.800, 2.976</td>
<td>404.43</td>
<td>0.030</td>
</tr>
<tr>
<td>7.40</td>
<td>-64.633</td>
<td>3.993</td>
<td>29.545</td>
<td>2.907</td>
<td>2.798, 2.978</td>
<td>407.88</td>
<td>0.059</td>
</tr>
<tr>
<td>7.60</td>
<td>-64.560</td>
<td>3.972</td>
<td>30.958</td>
<td>3.053</td>
<td>2.795, 2.981</td>
<td>412.32</td>
<td>0.181</td>
</tr>
</tbody>
</table>

2. (c) Data for Sb$_2$Se$_3$ with SOC, without DFT-D2 correction: (GGA-PBE + SOC)
Table 5.4. In the table below, we show the results for the minimum energy, lattice constants \(a\) and \(c\), inter-QL distance \((d_{QL})\), Sb-Se1 and Sb-Se2 bond lengths, volume \(V\), and band gap of Sb\(_2\)Se\(_3\) as a function of \(c/a\).

<table>
<thead>
<tr>
<th>(c/a)</th>
<th>(E_0) (eV)</th>
<th>(a) (Å)</th>
<th>(c) (Å)</th>
<th>(d_{QL}) (Å)</th>
<th>(d_{bond}) (Å)</th>
<th>(V) (Å(^3))</th>
<th>(E_g) (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.00</td>
<td>-60.756</td>
<td>4.112</td>
<td>28.784</td>
<td>2.800</td>
<td>2.828, 3.016</td>
<td>421.49</td>
<td>0.111</td>
</tr>
<tr>
<td>7.20</td>
<td>-60.796</td>
<td>4.093</td>
<td>29.469</td>
<td>2.979</td>
<td>2.824, 3.017</td>
<td>427.54</td>
<td>0.003</td>
</tr>
<tr>
<td>7.40</td>
<td>-60.814</td>
<td>4.080</td>
<td>30.190</td>
<td>3.186</td>
<td>2.821, 3.017</td>
<td>435.12</td>
<td>0.147</td>
</tr>
<tr>
<td>7.549</td>
<td>-60.817</td>
<td>4.069</td>
<td>30.717</td>
<td>3.331</td>
<td>2.819, 3.019</td>
<td>440.44</td>
<td>0.238</td>
</tr>
</tbody>
</table>

2. (d) Data for Sb\(_2\)Se\(_3\) without DFT-D2 correction, without SOC: (GGA-PBE)

Table 5.5. In the table below, we show the results for the minimum energy, lattice constants \(a\) and \(c\), inter-QL distance \((d_{QL})\), Sb-Se1 and Sb-Se2 bond lengths, volume \(V\), and band gap of Sb\(_2\)Se\(_3\) as a function of \(c/a\).

<table>
<thead>
<tr>
<th>(c/a)</th>
<th>(E_0) (eV)</th>
<th>(a) (Å)</th>
<th>(c) (Å)</th>
<th>(d_{QL}) (Å)</th>
<th>(d_{bond}) (Å)</th>
<th>(V) (Å(^3))</th>
<th>(E_g) (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.00</td>
<td>-60.240</td>
<td>4.113</td>
<td>28.790</td>
<td>2.814</td>
<td>2.826, 3.015</td>
<td>421.74</td>
<td>0.000</td>
</tr>
<tr>
<td>7.20</td>
<td>-60.282</td>
<td>4.093</td>
<td>29.470</td>
<td>2.988</td>
<td>2.823, 3.016</td>
<td>427.57</td>
<td>0.088</td>
</tr>
<tr>
<td>7.40</td>
<td>-60.302</td>
<td>4.080</td>
<td>30.189</td>
<td>3.194</td>
<td>2.820, 3.017</td>
<td>435.12</td>
<td>0.232</td>
</tr>
<tr>
<td>7.50</td>
<td>-60.306</td>
<td>4.068</td>
<td>30.917</td>
<td>3.404</td>
<td>2.817, 3.018</td>
<td>443.08</td>
<td>0.338</td>
</tr>
</tbody>
</table>

3. Data for Bi\(_2\)Te\(_3\) with SOC, DFT-D2 correction: (GGA-PBE + DFT-D2 vdW + SOC)

Table 5.6. The table below contains the results for the minimum energy, lattice constants \(a\) and \(c\), inter-QL distance \((d_{QL})\), Te-Te atom spacing between QLs, Bi-Te1 and Bi-Te2 bond lengths, volume \(V\), the band gap and the energy gap at \(\Gamma\) of Bi\(_2\)Te\(_3\) as a function of \(c/a\).

<table>
<thead>
<tr>
<th>(c/a)</th>
<th>(E_0) (eV)</th>
<th>(a) (Å)</th>
<th>(c) (Å)</th>
<th>(d_{QL}) (Å)</th>
<th>(d_{bond}) (Å)</th>
<th>(V) (Å(^3))</th>
<th>(E_g) (eV)</th>
<th>(E_{\Gamma}) (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.95</td>
<td>-64.791</td>
<td>4.384</td>
<td>30.482</td>
<td>2.625</td>
<td>3.075, 3.239</td>
<td>507.3</td>
<td>-</td>
<td>0.475</td>
</tr>
<tr>
<td>7.10</td>
<td>-64.812</td>
<td>4.358</td>
<td>30.941</td>
<td>2.709</td>
<td>3.072, 3.239</td>
<td>508.9</td>
<td>0.134</td>
<td>0.415</td>
</tr>
<tr>
<td>7.18*</td>
<td>-64.816</td>
<td>4.343</td>
<td>31.200</td>
<td>2.758</td>
<td>3.070, 3.239</td>
<td>510.2</td>
<td>-</td>
<td>0.387</td>
</tr>
<tr>
<td>7.20</td>
<td>-64.816</td>
<td>4.341</td>
<td>31.255</td>
<td>2.766</td>
<td>3.070, 3.240</td>
<td>510.1</td>
<td>0.128</td>
<td>0.365</td>
</tr>
<tr>
<td>7.40</td>
<td>-64.797</td>
<td>4.307</td>
<td>31.874</td>
<td>2.877</td>
<td>3.067, 3.242</td>
<td>512.1</td>
<td>-</td>
<td>0.315</td>
</tr>
<tr>
<td>7.50</td>
<td>-64.774</td>
<td>4.292</td>
<td>32.188</td>
<td>2.932</td>
<td>3.066, 3.244</td>
<td>513.4</td>
<td>0.126</td>
<td>0.279</td>
</tr>
<tr>
<td>7.80</td>
<td>-64.649</td>
<td>4.247</td>
<td>33.123</td>
<td>3.116</td>
<td>3.062, 3.246</td>
<td>517.3</td>
<td>-</td>
<td>0.164</td>
</tr>
<tr>
<td>8.00</td>
<td>-64.520</td>
<td>4.217</td>
<td>33.734</td>
<td>3.216</td>
<td>3.061, 3.254</td>
<td>519.5</td>
<td>0.086</td>
<td>0.087</td>
</tr>
<tr>
<td>8.05</td>
<td>-64.483</td>
<td>4.209</td>
<td>33.882</td>
<td>3.239</td>
<td>3.060, 3.257</td>
<td>519.8</td>
<td>-</td>
<td>0.070</td>
</tr>
<tr>
<td>8.15</td>
<td>-64.403</td>
<td>4.199</td>
<td>34.218</td>
<td>3.325</td>
<td>3.059, 3.257</td>
<td>522.4</td>
<td>-</td>
<td>0.009</td>
</tr>
<tr>
<td>8.20</td>
<td>-64.361</td>
<td>4.194</td>
<td>34.396</td>
<td>3.370</td>
<td>3.059, 3.258</td>
<td>524.1</td>
<td>-</td>
<td>-0.021</td>
</tr>
</tbody>
</table>

1: band gap calculated using tetrahedron DOS method using k-point grid of 15x15x15 for representative \(c/a\) values

-: the band gap was not calculated using the tetrahedron method for these \(c/a\) values

*: ground-state
For this material, we obtain the ground-state to lie at $c/a = 7.18$. The ground-state volume that we obtain is 0.4% larger than that measured in experiment [76]. As $c/a$ is increased, we find, as for the Se compounds, that the inter-QL distances increase ($\sim 24\%$ from $c/a = 7.10$ to 8.20) much more than the bond lengths ($\sim 0.4\%$ from $c/a = 7.10$ to 8.20), see Fig. 5.7. Note that the percentage increase in the inter-QL distance is much larger here than for the Se compounds simply because we examine a larger range of $c/a$ values. We predict that a topological phase transition occurs near $c/a = 8.15$. In addition to calculating the energy gap near the Gamma point, we estimate the band gap from Density of States calculations, using a finer k-grid and the accurate tetrahedron method.

Near the topological phase transition at $c/a \sim 8.15$, we find the stresses in the ($xx, yy, zz$) directions to be $(+1.1, +1.1, -2.1)$ GPa.

4. Data for Sb$_2$Te$_3$ with SOC, DFT-D2 correction: (GGA-PBE + DFT-D2 vdW + SOC)

Table 5.7. The table below contains the results for the minimum energy, lattice constants $a$ and $c$, inter-QL distance ($d_{QL}$), Sb-Te1 and Sb-Te2 bond lengths, volume $V$, the band gap and the energy gap at $\Gamma$ of Sb$_2$Te$_3$ as a function of $c/a$.

<table>
<thead>
<tr>
<th>$c/a$</th>
<th>$E_0$ (eV)</th>
<th>$a$ (Å)</th>
<th>$c$ (Å)</th>
<th>$d_{QL}$ (Å)</th>
<th>$d_{bond}$ (Å)</th>
<th>$V$ (Å$^3$)</th>
<th>$E_1^g$ (eV)</th>
<th>$E_T$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.00</td>
<td>-61.620</td>
<td>4.296</td>
<td>30.072</td>
<td>2.763</td>
<td>3.006, 3.144</td>
<td>480.6</td>
<td>0.104</td>
<td>0.332</td>
</tr>
<tr>
<td>7.29*</td>
<td>-61.665</td>
<td>4.246</td>
<td>30.941</td>
<td>2.910</td>
<td>2.999, 3.148</td>
<td>483.0</td>
<td>0.148</td>
<td>0.235</td>
</tr>
<tr>
<td>7.50</td>
<td>-61.641</td>
<td>4.212</td>
<td>31.587</td>
<td>3.023</td>
<td>2.995, 3.151</td>
<td>485.2</td>
<td>0.118</td>
<td>0.151</td>
</tr>
<tr>
<td>7.80</td>
<td>-61.527</td>
<td>4.169</td>
<td>32.520</td>
<td>3.209</td>
<td>2.990, 3.156</td>
<td>489.5</td>
<td>0.023</td>
<td>0.023</td>
</tr>
<tr>
<td>7.86</td>
<td>-61.491</td>
<td>4.160</td>
<td>32.700</td>
<td>3.236</td>
<td>2.989, 3.159</td>
<td>490.1</td>
<td>-</td>
<td>0.006</td>
</tr>
<tr>
<td>8.00</td>
<td>-61.398</td>
<td>4.144</td>
<td>33.153</td>
<td>3.342</td>
<td>2.988, 3.161</td>
<td>493.1</td>
<td>-</td>
<td>-0.057</td>
</tr>
</tbody>
</table>

$^1$: band gap calculated using tetrahedron DOS method using k-point grid of 15x15x15
for certain $c/a$ values
-: the band gap was not calculated using the tetrahedron method for these $c/a$ values
*: ground-state

We obtain the ground-state to be at $c/a = 7.29$. We obtain a ground-state volume that is 0.7% larger than that measured in experiment [125]. We find that the inter-QL distance (between QLs) increases significantly ($\sim 21\%$ from $c/a = 7.0$ to $8.0$), whereas the bond lengths (within the QL) change very little ($\sim 0.6\%$ from $c/a = 7.0$ to $8.0$), see Fig. 5.8. Note that the percentage increase in the inter-QL distance is again larger here than for the Se compounds because we examine a larger range of $c/a$ values. We predict the critical value of $c/a$ to be near $c/a = 7.86$.

We find that the stress values in the $(xx, yy, zz)$ directions near the phase transition at $c/a \sim 7.86$ are $(+0.82, +0.82, -1.6)$ GPa.

5.4 Discussion

Our results show that the topological phase transitions, driven by tuning the ratio of the out-of-plane to in-plane lattice constants, $c/a$, exhibit common features in all of the chalcogenides $\text{Bi}_2\text{Se}_3$, $\text{Sb}_2\text{Se}_3$, $\text{Bi}_2\text{Te}_3$ and $\text{Sb}_2\text{Te}_3$. Structurally, as we increase this ratio, the lattice is elongated along the $c$-axis, with most of the change in the $c$-axis lattice constant due to the increase in the inter-QL distance. The compression that happens in the plane to the QLs is accompanied by small changes in the QL thickness, but the changes in the bond lengths within the QL are almost two orders of magnitude smaller than the corresponding variations in the inter-QL distances in all these compounds. The charge density along the line connecting Te1 atoms in adjacent QLs of $\text{Bi}_2\text{Te}_3$ exhibits small rearrangement for two different values of $c/a$ corresponding to topological and trivial states, with faster drop-off for greater value of $c/a$, as shown in Fig. 5.9(a). Meanwhile the charge density along the
The Bi-Te1 bond within the QL remains unchanged, see Fig. 5.9(b). Hence, structurally and electronically, the quintuple layers remain unchanged across the topological transition.

The topological transition is manifested in vanishing and reopening of the band gap, with the band inversion disappearing simultaneously. Electronic band structure calculations show that near the Γ point the energy gap, as well as the Bi/Sb-derived and the Se/Te-derived \( p_z \)-states depend quasi-linearly on \( c/a \) in the vicinity of the transition. In the topological state, these Bi/Sb-derived (Se/Te-derived) sit at the top of the valence (bottom of the conduction) band, while their order is reversed in the trivial state. The band inversion is due to the spin-orbit coupling, and without it the Se/Te \( p_z \)-states are always lower in energy than the Bi/Sb \( p_z \)-states.

Remarkably, in all four materials we find that the slope of that linear dependence does not depend strongly on the inclusion of spin-orbit coupling. This is consistent with the picture of the quintuple layers being unchanged as \( c/a \) is varied, so that the SOC which originates mostly from Bi/Sb in the inner atomic layers is unaffected. However, our result contrasts with the scenario suggested in Ref. [112], where the strength of the SOC was argued to change with the inter-QL distance. We find no evidence of this.

We also find that the same slope is slightly affected by the inclusion of the van der Waals corrections, mostly via the change in the lattice parameters and the interlayer distance.

The emergent picture is that the initial value of the band gap, at the ground state, is strongly influenced by the interplay of the van der Waals interactions between the quintuple layers and the spin-orbit-induced band inversion. However, the evolution from that state towards the topological transition is influenced primarily by the inter-QL physics, which is determined mostly by the Coulomb interaction (contained in the density functional) with corrections due to the van der Waals interactions.

Consider, for example, the slope of the energy of the Se-derived states in Sb\(_2\)Se\(_3\) obtained using different DFT-based methods, shown in Table 5.8, based on the data in the later part of this chapter. We find that the inclusion of SOC does not change the energy evolution of these states, while inclusion of van der Waals forces does, albeit weakly. The relative decrease in the slope upon including vdW supports our view of the dominant role of the inter-QL physics. PBE-GGA often underbinds, and hence, upon optimization, the Coulomb repulsion due to the overlapping electron clouds of the nearest neighbors in different QLs and the gradient terms cause the inter-QL spacing to increase, decreasing the band gap, and lowering the energy of the Se \( p_z \) level. In contrast, the inclusion of the attractive van der Waals interaction reduces \( d_{QL} \) when compared to that obtained by PBE-GGA, and increases the band gap (thereby increasing the energy of the Se \( p_z \) level). Therefore the slope of the dependence of the energy of Se \( p_z \) levels on \( c/a \) is smaller with the vdW corrections. Thus, it is the inter-QL coupling which influences how the energies of the Bi/Sb- and Se/Te-derived \( p \)-states at the Γ point vary with \( c/a \). Finally, we also note that the minor differences between the slopes in Table 5.8 with and without SOC are due to the small differences between the optimized inter-QL distances in each case.

We find that the inter-QL distances \( d_{QL} \) vary linearly with \( c/a \) (see also Ref. [118]), and find that the corresponding slopes for the two Se compounds are almost identical, as are those of the two Te compounds (see second column in Table 5.9, and the full data in the later part of this chapter). This shows that the changes in \( d_{QL} \) are determined by the type of atom in the outermost planes of the quintuple layers, Te or Se.
Figure 5.9. (a) Charge density of Bi$_2$Te$_3$ along line connecting Te atoms in neighboring QLs for $c/a = 7.1$ (red, solid line) and $c/a = 8.2$ (blue, dashed line), plotted up until half the atom spacing. (b) Inset shows charge densities along Te1-Bi bonds for $c/a = 7.1$ (red, solid line) and $c/a = 8.2$ (blue, dashed line). (c) Inset shows black dashed line connecting Te1 atoms between adjacent QLs ($d_{Te1-Te1}$), and orange dashed line along Te1-Bi bond.

Table 5.8. Slopes of Se $p_z$ levels in Sb$_2$Se$_3$ as a function of $c/a$ for calculations incorporating (i) vdW + SOC, (ii) vdW but no SOC, (iii) SOC but no vdW, and (iv) neither vdW nor SOC.

<table>
<thead>
<tr>
<th>Method</th>
<th>Slope II (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBE-GGA + vdW + SOC</td>
<td>0.294±0.002</td>
</tr>
<tr>
<td>PBE-GGA + vdW, no SOC</td>
<td>0.290±0.004</td>
</tr>
<tr>
<td>PBE-GGA + SOC, no vdW</td>
<td>0.346±0.008</td>
</tr>
<tr>
<td>PBE-GGA, no vdW, no SOC</td>
<td>0.344±0.006</td>
</tr>
</tbody>
</table>
Table 5.9. Rate of change of inter-QL distances as a function of \(c/a\). Last two columns show the critical value of atom spacings between QLs \(d_{y-y} (y = \text{Te/Se})\), and critical atom spacings between QLs minus the corresponding ionic radii of Te/Se.

<table>
<thead>
<tr>
<th>Material</th>
<th>Slope interlayer distance (d_{QL})</th>
<th>Critical value ((-r_{ion}^{y})) ((\text{Å}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi(_2)Se(_3)</td>
<td>0.66</td>
<td>3.7 (\pm) 2.7</td>
</tr>
<tr>
<td>Sb(_2)Se(_3)</td>
<td>0.67</td>
<td>3.7 (\pm) 2.7</td>
</tr>
<tr>
<td>Bi(_2)Te(_3)</td>
<td>0.58</td>
<td>4.1 (\pm) 2.9</td>
</tr>
<tr>
<td>Sb(_2)Te(_3)</td>
<td>0.57</td>
<td>4.0 (\pm) 2.8</td>
</tr>
</tbody>
</table>

Table 5.10. The slope of linear change in the chalcogenide \(p_z\) energy levels \((Y_1 = \text{Se1/Te1})\) and band gaps \(E_g\) as a function of \(c/a\) correlates with the relative variation of the interlayer distance.

<table>
<thead>
<tr>
<th>Material</th>
<th>Slope with respect to (c/a) of (Y_{1p_z}) at (\Gamma) (eV)</th>
<th>(d_{QL}'/d_{QL})</th>
<th>Band gap (E_g) (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi(_2)Se(_3)</td>
<td>0.31</td>
<td>0.259</td>
<td>-0.58 (\pm) 0.01</td>
</tr>
<tr>
<td>Sb(_2)Se(_3)</td>
<td>0.29</td>
<td>0.245</td>
<td>-0.46 (\pm) 0.01</td>
</tr>
<tr>
<td>Bi(_2)Te(_3)</td>
<td>0.24</td>
<td>0.210</td>
<td>-0.38 (\pm) 0.01</td>
</tr>
<tr>
<td>Sb(_2)Te(_3)</td>
<td>0.19</td>
<td>0.195</td>
<td>-0.39 (\pm) 0.01</td>
</tr>
</tbody>
</table>

If we focus on the distances between atoms in adjacent QLs, \(d_{y-y} (y = \text{Te/Se}, \text{see Fig. 5.9(c for illustration})\), at the value of \(c/a\) where the topological transition occurs in each material, we find that they are identical for the two Se-based compounds, and also identical, albeit at a different value, for the two Te-based materials, see Table 5.9. Change of Bi for Sb does not affect this distance. Moreover, if we account for the difference in the ionic radii between Se and Te, we find that the topological transition in all four compounds occurs at approximately the same “critical” separation between the QLs, \(\sim 2.8\ \text{Å}\). This gives predictive power to our analysis, as measurements of the changes in the lattice constants in a given experimental setup can be extrapolated to the “universal” critical value to predict the parameters for the topological transition.

We find that the energetics of the \(p_z\) levels supports the crucial role of the interlayer coupling. Among the four materials, Bi\(_2\)Se\(_3\) displays the largest variation in the \(p_z\) level energies with respect to changing the \(c/a\) ratio, followed by Sb\(_2\)Se\(_3\) and Bi\(_2\)Te\(_3\), while Sb\(_2\)Te\(_3\) displays the least variation, see the second column in Table 5.10. We conjecture that the large electronegativity difference between Bi and Se (0.53), which implies significant electron density closer to the Se atom in the Bi-Se bond, makes the Coulomb repulsion between Se atoms in different QLs stronger. In contrast, Sb and Te have close electronegativity (difference 0.05), which results in a more covalent distribution of the electrons between the two, smaller electron densities near the outermost Te, and hence weaker sensitivity to changing the inter-QL distance. Fitting the band gaps linearly yields slopes for the Te compounds which are very close, whereas the corresponding slopes for the Se compounds have a larger difference, see the third column in Table 5.10. The band gaps in the four materials are close in value to the separation between the Bi/Sb and Te/Se \(p_z\) level energies.
at Γ. However, the ‘camelback’ structure in the valence band causes the band gap to be smaller than this separation. Small changes in the camelback structure causes the slope of the band gap to differ slightly from the slopes of the $p_z$ levels in Table 5.10.

Both the variation of the energy gap and the change in the $p_z$ level energy correlate with the normalized rate of change of the inter-QL distance, $d_{QL}'/d_{QL}$ as shown Table 5.10. The ground-state inter-QL distance is the smallest in Bi$_2$Se$_3$, with Sb$_2$Se$_3$, Bi$_2$Te$_3$ and Sb$_2$Te$_3$ following in order of increasing $d_{QL}$. The materials with the greater relative change in the interlayer distance exhibit stronger dependence of the energy of the band states near the Γ point. This strongly supports the view that the inter-QL physics is responsible for the evolution of these energy levels.

### 5.5 Conclusions

While our results are in general agreement with interpreting the transition from topological to a trivial insulator as a consequence of the competition between level splitting due to hybridization and spin-orbit coupling that promotes band inversion, the underlying mechanism of inter-QL interactions is different from that suggested previously. Refs. [38, 8] considered the atomic $p$ orbitals of Bi and Se in a single QL, and suggested the steps towards band inversion that were largely based on intra-QL physics. They first included crystal field splitting, hybridization, and level repulsion between Bi and Se, followed by inclusion of SOC. Our main conclusion here is that the QLs remain largely unchanged, and therefore SOC and Bi-Se hybridization strength do not vary almost at all within the considered range of the lattice constants. In that language, the ligand-induced splitting of the $p$-electron manifold of Se/Te is the driving force behind the topological phase transition, with the important caveat that the changes in this splitting are almost entirely due to inter-QL interaction. While the pressure effect on the splitting of the energy levels obviously has been identified before [112, 113] we are not aware of any work making unambiguous connection of the topological transition with the inter-QL physics.

Our results allow us to make conjectures about the topological phase transitions in the alloys of the materials we studied. The original interest in alloying arose because, with Sb$_2$Se$_3$ predicted to be a trivial insulator, the alloy $(\text{Bi}_1-\text{Sb}_x)_2\text{Se}_3$ was expected [69] to undergo a topological phase transition (TPT) at a critical value of $x$. Given the current results showing that this end material is a topological insulator, the question of whether the transition in the alloys exists, and, if yes, what its nature is, remains open, and will be addressed by us in detail in future work.

In Fig. 5.10, we show the variation of the gaps near Γ as a function of $c/a$. Note that, while in the Se compounds the minimal gap is always near the Γ point, we find that, away from the critical value of $c/a$, the gap in the Te compounds is not at the center of the Brillouin Zone. Hence we plot the gap in the density of states and the gap at the Γ point separately, as only the latter is relevant for the topological transition. We can think of alloying as both producing the chemical pressure and introducing disorder in the on-site energies of the $p_z$ levels. The critical $c/a$ values of Bi$_2$Se$_3$ and Sb$_2$Se$_3$ are very close, and hence it is not likely that (Bi-Sb) alloying in Se-based material at ambient pressure yields a topological phase transition. It is possible, of course, that the difference in the SOC strength on Bi and Sb conspires with the optimized lattice constants at a given $x$ to remove the band inversion,
Figure 5.10. Bulk band gaps and gaps near Γ of Bi$_2$Se$_3$, Sb$_2$Se$_3$, Bi$_2$Te$_3$ and Sb$_2$Te$_3$ as a function of c/a.
but this would be accidental fine-tuning of parameters in the bulk. Ref. [69] reported that in
(Bi1−xSbx)2Se3 semimetallic states appear over a range of concentrations between x = 0.78
and x = 0.83, rather than at the single transition point, as would be expected. Hence it is
important to revisit this issue.

Experiments [16] have shown the existence of the Dirac surface states in (Bi1−xSbx)2Se3
grown on Bi2Se3 up to at least x=0.7. Note that we performed a bulk calculation with full
relaxation of the volume for each value of c/a. In thin films grown on a substrate the in-plane
lattice constant is fixed, and hence the critical inter-QL distance will differ from that in the
bulk. We also leave this for future studies, and are currently carrying out calculations to
investigate the topological nature of the alloys under these conditions.

Returning to the bulk systems, the topological transitions for Bi2Te3 and Sb2Te3 happen
at quite different c/a values, and an alloy of the two could thus display a TPT as the
concentrations of Bi and Sb atoms are varied. For the same reason, we suggest that it might
be possible to observe a TPT in Bi2(Te0.5Se0.5)3 by varying the concentration y. In fact,
additional work is needed to determine whether such alloying yields a different concentration
of Se and Te in the middle and outer atomic sheets of the quintuple layers, and whether
it induces reconstruction of the outer atomic layers, which would, according to our results,
have a strong effect on the topological properties.

In summary, we investigated the topological transition in stoichiometric tetradyrmite
topological insulators using the ratio of the lattice constants as a tuning parameter. Our
main conclusion is that in all the materials studied this transition is driven by the inter-QL
Coulomb and van der Waals interactions between the outer atoms in the quintuple layers,
and therefore the inter-QL distance is the key tuning parameter that controls this transition.
We identified van der Waals forces and the nature of the intra-QL bonding that determines
the charge distribution between the layers as main factors in controlling the approach to
such transitions. Our results suggest pathways towards realization of the topological phase
transitions in bulk materials and thin films.
CHAPTER 6.

EFFECTS OF DISORDER IN THE CHALCOGENIDE TOPOLOGICAL INSULATORS

In the previous chapter, the topological phase transitions arising from the application of strain on the lattice structure were investigated as a function of the $c/a$ ratio. A related question that arises is: what effect will disorder, which induces chemical pressure\[21, 22, 23, 24, 25, 26\], have on these materials? In practical situations, samples of Bi$_2$Se$_3$ and Bi$_2$Te$_3$ are conductors in the bulk because their Fermi levels lie in the bulk conduction and valence bands respectively \[128\]. This is aided by the formation of Se vacancies in Bi$_2$Se$_3$ and Bi/Te anti-site defects in Bi$_2$Te$_3$. However, to observe and use the topological surface states of these materials, it is important for them to be insulating in the bulk, so as to be able to isolate the conduction from the surface. Alloying the 3D topological insulators is relevant in the current context because the Fermi level can be tuned to fall within the bulk band gap by carefully choosing the alloy composition. Ref. \[69\] ran first-principles calculations and reported that the alloy (Bi$_{1-x}$Sb$_x$)$_2$Se$_3$ undergoes a topological phase transition at a critical value of the Sb concentration $x$. Since they didn’t include the van der Waals interactions in their DFT calculations, they found Sb$_2$Se$_3$ to be a trivial insulator in its ground state. However, Sb$_2$Se$_3$ has been subsequently predicted to be a topological insulator in its ground state in more recent studies \[70, 71\], and thus both end-point materials are topological. This brings about the question of whether a topological phase transition occurs at intermediate concentrations. In this chapter, I describe the results of investigating the topological nature of alloyed 3D TIs at different compositions.

To estimate the alloy’s lattice constants, the authors in Ref. \[69\] linearly interpolated between those of Bi$_2$Se$_3$ and Sb$_2$Se$_3$. As a result, at $x = 0.78$, a concentration at which they report that the gap is closed, the lattice constants would be $a = 4.116$ Å, and $c = 30.707$ Å, with a $c/a$ ratio of 7.46. This value of $c/a$ is the critical $c/a$ at which Sb$_2$Se$_3$ undergoes a topological phase transition to a trivial insulating state and Bi$_2$Se$_3$ is already in a trivial state. Thus, it is unknown whether the predicted semimetallic states in the alloy arise due to a topological phase transition or whether it is an accidental closing of the band gap.

In this chapter, I describe the results of a study of the ground-state of the (Bi$_{1-x}$Sb$_x$)$_2$Se$_3$ alloy at different compositions. While the calculations and analysis are ongoing, the results show that the intermediate concentrations $x = 0.5$, $x = 0.625$ and $x = 0.75$ are all trivial insulators in their ground states, whereas the end-point materials $x = 0.0$ and $x = 1.0$ are topological insulators. Partially ordered supercells were used in the first-principles calculations to study the alloy.

6.1 Computational Details

The unit cell for the alloy consists of a 4x4x1 supercell of the conventional hexagonal unit cells for the ordered materials generated using the SCRAPS technique \[129\]. It contains 240 atoms and has been set up in such a way that the atomic pair correlations are zero up to the third nearest neighbor. Simulating disordered materials usually involves running calculations for an ensemble of different configurations to mimic the random arrangement
Table 6.1. Results for the optimized structural and electronic parameters of (Bi$_{1-x}$Sb$_x$)$_2$Se$_3$ for different compositions $x$. The end-point materials are also included. The band gaps in the trivial insulating state are assigned a negative sign.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$E_0$ (eV)</th>
<th>$c/a$</th>
<th>$a$ (Å)</th>
<th>$c$ (Å)</th>
<th>$d_{QL}$ (Å)</th>
<th>$d_{Se-Se}$ (Å)</th>
<th>$E_g$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>-1097.77</td>
<td>6.91</td>
<td>4.139</td>
<td>28.611</td>
<td>2.545</td>
<td>3.491</td>
<td>0.283</td>
</tr>
<tr>
<td>0.5</td>
<td>-1065.87</td>
<td>7.31</td>
<td>4.084</td>
<td>29.852</td>
<td>3.056</td>
<td>3.860</td>
<td>-0.110</td>
</tr>
<tr>
<td>0.625</td>
<td>-1060.67</td>
<td>7.32</td>
<td>4.069</td>
<td>29.804</td>
<td>3.051</td>
<td>3.851</td>
<td>-0.099</td>
</tr>
<tr>
<td>0.75</td>
<td>-1054.39</td>
<td>7.31</td>
<td>4.059</td>
<td>29.682</td>
<td>3.039</td>
<td>3.837</td>
<td>-0.088</td>
</tr>
<tr>
<td>1.0</td>
<td>-1042.88</td>
<td>7.137</td>
<td>4.026</td>
<td>28.734</td>
<td>2.736</td>
<td>3.590</td>
<td>0.152</td>
</tr>
</tbody>
</table>

of impurities. However, the supercells in these calculations do not require configurational averaging because the short-range order is negligible up to the third nearest neighbors.

Structural optimization is carried out by running cell shape and volume relaxation. For each composition, I used Vegard's law \[130\] to predict a starting guess for the lattice constant $a$ of the alloy:

$$a_{(Bi_{1-x}Sb_x)_2Se_3} = (1-x)a_{Bi_2Se_3} + xa_{Sb_2Se_3}, \quad (6.1)$$

in which I used the ground-state lattice constants of Bi$_2$Se$_3$ and Sb$_2$Se$_3$.

For the composition $x = 0.75$, we run a calculation in which the lattice constants are fixed such that the $c/a$ ratio is 6.9, a value close to the ground-state $c/a$ value of Bi$_2$Se$_3$.

Calculation for 2x2x1 supercells of Bi$_2$Se$_3$ are also run in which a single Bi atom is replaced by Sb, corresponding to a concentration of $x \sim 0.02$. In this calculation, the atoms, cell shape, and volume are allowed to relax.

Band structure projections are plotted using PyPROCAR \[127\] and band inversion is used to determine the topological nature of the alloys.

### 6.2 Predicted phase transitions in (Bi$_{1-x}$Sb$_x$)$_2$Se$_3$

The results for the ground-state energies, lattice parameters and band gaps are shown in Table 6.1. When the atoms are kept fixed and the cell shapes and volumes are allowed to relax, the ground-states of the $x = 0.5$, $x = 0.625$ and $x = 0.75$ compositions surprisingly all have $c/a$ values that lie close to 7.3, indicating that the change in composition close to these values does not affect the optimum $c/a$ value. The lattice constant $a$ decreases as the concentration $x$ is increased, but the lattice constant $c$ and the inter-QL distance $d_{QL}$ first increase from $x = 0.0$ to $x = 0.5$, and then drop for the remaining compositions until $x = 1.0$.

The ground-states for the intermediate concentrations $x = 0.5$, $x = 0.625$ and $x = 0.75$ included here are found to be trivial insulators, whereas the end-points are topological.

In Fig. 6.1, the bulk band structure for the ground-state of the 2x2x1 supercell corresponding to $x \sim 0.02$ is shown, projected onto the Bi $p$ orbitals. The bands are inverted, with the Bi $p$ orbitals being located below the chemical potential near $\Gamma$. Note that at $x = 0.0$, the bands are inverted.

In Fig. 6.2, the bulk band structure for $x = 0.75$ for $c/a = 6.9$ is shown projected onto the Bi $p$ orbitals. The obtained band structure is metallic; however, we can see that the
Figure 6.1. Bulk electronic structure of (Bi$_{1-x}$Sb$_x$)$_2$Se$_3$ at $x \sim 0.02$, projected onto Bi $p$ orbitals, showing a topological insulating state.

Figure 6.2. Bulk electronic structure of (Bi$_{1-x}$Sb$_x$)$_2$Se$_3$ at $x = 0.75$, $c/a = 6.9$, projected onto Bi $p$ orbitals, showing a metallic state with band inversion.

bands are inverted. However, this is not the ground-state of this system, and the lattice constants and cell shape are then relaxed to obtain the ground-state.

In Fig. 6.3, the bulk band structure for the ground-state for $x = 0.75$ is shown projected onto the Bi $p$ and Se $p$ orbitals. It is clear that there is no band inversion (the Bi $p_z$ orbitals are higher in energy than the Se $p_z$ orbitals at $\Gamma$), and that the material is thus a trivial insulator. For $x = 1.0$, the material is a topological insulator.

6.3 Discussion

In summary, the ground-state properties of the alloy (Bi$_{1-x}$Sb$_x$)$_2$Se$_3$ were investigated as a function of the composition $x$. While the end-point materials are topological insulators, the intermediate concentrations $x = 0.5$, $x = 0.625$ and $x = 0.75$ were found to be trivial insulators. This suggests that there are two topological phase transitions that occur in the alloy as $x$ is varied, the first from a topological to trivial state at a low value of $x$, and the second from a trivial to topological state at a large value of $x$. Upon projecting the bands onto different atomic orbitals, Bi and Sb were found to have weights in the same bands,
Figure 6.3. Bulk electronic structure of (Bi$_{1-x}$Sb$_x$)$_2$Se$_3$ at $x = 0.75$, projected onto (a) Bi $p$ and (b) Se $p$ orbitals, showing a trivial insulating state.

indicating that they have common-band behavior.

In the previous chapter, the topological phase transitions in the ordered Se compounds were found to occur at a critical value of the atomic spacing between QLs before subtracting the ionic radii, $\sim 3.7$ Å. The transitions were found to be driven by the competition of the Coulomb repulsion between the Se/Te atoms and the vdW attraction between them. While calculations are still being run for different compositions of the alloy, the values for the Se-Se spacings between QLs in Table 6.1 show that as soon as they become greater than the critical spacing, the material is driven into a trivial insulating state. This supports the conclusion from the previous chapter, and might also be useful to predict the compositions at which the transitions occur.

Also of note is the fact that the ground-state lattice constant $a$ of the alloy, which is 4.084 Å (obtained by interpolating), is almost identical to the value of 4.083 Å obtained from using the ground-state lattice constants $a$ of Bi$_2$Se$_3$ and Sb$_2$Se$_3$ in Vegard’s law. This suggests that disorder does not strongly affect the structural properties of the alloy.

Finally, note that the alloy relaxes in a different manner from the ordered materials due to the presence of atoms of different sizes on one sublattice, which affects the ground-state lattice structure and subsequently the topological nature of these materials, and can lead to differences when compared to the optimization in the ordered materials. In ongoing work, I am investigating the compositions $x = 0.25$, $x = 0.375$ for this alloy, and also investigating the alloying of Se/Te in the chalcogenide TIs.
CHAPTER 7.

STOICHIOMETRIC AND LATTICE-MATCHED TI HETEROSTRUCTURES

Having established a framework with which to analyze topological insulators in bulk and slab geometries, we can proceed with the analysis of topological heterostructures. An interesting and open question is to determine what the effects of substrates are on topological interface states. Will there be charge transfer at the interface, and will this make the topological states move from being localized in the outermost QLs of the TI to inner QLs? Will there arise trivial interface states which are pulled towards the chemical potential $\mu$ by charge transfer? Will the properties of the topological interface states change if the surface is strongly polar? How do the various atomic layers of the materials stack with respect to each other when they are grown on top of each other? It is desirable to choose a material with a large bulk energy gap: the large gap helps screen fields well, and also means that it is harder to pull charges from the bulk to the surface. While there exist theoretical predictions pertinent to these proposed heterostructures, and people have modelled them using ab initio calculations, we have in hand a systematic and accurate methodology to study them.

The n-type semiconductor CdSe has become common for applications in nanotechnology in recent years, as its nanoparticles have been found to display quantum confinement at sizes less than 10 nm. It is a popular choice of material for the synthesis of quantum dots, which have bound states with discrete energy levels. By virtue of these properties, it has been used in Light Emitting Diodes (LEDs) and solar cells. InP is another semiconductor which is used to make quantum dots, with additional applications in solar cells, transistors and LEDs. Both materials have an energy band gap that is considered large for semiconductors, with the energy gap of CdSe being $\approx 1.8$ eV and that of InP being $\approx 1.4$ eV. They are both well understood materials due to their widespread utilization in electronics. Recent experiments [131, 132] have demonstrated MBE growth of lattice-matched heterostructures of TIs and large gap semiconductors. Examples of these heterostructures include $(\text{Bi}_{1-x}\text{Sb}_x)_2\text{Se}_3$/InP(111), and $\text{Bi}_2\text{Se}_3$/Zn$_x$Cd$_{1-x}$Se. Tunnelling spectroscopy measurements on the former [132] have revealed the existence of topological interfacial states, and that the Fermi velocity and Dirac point energy depend on the composition parameter $x$. Transport measurements on the latter [131] have indicated that a single Dirac cone is intact at the Se-terminated surface of Zn$_x$Cd$_{1-x}$Se, whereas charge transfer at the other interface destroys the topological state. Our goal is to gain an understanding of how the properties of the topological interface states are affected by the substrate (the semiconductor). InP is known to be a polar material, and we want to investigate how the use of a material with a polar surface affects the properties of the heterostructure. We consider the stoichiometric cases and run calculations on heterostructures of $\text{Bi}_2\text{Se}_3$/InP(111) and $\text{Bi}_2\text{Se}_3$/CdSe, creating interfaces between the (001) surface of $\text{Bi}_2\text{Se}_3$ and the other materials. We choose to study stoichiometric materials to gain an understanding of the properties of a fully ordered interface between a TI and another material.

Gaining an understanding of the properties of the topological interface states will help in predicting which materials to use in such heterojunctions. Additionally, there aren’t many semiconducting materials which have large band gaps that are as closely lattice-matched
Table 7.1. Results for the structural optimization of CdSe using GGA-PBE and the van der Waals method DFT+D2. For each parameter we show the percentage difference relative to the experimental value.

<table>
<thead>
<tr>
<th></th>
<th>Expt.</th>
<th>GGA</th>
<th>DFT+D2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a ) (Å)</td>
<td>4.299</td>
<td>4.389</td>
<td>4.318</td>
</tr>
<tr>
<td>Devn. (a)</td>
<td>-</td>
<td>+2.1%</td>
<td>+0.43%</td>
</tr>
<tr>
<td>(c ) (Å)</td>
<td>7.010</td>
<td>7.157</td>
<td>7.040</td>
</tr>
<tr>
<td>Devn. (c)</td>
<td>-</td>
<td>+2.1%</td>
<td>+0.43%</td>
</tr>
<tr>
<td>(d_{\text{int}} ) (Å)</td>
<td>2.641</td>
<td>2.691</td>
<td>2.648</td>
</tr>
<tr>
<td>Devn. (d_{\text{int}})</td>
<td>-</td>
<td>+1.9%</td>
<td>+0.27%</td>
</tr>
<tr>
<td>Gap (E_g) (eV)</td>
<td>1.85</td>
<td>0.42</td>
<td>0.53</td>
</tr>
<tr>
<td>Devn. (E_g)</td>
<td>-</td>
<td>-77%</td>
<td>-71%</td>
</tr>
</tbody>
</table>

with the 3D TIs we study. A large lattice mismatch implies the existence of a large strain at the interface, which will cause reconstruction in the atomic layers in the vicinity of it. This motivates us to investigate the properties of the heterostructure as well as later probe the effect of strain on the interfacial states. An interesting question would be to ask if there is a transition from a topological system to a non-topological system upon the increased application of strain, and if so, at what value of the strain. The electronic structure, spin structure and Dirac velocity of the states are analyzed. We also investigate whether the topological states remain localized close to the interface or are pulled towards the ‘bulk’ layers due to charge redistribution.

The bulk structural and electronic properties of InP and CdSe are first analyzed below. Upon characterizing the bulk properties, we construct slabs and study their properties, including looking for the development of strain at the surface atomic layers, redistribution of charge towards or away from the surface atomic layers, and the electronic band structure. We also study the effect of passivating the In-terminated surface of the InP slab with Hydrogen atoms, such that no bonds are left dangling at that surface. Next, different types of stacking configurations are considered to determine how the atomic layers of the semiconductor grow with respect to the atomic layers of the TI. Finally, we set up heterostructures in the preferred stacking configurations, and are in the process of obtaining and analyzing these results.

### 7.1 Bulk properties of InP and CdSe

CdSe is a II-VI semiconductor that is found in different crystalline forms. The hexagonal wurtzite structure is the most stable form, and its lattice constant is 3.7% larger than that of Bi2Se3. The difference in lattice constants is responsible for a finite strain at the interface.

InP is a III-V semiconductor, with a face-centered cubic crystal structure of the zincblende variety. Slicing the crystal along the [111] direction yields a hexagonal unit cell whose lattice constant is just 0.1% smaller than that of Bi2Se3. Thus, making an interface between the two materials would yield negligible strain arising from lattice mismatch. We use this unit cell for our calculations.

In Table 7.1, we present the results for the structural optimization of CdSe using GGA-
Table 7.2. Results for the structural optimization of InP using GGA-PBE and the van der Waals method DFT+D2. For each parameter we show the percentage difference relative to the experimental value.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Expt.</th>
<th>GGA</th>
<th>DFT+D2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$ (Å)</td>
<td>4.137</td>
<td>4.212</td>
<td>4.127</td>
</tr>
<tr>
<td>Devn. $a$</td>
<td>-</td>
<td>+1.8%</td>
<td>-0.24%</td>
</tr>
<tr>
<td>$c$ (Å)</td>
<td>10.132</td>
<td>10.317</td>
<td>10.109</td>
</tr>
<tr>
<td>Devn. $c$</td>
<td>-</td>
<td>+1.8%</td>
<td>-0.24%</td>
</tr>
<tr>
<td>$d_{int}$ (Å)</td>
<td>2.533</td>
<td>2.579</td>
<td>2.527</td>
</tr>
<tr>
<td>Devn. $d_{int}$</td>
<td>-</td>
<td>+1.8%</td>
<td>-0.24%</td>
</tr>
<tr>
<td>Gap $E_g$ (eV)</td>
<td>1.42</td>
<td>0.42</td>
<td>0.75</td>
</tr>
<tr>
<td>Devn. $E_g$</td>
<td>-</td>
<td>-70%</td>
<td>-47%</td>
</tr>
</tbody>
</table>

DFT+D2 yields values of the lattice parameters that are much closer to experiment than GGA. In Table 7.2, we show the results for the structural optimization of InP using GGA-PBE and DFT+D2. DFT+D2 predicts the lattice constants and interlayer distances much more accurately than GGA. The band gaps of both materials are underestimated, as is common in DFT calculations of semiconductors [91].

Figure 7.1 shows the bulk electronic structure of CdSe, calculated using PBE-GGA with DFT+D2 vdW corrections. It has a direct gap at the Γ point where the valence band is very close to the chemical potential. There is a four-fold degeneracy of the valence bands at the chemical potential.

Figure 7.2 shows the bulk electronic structure of InP, calculated using PBE-GGA with DFT+D2 vdW corrections. It also has a direct gap at the Γ point. The valence bands show six bands at very close energies at Γ, with a four and two-fold degeneracy. If we don’t include SOC in the calculation, they combine to have a six-fold degeneracy at Γ [137].

### 7.2 Properties of InP and CdSe in slab geometries

Having characterized the structural and electronic properties of InP and CdSe in the bulk geometry, we now turn to slabs. We set up the CdSe slab using 24 atomic layers of Cd and Se each, with 80 Å of vacuum as a buffer. Six atomic layers at each surface are allowed to relax. Upon relaxation, we find that near the Se-terminated surface, the atoms reposition themselves in such a way as to slightly expand the slab along the $c$-axis, whereas near the Cd-terminated surface, the Cd layer moves closer to the slab. The movement at the Cd-terminated surface is of the order of 0.1 Å, whereas that near the Se-terminated surface is of the order of 0.01 Å. This indicates that there is some charge accumulation at the surfaces.

We can see that the electronic structure, shown in Figure 7.3 contains many bands crossing the chemical potential. There are a number of flat bands close to the chemical potential which suggests to us that these arise from localized charges. Additionally, there are many bands with the same shape which are shifted with respect to each other; these are bands arising from the ‘bulk-like’ layers, which have different energies due to charge redistribution. The number of repetitions is proportional to the number of layers in the slab.
Figure 7.1. Bulk electronic structure of CdSe calculated using GGA with DFT+D2 vdW method.

Figure 7.2. Bulk electronic structure of InP calculated using GGA with DFT+D2 vdW method.
We set up the InP slab using 24 atomic layers of In and P each, with 60 Å of vacuum as a buffer. Six atomic layers at each surface are allowed to relax. Upon relaxation, we find that the atoms do not relax significantly. We can see that the band structure, shown in Figure 7.4 is quite complicated, with a lot of bands crossing the chemical potential. We notice that, similar to the case of CdSe, there are flat bands close to the chemical potential. We project the InP slab band structure onto the surface atomic layers, to look for states with a large contribution from those layers. Doing this reveals that most of the flat bands near the chemical potential arise from the surface layers. This indicates that there is considerable charge redistribution happening. To mitigate the effect of this, we try passivating one of the surfaces, in this case, the In-terminated one.

### 7.3 Passivation of In-terminated surface of InP slab

Passivation of a surface or molecule refers to the inclusion of pseudo-atoms of a different element, usually Hydrogen, for the purpose of providing a compensating charge density which will neutralize any dangling bonds. Passivation is usually carried out using pseudo-Hydrogen potentials. There exist different pseudo-Hydrogen potentials, named as such because they are computed assuming that they have various possible fractional numbers of electrons. The appropriate pseudo-H potential for a particular system is chosen so that it will complete the dangling bonds in a system.

It is worth reminding ourselves here that the QLs of the TIs are ‘closed-shell’, meaning that each atom in a QL has the exact number of electrons, hence bonds, that it requires. Thus, there was no need to passivate the TI surfaces.

In our case, to passivate the In-terminated surface, we choose the pseudo-H potential with 1.25 electrons, which provides the same number of electrons that a P atom would in bulk.

---

**Figure 7.3.** Electronic band structure of 24 atomic layer thick CdSe slab with 80 Å vacuum, calculated using GGA with DFT+D2 vdW method.
InP. The H atom is first relaxed so that it settles in a position which reproduces the ‘bulk’ chemical environment for the atoms at the passivated surface, in the sense of providing a compensating charge density that is similar to the bulk. We then treat the passivated surface as bulk, and only consider the other surface to be a true surface.

The electronic band structure for the passivated InP slab is shown below. We can see that the number of bands near the chemical potential has significantly reduced, confirming our finding that at least some of the flat bands near $\mu$ arise from the charged In surface. It is clear that the passivation, in addition to leading to the disappearance of some of the flat bands, has reduced the shifting of the ‘bulk-like’ bands with respect to each other, both above and below the chemical potential. This indicates that there is much less charge redistribution happening than in the unpassivated slab.

Thus, passivating the surface and calculating the slab band structure reveals that some of the flat bands crossing the chemical potential are localized at the surface, indicating that charges have been pushed there from the bulk. This is because the number of bands crossing the chemical potential has reduced, compared to the unpassivated slab. Our understanding of this is that providing atoms (in this case, by passivation) that can contribute to the charge density reduces the significant charge accumulation at the slab surfaces. This also motivates the question of what the effect of including dopant atoms which contribute more charges will be.

While we have not tried passivating the P-terminated surface of the InP slab, we imagine that it would have similar behavior, where it would result in some of the flat bands near the chemical potential not forming, and the charge redistribution would being reduced. We want to construct an interface between the TI and one of the surfaces of the semiconductor, which is why we passivate the other surface.

The next step is to investigate how the two materials stack with respect to each other.
7.4 Stacking configuration

The two materials in the heterostructure can be deposited in different configurations. For the Bi$_2$Se$_3$/InP(111) structure, we investigate the different possible stacking arrangements by simulating Se adsorption on the P-terminated surface of InP, starting at four possible positions - ‘top’, ‘bridge’, ‘fcc’ and ‘hcp’. The positions are shown in Figure 7.6 for the various adsorption sites on the surface of InP. The unit cell of the substrate lattice is also shown (black lines). The slightly smaller lilac atoms in the lattice represent the top-most surface atomic layer, and the larger magenta atoms represent the substrate atomic layer immediately beneath the surface. The top position lies right on top of the atoms in the surface atomic layer of the substrate. The bridge position lies overhead, halfway between the atoms in the surface atomic layer of the substrate. The fcc and hcp positions are both ‘holes’, where there is a small hollow in the surface where an atom can fit. We use these four positions as they are the positions that respect some of the underlying crystallographic symmetries of the lattice with respect to the substrate atoms.

We relax the adsorbate atom as well as the six atomic layers of the substrate that are closest to the surface. This is done to try and mimic experimental conditions where the adsorbate atom might cause the surface atomic layers of the substrate to reconstruct.

The ground-state energies of the resultant configurations are shown in Table 7.3. We find that the top configuration has the lowest ground-state energy. This is surprising because one might expect that with the adsorbate atom not lying in a hole, it would experience the most repulsion. However, likely due to the atomic radius of Se with respect to those of P and In, the orientation of the orbitals of the adsorbate atom (Se) with respect to those of surface P atoms, as well as its valence, the top configuration is preferred. This result is in agreement with other studies [61].
Figure 7.6. Schematic figure showing the different possible adsorption sites. The fcc, top, bridge and hcp sites are indicated, as well as the surface substrate layer (smaller atoms in the lattice) and the substrate atomic layer beneath the surface (larger atoms in the lattice).

Table 7.3. Results for the relaxation of a single Se atom on the P-terminated surface of a passivated InP slab, using the DFT+D2 method. For each configuration we show the ground-state energy and the P-Se bond length.

<table>
<thead>
<tr>
<th>Site</th>
<th>Ground-state energy (eV)</th>
<th>P-Se bond length (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>fcc</td>
<td>-77.687533</td>
<td>2.547</td>
</tr>
<tr>
<td>hcp</td>
<td>-77.261900</td>
<td>2.533</td>
</tr>
<tr>
<td>top</td>
<td>-78.749785</td>
<td>2.153</td>
</tr>
<tr>
<td>bridge</td>
<td>-78.112261</td>
<td>2.340</td>
</tr>
</tbody>
</table>
Table 7.4. Results for the relaxation of a single Cd atom on the surface of a slab of Bi$_2$Se$_3$, using the DFT+D2 method. For each configuration we show the ground-state energy and the Cd-Se bond length.

<table>
<thead>
<tr>
<th>Site</th>
<th>Ground-state energy (eV)</th>
<th>Cd-Se bond length (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>fcc</td>
<td>-116.95335</td>
<td>3.372</td>
</tr>
<tr>
<td>hcp</td>
<td>-116.95199</td>
<td>3.461</td>
</tr>
<tr>
<td>top</td>
<td>-116.77981</td>
<td>3.207</td>
</tr>
<tr>
<td>bridge</td>
<td>-116.90186</td>
<td>3.290</td>
</tr>
</tbody>
</table>

For the Bi$_2$Se$_3$/CdSe structure, we investigate the different possible stacking configurations by simulating Cd adsorption on the surface of Bi$_2$Se$_3$, starting at four possible positions - 'top', 'bridge', 'fcc' and 'hcp'. We relax the adsorbate atom (Cd) as well as the six atomic layers of the substrate (Bi$_2$Se$_3$) that are closest to the surface.

The ground-state energies of the resultant configurations are shown in Table 7.4. We find that the fcc and hcp stacking are both favorable when compared to the other positions. They are both very close in energy: 0.00136 eV apart, which corresponds to a very low temperature of $\approx 16$ K, and thus both configurations must be taken into consideration when building interfaces. This will be implemented by making separate interfaces using each configuration, and comparing the ground-state energies of the two.

In these studies, I have acquired the skill of how to passivate dangling bonds at surfaces. I have also learned how to simulate the adsorption of atoms on a surface, which can be useful in predicting the configuration which a material prefers to stack in.

In summary, while the calculations on Bi$_2$Se$_3$/InP(111) and Bi$_2$Se$_3$/CdSe heterostructures are ongoing, we have found that the topological state hybridizes significantly with the trivial surface states, and we are still analyzing our results for these systems.
CHAPTER 8.

CONCLUSION AND OPEN QUESTIONS

In this dissertation, we studied, using first-principles calculations, the tuning of properties of topological insulators under various effects such as strain, alloying, and interfacing with topologically trivial materials.

In particular, we first set up a comprehensive framework to run ab initio calculations, including the van der Waals interactions, on topological insulators in bulk and surface geometries, and simultaneously obtain the correct structural and electronic properties. We next investigated the tuning of topological phase transitions under strain by varying the \( c/a \) ratio of lattice constants in the 3D topological insulator family of materials, and found that it was primarily the Coulomb repulsion competing with the van der Waals attraction that drove the transitions. The related topological phase transitions arising from disorder were next studied, in which the ground-states of the alloy \((\text{Bi}_{1-x}\text{Sb}_x)\text{Se}_3\) were studied for different compositions \(x\). In ongoing work, the alloys \((\text{Bi}_{1-x}\text{Sb}_x)_2\text{Y}_3\) and \(\text{X}_2\text{(Te}_y\text{Se}_{1-y})_3\) (\(X=\text{Bi}/\text{Sb}, \ Y=\text{Te}/\text{Se}\)) are being studied for different compositions, to gain insight into the effects of disorder and investigate topological transitions in these materials. Other ongoing work includes the study of lattice-matched heterostructures of topological insulators and topologically trivial materials. The results from this thesis can be used to make predictions on tuning the properties of novel setups involving topological insulators.

There are many interesting and open questions that remain, including investigating whether the structural optimization using various types of van der Waals corrections is affected by the different atomic sizes of the Se and Te atoms. In addition, the alloying of Se/Te is more nuanced than that of Bi/Sb, since there are two distinct sublattices on which the substitution can take place. Finally, the hybridization of the topological interfacial state in heterostructures with the trivial surface states leads to a complex band structure, and isolating the topological states will be essential to study various topological properties such as spin-momentum locking and Dirac velocity. These questions will be addressed in future studies.
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