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Abstract

In a world of continuously advancing technology, the reliance on these technologies continues to increase. Recently, transformer networks [22] have been implemented through various projects such as ChatGPT. These networks are extremely computationally demanding and require cutting-edge hardware to explore. However, with the growing increase and popularity of these neural networks, a question of reliability and resilience comes about, especially as the dependency and research on these networks grow. Given the computational demand of transformer networks, we investigate the resilience of the weights and biases of the predecessor of these networks, i.e. the Long Short-Term (LSTM) neural network, through four implementations of the original LSTM network. Based on the observations made through fault injection of these networks, we propose an effective means of fault mitigation through Hamming encoding of selected weights and biases in a given network and lay the groundwork for similar mitigation methods with transformers.
Chapter 1. Introduction

Wanting to explore the resilience of LSTM networks, we developed four different models with various architectures. All developed models were constructed for the task of binary sentiment analysis. By introducing various numbers of errors under different conditions, we were able to determine areas of susceptibility that lead to decreases in each model’s accuracy with respect to the weights and biases. Based on these findings, we developed a means of mitigating the errors by encoding the most susceptible bits of the weights and biases. In an effort to reduce computation costs, we also only selected specific sets of these weights and biases to encode based on their susceptibility. Implementing our method into each network, we compared and proved the effectiveness of our fault mitigation method for improving the resilience of LSTM networks.
Chapter 2. Theoretical Framework

2.1. Background

2.1.1. Neural Networks

As research into artificial intelligence (AI) continues to advance, various systems have come to rely on machine learning in various different mechanical, electrical, and computerized systems. As the name implies, machine learning can be described as the ability of a machine to adapt to environments and situations without the need for explicit instructions or programming. Furthermore, a subset of machine learning is deep learning which more closely aligns with AI. Despite the various high-level definitions of deep learning, [6] identifies two main key aspects amongst them: (1) models consisting of multiple layers or stages of nonlinear information processing; and (2) methods for supervised or unsupervised learning of feature representation at successively higher, more abstract layers. The first aspect describes the typical structure of deep learning structures known as neural networks. As noted by the second point, these networks are tasked with learning sets of information, as known as features, by processing them through each layer of the neural network.

Expanding upon the architecture of neural networks, each typically consists of neurons organized into layers. A neuron can be defined as an individual, minimal mathematical function. Each neuron usually consists of a set of weighted inputs to be summed before being passed to a non-linear activation function. This activation function serves as a threshold function to determine if a neuron’s output should be active or not. Additionally, individual layers of a neural network can possess a bias to influence the weighted inputs.
Figure 2.1. shows an example of a typical neuron.

With regards to the architecture of a neural network, the first layer is called the **input layer** and contains a set of input neurons. The last layer of a neural network is called the **output layer** and consists of any given number of output neurons depending on the architecture of the network. Neural networks can have any amount of layers between the input and output layers, all of which are known as **hidden layers**. To connect each layer, the neurons within each are connected to the previous layer’s neurons. If all the neurons of a given layer are connected to all of the neurons of the previous layer, the layer in question is considered **fully connected**. If a network consists of only fully-connected layers, it is called a multi-layer perceptron; this type of network can be seen in Figure 2.2.. The network depicted in the figure can also be described as **feedforward** since data flows from the
input layers, through the hidden layers, and out the output layer directly [18].

![Diagram of a neural network with input layers, hidden layers, and output layers.]

Figure 2.2. Depiction of Perceptron with 2 Inputs and 3 Outputs

To calculate the weights and biases of a neural network, it must undergo a process known as *training*. When a neural network is first created, its weights and biases are initialized randomly. During the training process, the neural network iteratively adjusts these random values through a process known as *back-propagation* [20]. This process minimizes the error between predictions and the actual target values using a combination of forward and backward passes through the network. Once the weights have been adjusted, the model can be deployed and undergo *inference*, where prediction can be made on relevant data or samples.
2.1.2. Recurrent Neural Network (RNN)

RNNs are one of the most common types of deep neural networks due to their versatility in solving problems such as speech recognition, language modeling, image captioning, and many others. Unlike feed-forward neural networks, this type of network contains feedback paths, allowing for information to persist. As seen in Figure 2.3., the output of the hidden layers is cycled back to the same hidden layers for the next iteration, allowing previous information to be utilized.

One of the main appeals of RNNs is their ability to connect previous information to a present task. For instance, consider a language model for predicting the next word based on previous ones. If we are predicting the last word in "wood comes from trees," no further context is needed, as the gap between the relevant information and the predicted word is small, as depicted in Figure 2.4.a. In such cases, RNNs can utilize past informa-
tion due to their usage of persistent information. However, certain cases may require more context. Consider the same language model trying to predict the last word in “I lived in England... I speak fluent English.” The most recent information—i.e. “I speak fluent...”—suggests that the next word is the name of a language. However, to determine which language, the model requires the previous context. Given this circumstance, the gap between relevant information and the predicted word can grow to be very large, as seen in Figure 2.4.b. Furthermore, as the gap grows, RNNs tend to become less efficient in learning to connect information.

2.1.3. Long Short-Term Memory (LSTM)

As a solution to the limited lifespan of RNNs’ memory persistence, Long Short Term Memory networks were developed, being a class of RNN capable of long-term dependencies. Introduced by Hochreiter & Schmidhuber in [12], these networks maintain the versatility of RNNs while also avoiding the long-term dependency problem, explaining their wide use. Like any RNN, LSTM networks form a chain of repeating modules. However, unlike standard RNNs which typically use one neural network layer for the feedback, LSTMs utilize four specific neural network layers to allow their long short-term memory behavior, as seen in Figure 2.5. [19]. Each instance of these four layers, i.e. the LSTM network, is called a cell [12]

With regard to the diagram, each line in the figure carries a vector from the output of one neuron to the input of another. Red circles represent pointwise operations, such as vector addition and vector multiplication, while the yellow boxes represent the learned neural network layers. Merging lines denote concatenation while a forking line denotes a
The core of the LSTMs' functionality lies in the horizontal path, as seen in Figure 2.6.b that runs through the top of the cells and serves as a conveyor belt for information. This “conveyor belt” of information can also be called the cell state. LSTMs are
able to add and remove information from the cell state via structures known as gates [12]. Gates consist of the sigmoid neural network layer and a pointwise multiplication operation. These structures are able to control the cell state by determining whether or not to let information pass through to the cell state.

Given that an LSTM contains four distinct neural network layers, its behavior can
be divided into four main parts. As seen in Figure 2.6.c, the first layer of the LSTM determines what information is going to be filtered out of the cell state. Due to this behavior, this layer is referred to as the “forget gate.” Specifically, the sigmoid layer examines the values of $h_{t-1}$ and $x_t$ and outputs a number between 0 and 1 for every number in cell state $C_{t-1}$. A value of 1 denotes that the information should be kept while a 0 means the information should be forgotten. The output $f_t$ of the “forget gate” can be mathematically represented by equation 2.1. With further simplification, we can see the weights and bias variables that the neural network uses to influence $f_t$ during training; these variables include $W_f$, $U_f$, and $b_f$. This simplification will be performed for all subsequent equations presented within this section.

$$f_t = \sigma(W_f [h_{t-1}, x_t] + b_f)$$
$$= \sigma(W_f x_t + U_f h_{t-1} + b_f)$$

(2.1)

The next process of the neural network decides which new information will be stored in the cell state, as depicted in Figure 2.6.d. This process is divided into two steps. The sigmoid layer will first decide which values to update in the cell state, $i_t$, giving this layer the name the “input gate layer.” Then, the tanh layer will create a vector of potential values, $C'_t$, to be added to the state. Equations 2.2 and 2.3 more formally describe the outputs of this process.

$$i_t = \sigma(W_i [h_{t-1}, x_t] + b_i)$$
$$= \sigma(W_i x_t + U_i h_t + b_i)$$

(2.2)
\[ C'_t = \tanh(W_c [h_{t-1}, x_t] + b_C) \]  
\[ = \tanh(W_c x_t + U_f h_{t-1} + b_C) \]  
\[ (2.3) \]

With the previous outputs \( f_t \), \( i_t \), and \( C'_t \), we can update the old cell state \( C_{t-1} \) to the new cell state \( C_t \). As seen in Figure 2.6.e, we perform a pointwise multiplication on the old state \( C_{t-1} \) with the “forget gate layer output” \( f_t \). This operation will allow the state to forget the values previously decided. The LSTM then adds \( i_t \cdot C'_t \)–the new potential values \( C'_t \) scaled by the amount \( i_t \) to update each value—to the previously computed product, producing the new state \( C_t \). This process can also be described by equation 2.4.

\[ C_t = \sigma(f_t \cdot C_{t-1} + i_t \cdot C'_t) \]  
\[ = \sigma(f_t \cdot C_{t-1} + i_t \cdot C'_t) \]  
\[ (2.4) \]

As a final step, the LSTM determines the information \( h_t \) to output by filtering the new state \( C_t \). As seen in Figure 2.6.f, the sigmoid layer decides the output state \( o_t \), i.e. which values are going to be output. Additionally, the cell state is processed through tanh, bounding the values between -1 and 1. Then, we multiply the tanh output with the sigmoid output to only output the values we previously determined, i.e. the hidden state \( h_t \). This final step can be mathematically described by equations 2.5 and 2.6.

\[ o_t = \sigma(W_o[h_{t-1}, x_t] + b_o) \]  
\[ = \sigma(W_o x_t + U_o h_{t-1} + b_o) \]  
\[ (2.5) \]
\[ h_t = o_t \cdot \tanh(C_t) \]

\[ = o_t \cdot \tanh(C_t) \]

(2.6)

There are many other variations of LSTMs that will not be covered, as they are beyond the scope of this work.

2.2. Fault Injection

2.2.1. Fault Tolerance and Safety

From self-driving cars to usage in nuclear power plants, the gravity of neural networks’ consistent accuracy becomes increasingly important for ensuring the safety of others. Given that neural networks are employed in a variety of environments, they may undergo various conditions, such as high temperatures/altitude zones/vehicles, which make them more susceptible to errors occurring. These types of soft errors can potentially lead to application failures that violate the safety and reliability specifications of a neural network. Although the performance of these networks has been extensively studied, the reliability aspects of their usage are not as well understood [16].

The fault-tolerance of a system is defined as the ability of a system to carry out its task after encountering hardware or software defects [13]. In this study, we focus on hardware faults that can arise from external factors, affecting the hardware of a system. Two major categories of these faults are permanent and transient faults [10]. The former fault typically results from a physical flaw within the hardware such as a short circuit. However, the more common type of fault, i.e. transient faults, can result from high-energy particles, striking electronic devices. An example of a transient fault, also known as a soft error [24], is a Single Event Upset (SEU). These SEUs occur when a bit in a storage ele-
ment becomes flipped to another state. Many studies have been conducted to research and improve the resilience of hardware and software due to these anomalies [2][8][9][14][15].

2.2.2. Single-Precision Floating-Point Number Format

One of the ways numbers can be represented in computer systems is through floating-point format. In this format, numbers consist of a sign, mantissa, exponent, and base. However, in the context of computer systems, the base can be assumed to be 2. Therefore, a sign, mantissa, and exponent are the only components needed to represent floating-point numbers in computer systems. The technical standard for floating point arithmetic and representation is known as IEEE-754. Specifically, we will be working exclusively with the single-precision floating-point format shown in Figure 2.7. The sign, mantissa, and exponent have 1, 23, and 8 bits, respectively. This format will play an important role, as we will be randomly flipping the bits of this format.

![IEEE-754 Single-Precision Floating-Point Format](image)

Figure 2.7. IEEE-754 Single-Precision Floating-Point Format

2.3. Related Work

2.3.1. Single Event Upsets (SEUs) and Deep Neural Networks

Within [23], various observations and remedies regarding the fault tolerance of neural networks were made. Specifically, the work explores the effects of faults on deep neural networks, using ResNet56 for all experiments. Many of their conclusions align with the same finding of this work, such as the location of most significant susceptibility being
the exponent segment of a single-precision floating-point format neural network weight. In addition to multiple findings, they propose triple modular redundancy (TMR) and error-correcting code as potential solutions to combat transient faults. Specifically, the paper suggests hamming code. However, utilizing such code would require more bits. As seen in our work, this may potentially be more harmful than helpful. However, based on the counterpart suggestion of the paper, we developed a type of fault-mitigation and weight-recovery method for our neural network.

2.3.2. The Impact of Faults on DNNs: A Case Study

Similar to our work, Malekzadeh et al (2021) explored the fault injection (FI) resilience of LeNet$_5$–a convolutional neural network–with methods similar to ours in [18]. Specifically, this author tested the effects of faults within each layer and developed architectural methods to mitigate the faults within the network. A potential solution of the work was the utilization of the sigmoid activation function to limit the range of output values. Given that our study focuses on LSTMs, these networks already natively make use of this activation function. Therefore, an alternative method of fault protection can still be explored. Additionally, wanting to expand on this work, we have chosen to increase the number of injections performed and similar solutions to potentially mitigate fault impact on LSTM networks. With this work in mind, we are hoping to observe some similarities between the two to generalize the effects of FI on neural networks as a whole.

2.3.3. Ranger: A Low-cost Fault Corrector

In an effort to reduce the impact of faults in output layers of neural networks, [3] proposes a range restriction method applied to all outputs of a layer. This method
of mitigation is low-cost and has been tested with various convolutional neural networks (CNNs)—namely AlexNet and NVIDIA Dave among others. By bounding outputs to a specific range, Chen et al (2021) avoids the potential “explosion” of output values when SEUs occur in the exponent bit field. Such a method has proven to work well with layer outputs but has not been implemented with the weights or biases of networks.
Chapter 3. Design & Implementation

By utilizing the error-correcting capabilities of Hamming code, we are able to harden LSTM neural networks' weights and biases, making them more resilient to SEUs of varying amounts. As further explored in this study, LSTMs show various patterns in their areas of susceptibility. By observing these common characteristics, we are able to selectively harden these training parameters, minimizing the computation needed. Our implementation of Hamming code as a mitigation method for LSTM models is depicted in Figure 3.1.

3.1. Experiment Design

3.1.1. Deep Neural Network

For the work conducted in this study, we constructed four different LSTM networks with different architectures for binary sentiment analysis with two backend frameworks, Tensorflow and Keras. Given the purpose of this neural network, all neural networks use an embedding layer as the input layer, as this will allow for the text passed to the net-
Figure 3.2. LSTM Model Architectures Used for Sentiment Analysis
Figure 3.2. (cont’d) LSTM Model Architectures Used for Sentiment Analysis
work to be interpretable. This layer only consists of a single matrix of weights. For all remaining layers, save for the last layer, the architecture of each network varies. In order to cover different variations, we decided to use a single LSTM, stacked LSTMs, a bidirectional LSTM, and stacked bidirectional LSTMs for each network, respectively. As seen in Figure 3.2., the latter pair of networks will allow us to study the behavior of deeper LSTM networks with regard to faults. Additionally, the use of stacked and bidirectional LSTMs increases the overall number of weight matrices. The LSTMs are implemented via Keras’s API, as they are based on the original implementation of LSTMs [12]. Lastly, all architectures contain a simple dense feed-forward layer used to output our predicted positive or negative sentiment. This layer only contains 1 matrix of weights.

3.1.2. Data Set

The data set used for training and testing with the LSTM neural networks is Stanford’s Large Movie Review Data Set [17]. This data set provides 50000 highly polar movie reviews with 25000 for training and 25000 for testing. Given that this data set is intended for binary sentiment classification of movie reviews, it consists of two different classes: “positive” and “negative”. This data set can be freely obtained online and is commonly used due to its large volume of data when compared to other benchmark data sets.

3.1.3. Deep Learning Framework

Implementing the LSTMs, training, testing, and preprocessing of the data set is all done with the Tensorflow [1] and Keras frameworks. This open-source framework contains all the necessary components for creating and analyzing LSTM neural networks. All parameters of each layer, such as the weights, are in single-precision floating point format.
3.1.4. Fault Model

For our fault model, we assume that the training process is fault-free. For randomly selected weights and biases from each layer, we perform random bit-flips and observe the network's final output. This process is based on other FI methods used in prior work within this area [3][4][5][16][21].

An important aspect to note is that we consider only single-event upsets (SEUs) that would not lead to obvious failures such as a system crash. We will only consider faults that result in SDC (silent data corruption). Furthermore, this fault model simulates the SEUs or bit-flip faults which can occur in data stored within the memory of a system.

As previously mentioned, the data to be flipped consists of the weights' and biases' bits in the networks. An example of this process can be seen in Figure 3.3., where the fourth most significant bit of a given weight is flipped. An important aspect of these weights is that they are in FP32 format. Specifically, the figure depicts the original value increasing by a factor of approximately 4 billion, showing the drastic changes that can result from a single bit-flip.

![Figure 3.3. Bit-Flip on Weight in Single-Precision Floating Point Format](image)

This model for FI chooses the layer, weights/biases, and bit for random injection.
In this way, we can effectively simulate the occurrence of bit-flip faults that could potentially affect a neural network in a given system.

Based on the model described above, we can evaluate the accuracy of the models before and after the FIs to determine the effects of specific injections or groups of injections. All FIs will occur during inference time, meaning that all weights and biases will already be set within the network. Given that we have saved the model to storage and will be loading it into memory, all injections performed on the LSTM networks will only affect the copy of the network in memory. Therefore, we can easily perform experiments on individual faults or groups of faults without needing to worry about past injections affecting the network in storage.

3.1.5. Fault Injection Framework

Interfaces

TensorFI 2 [5] is a fault injector for TensorFlow 2 applications written in Python. This injector makes use of the Keras Model APIs to inject static faults in the layer states and dynamic faults in the layer outputs; however, we will focus on injection into the layer states only. In order to utilize this fault injector, it must be imported into the Python file that contains the model to inject. Since TensorFI 2 is based on Tensorflow and Python, the model that is being evaluated must also be based on these technologies. Given that this injector only performs injection, any output files, data, and evaluation will be implemented by us in the Python file. In addition to this flexible output framework, the fault injector is configurable with YAML and command line arguments.

As shown in Figure 3.4.a, within the YAML file, we can specify whether we want
to inject into the layer states or outputs depending on the value of “Target”. “Mode” will
dictate whether or not we inject into a single or multiple randomly selected layers of the
model. “Type” can have a value of “zeros,” “random,” or “bit-flips” which will specify
which type of values to inject as faults. Depending on the value of the previous parameter,
the “amount” parameter will specify the number of faults per injection. Lastly, “bit” can
be used to inject a specific bit; however, if set to “N,” a random bit will be selected for
each injection.

Similarly, as seen in Figure 3.4.b, four command line arguments are passed to the
Python script which contains the model to be injected. The first argument simply passes
the location of the configuration YAML to the injector called in the Python file for the
model. Additionally, the second argument passes the location of the directory to write any
output files. In our case, we will be outputting various CSV files which will contain the
error produced from each injection. The third argument specifies the number of injections
to perform. Lastly, the fourth argument passes the number of samples used to evaluate the
original and faulty models. These samples can be taken from any set of data, depending
on what the developer chooses to pass to the injector. In our case, we will utilize the test
set from Stanford’s Large Movie Review Data Set as the source of all samples.

Although TensorFI 2 provides the tool for FI, users must still develop a method to
utilize it and extract data from the injected model.

Functionality

TensorFI 2 performs fault injection based on the configuration parameters set in
the YAML and command line arguments. In our case, the fault injector will randomly se-
<table>
<thead>
<tr>
<th>Target: layer_states</th>
<th>Type of Injection (&quot;layer_states&quot; or &quot;layer_outputs&quot;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode: single</td>
<td>Injection Mode (&quot;single&quot; or &quot;multiple&quot;)</td>
</tr>
<tr>
<td>Type: bitflips</td>
<td>Type of Faults to Inject (&quot;zeros&quot;, &quot;random&quot;, or &quot;bitflips&quot;)</td>
</tr>
<tr>
<td>Amount: 1</td>
<td>Amount of Faults per Injection (Exact Number or Percentage)</td>
</tr>
<tr>
<td>Bit: N</td>
<td>Bit to Inject (Number from 31 to 0 or &quot;N&quot;)</td>
</tr>
</tbody>
</table>

(a) YAML Configuration Parameters

```
python nn-mnist.py confFiles/sample.yaml result/ 1 10
```

(b) Command for Running Fault Injector with 1 Fault Injection for 10 Different Samples

Figure 3.4. Fault Injection Configuration Options for TensorFI 2

Select a set of weights or biases in a given layer, an element within the layer (i.e. a weight), and a bit of the element to inject with a fault. For our work, all weights are assumed to be in single-precision floating point format; therefore, the randomly selected bit position will be between 31 and 0. In the case of multiple-layer injections, every set of weights and biases along with bit positions will be selected for a given injection. For both single-layer and multiple-layer injections, the number of faults per injection into the sets of weights and biases can be adjusted.

Although TensorFI 2 performs fault injection, users must still perform two preprocessing steps: 1) loading and splitting the data set and 2) loading and compiling the saved
model. Once these steps are completed users can design their own method for performing FI around TensorFI 2. Figure A.1. in the Appendix depicts the in-depth pseudocode of our method of FI analysis based on TensorFI 2. Our method consists of two rounds of inferencing in order to calculate the error present within the model after injection based on samples from the test set.

During the first round of inferencing, we pass a single sample from the test set to the original model. Given that we are only passing a single sample, we know that the accuracy must be either 0 or 100 percent. Therefore, since we only want to measure the negative impact of FIs on the model, this first round of inferencing is used for filtering out instances of classification of samples within the test set. Although a FI could potentially increase the performance of a model, this fact is beyond the scope of this work.

Between each round of inferencing, we call the injector to inject the model with faults based on the parameters previously read. Details regarding the criteria and injection process used in this work are detailed in the next section.

With the model injected with faults, the second round of inferencing is performed with the filtered test set. By comparing the results of each round of inferencing, we can determine if the FI impacts the accuracy of the model. Using the following equation

\[
\text{Inaccuracy of Faulty Model} = \frac{\text{Samples Misclassified by Faulty Model}}{\text{Samples Correctly Classified by the Original Model}} \quad (3.1)
\]

we calculate a score of inaccuracy (also known as error) now present within the model. This score will be saved for each pair of inferencing rounds via an exported CSV file. With a simple bash script, these CSV files can be compiled into a singular CSV file with the error produced from each individual injection.
Modifications

Despite the utility of this fault injector, we made a few modifications to it to better suit the needs of this study. In order to better locate each instance of FI and its effects, we implemented a logger into the injector. This logger generates LOG files that contain information regarding the values within the injected layer(s) before and after injection, as seen in the Appendix in Figure A.2. This information can allow us to better see susceptibility in terms of the network’s architecture, such as layers, elements, or bits more prone to SDC. With the assistance of a few simple bash scripts, information from these LOG files can easily be compiled into a single CSV file that specifies relevant data. Additionally, instead of calculating an SDC rate with a limited number of samples, we allowed the fault injector to test the faulty model with the entire test set. This allowed us to collect the accuracies of the faulty models based on the entire test set to better compare them to the original models’.

3.2. Experiments

3.2.1. Hardware & Software Specifications

The hardware used to run experiments consists of a Ryzen 5950X 16-core CPU, 64GBs of 3600MHz RAM, and the Windows 10 operating system. For GPU-based parallelization, the local machine’s NVIDIA RTX 3090 GPU will be used. Additionally, TensorFlow 2.11.0 was utilized in conjunction Keras 2.11.0.

3.2.2. Experiment 1

As previously mentioned in this work, our goal of this study is to discover the susceptibility of LSTMs and develop a means of increasing their fault tolerance. Therefore, in
an effort to better understand these networks, we used 4 LSTM neural network architectures commonly used for sentiment analysis and injected each with faults, measuring their post-injection performance. Specifically, we individually inject each set of weights and biases in each layer, analyzing the effects of faults for each set. The weights and biases from each set are randomly chosen. For our study, we chose to perform 100 fault injections for each set of weights and biases in each layer. We repeated this process for 1, 10, and 20 fault injections. Once the injections were performed, we measured the accuracy of the injected model based on the 25000 sample test set. Given our weight-set approach for injection, we are able to identify both sets of weights/biases and layers of the network which are most susceptible to SEUs. Furthermore, variation in the number of faults allows us to stress-test the resilience of the network, further highlighting susceptible weight/bias sets and layers.

To continue this investigation, we also looked into the effects of injecting specific sections of the FP32 format. We chose to limit the bit-field to be injected into (i.e. the sign, exponent, and mantissa) for individual experiments while maintaining the previous parameters. This analysis will allow us to have more insight into the bits which need to be hardened within specific weight sets and layers.

3.2.3. Experiment 2

Based on our previous experiment, we developed a method to potentially improve the resilience of LSTMs. Furthermore, we made alterations to each of the LSTM models to implement this proposed method. Therefore, to measure the effectiveness of our changes, we performed 1, 10, and 20 fault injections into the most susceptible weight sets.
However, we chose to repeat injections into only all the bits of each weight and the bit-field which resulted in the most SDC. Given that these modifications may result in additional computation, we measured the execution time of each model on the testing set. By hardening the models based on the previous experiments, and comparing their performance to the original models, we hope to introduce a potentially low-cost, solution for hardening the weights of these neural network models.
Chapter 4. Results & Analysis

4.1. Training Results

The LSTM models were trained on Stanford’s Large Movie Review Data Set with the Adam optimizer and a learning rate of 0.001 with a batch size of 128. Tensorflow and Keras were the only packages used to perform data preprocessing and loading along with building and training the LSTM models. The accuracies of the models after training each for 5 epochs can be seen in Table 4.1..

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>87.10</td>
</tr>
<tr>
<td>Stacked LSTM</td>
<td>86.73</td>
</tr>
<tr>
<td>Bidirectional LSTM</td>
<td>86.89</td>
</tr>
<tr>
<td>Stacked Bidirectional LSTM</td>
<td>87.81</td>
</tr>
</tbody>
</table>

4.2. Statistics of Network Parameters

Given that we will be looking at the weights and layers of multiple neural networks, it is important to know the number of weights and biases within each layer. Table 4.2. details the different sets of weights and biases and each model’s respective layers.

In addition to the number of nodes, knowing the fault percentage—which indicates the ratio between the number of faulty weights and the total number of weights—can give a better perspective on the number of faults present in a given layer [18]. Table 4.3. details these fault percentages for different numbers of weights in the LSTM models. Given that some latter weight sets possess smaller numbers of weights, one may expect these to be the most impacted by FI.

Given that the faults will be injected into trained weights, observing the distribu-
Table 4.2. Distribution of Weights and Biases in Each LSTM Model

<table>
<thead>
<tr>
<th>Layer</th>
<th>Weights/Biases</th>
<th>Number of Weights/Biases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Embedding</td>
<td>Kernel Weights</td>
<td>75000</td>
</tr>
<tr>
<td>LSTM</td>
<td>Kernel Weights</td>
<td>600</td>
</tr>
<tr>
<td></td>
<td>Recurrent Kernel Weights</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td>Biases</td>
<td>40</td>
</tr>
<tr>
<td>Dense</td>
<td>Kernel Weights</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Biases</td>
<td>1</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td><strong>76,051</strong></td>
</tr>
</tbody>
</table>

(a) Single LSTM Layer

<table>
<thead>
<tr>
<th>Layer</th>
<th>Weights/Biases</th>
<th>Number of Weights/Biases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Embedding</td>
<td>Kernel Weights</td>
<td>75000</td>
</tr>
<tr>
<td>LSTM</td>
<td>Kernel Weights</td>
<td>600</td>
</tr>
<tr>
<td></td>
<td>Recurrent Kernel Weights</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td>Biases</td>
<td>40</td>
</tr>
<tr>
<td>LSTM</td>
<td>Kernel Weights</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td>Recurrent Kernel Weights</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td>Biases</td>
<td>40</td>
</tr>
<tr>
<td>Dense</td>
<td>Kernel Weights</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>Biases</td>
<td>1</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td><strong>76,891</strong></td>
</tr>
</tbody>
</table>

(b) Stacked LSTM Layer

tion of these weights before injection can give some insight into why FI might introduce destructive behavior. As shown in Figure 4.1., the weights of the LSTM models are distributed in the range of \([-1.0, 1.0]\) with the majority of weights being between \([-0.50, 0.50]\).

If we consider that the range of FP32 numbers is approximately \(10^{-38}\) to \(10^{+38}\), we can see that, in the context of the LSTM model, this number format greatly exceeds the required range of the model’s weights. As we will see in further analyses, the availability of such a wide range of values can lead to drastic weight changes in the network when
Table 4.2. (cont’d) Number of Weights and Biases in Each Layer within Each LSTM Model

<table>
<thead>
<tr>
<th>Layer</th>
<th>Weights/Biases</th>
<th>Number of Weights/Biases</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Embedding</strong></td>
<td>Kernel Weights</td>
<td>75000</td>
</tr>
<tr>
<td><strong>Forward LSTM</strong></td>
<td>Kernel Weights</td>
<td>600</td>
</tr>
<tr>
<td></td>
<td>Recurrent Kernel Weights</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td>Biases</td>
<td>40</td>
</tr>
<tr>
<td><strong>Backward LSTM</strong></td>
<td>Kernel Weights</td>
<td>600</td>
</tr>
<tr>
<td></td>
<td>Recurrent Kernel Weights</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td>Biases</td>
<td>40</td>
</tr>
<tr>
<td><strong>Dense</strong></td>
<td>Kernel Weights</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Biases</td>
<td>1</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td>77,101</td>
</tr>
</tbody>
</table>

(c) Bidirectional LSTM Layer

<table>
<thead>
<tr>
<th>Layer</th>
<th>Weights/Biases</th>
<th>Number of Weights/Biases</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Embedding</strong></td>
<td>Kernel Weights</td>
<td>75000</td>
</tr>
<tr>
<td><strong>Forward LSTM</strong></td>
<td>Kernel Weights</td>
<td>600</td>
</tr>
<tr>
<td></td>
<td>Recurrent Kernel Weights</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td>Biases</td>
<td>40</td>
</tr>
<tr>
<td><strong>Backward LSTM</strong></td>
<td>Kernel Weights</td>
<td>600</td>
</tr>
<tr>
<td></td>
<td>Recurrent Kernel Weights</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td>Biases</td>
<td>40</td>
</tr>
<tr>
<td><strong>Forward LSTM</strong></td>
<td>Kernel Weights</td>
<td>800</td>
</tr>
<tr>
<td></td>
<td>Recurrent Kernel Weights</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td>Biases</td>
<td>40</td>
</tr>
<tr>
<td><strong>Backward LSTM</strong></td>
<td>Kernel Weights</td>
<td>800</td>
</tr>
<tr>
<td></td>
<td>Recurrent Kernel Weights</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td>Biases</td>
<td>40</td>
</tr>
<tr>
<td><strong>Dense</strong></td>
<td>Kernel Weights</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Biases</td>
<td>1</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td>79,581</td>
</tr>
</tbody>
</table>

(d) Stacked Bidirectional LSTM Layer
faults are introduced.

4.3. Criteria for TensorFI2’s Parameters

As previously mentioned, TensorFI 2 heavily relies on a variety of parameters, making it quite flexible; therefore, we detail the parameters used for all experiments in this work in Table 4.4..

4.4. Experiment 1: Investigation of LSTM Models’ Resilience

4.4.1. Single Event Upset (SEU) Injections Results

As previously mentioned, we measured the resilience of each of the 4 models by injecting SEUs into each weight/bias set of each layer within the networks. We performed
Figure 4.1. Distribution of Trained Weights & Biases of the LSTM Networks

Injection over 100 iterations for each weight/bias set with 1, 10, and 20 SEUs per iteration. Given the vast number of tests performed for each model, we calculated the average accuracy of each 100 iterations for each weight/bias set and compiled the results into Tables 4.5 - 4.8. Note that some tests could not be performed due to the number of weights/biases in certain layers of each network; therefore, values of “N/A” are written in the tables to signify these instances. Additionally, Figures B.1 - B.12 in the Appendix show the individual results of these injections, i.e. where we derived our average accuracies.

Table 4.5. depicts the neural network with only a single LSTM layer. This model is the simplest and least deep of the four. A noticeable observation of this model’s performance under faults is its resilience to them in the first layer, i.e. the embedding layer. Given that this layer possesses the most amount of weight at 75000, there is no surprise
Table 4.4. Configuration Parameters Used with TensorFI2 for First FI Experiment

<table>
<thead>
<tr>
<th>Location</th>
<th>Configuration Parameters</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>YAML File</td>
<td>Target</td>
<td>layer_states</td>
<td>Set whether to inject into the layer states or layer outputs</td>
</tr>
<tr>
<td>YAML File</td>
<td>Mode</td>
<td>single</td>
<td>Determine whether to inject faults into a single or multiple layer(s)</td>
</tr>
<tr>
<td>YAML File</td>
<td>Type</td>
<td>bitflips</td>
<td>Set the type of fault to inject (i.e. zeroes, random, or bitflips)</td>
</tr>
<tr>
<td>YAML File</td>
<td>Amount</td>
<td>1, 10, 20</td>
<td>Set number of faults to inject per injection</td>
</tr>
<tr>
<td>YAML File</td>
<td>Bit</td>
<td>N</td>
<td>Specify bit position to inject (“N” signifies a random position)</td>
</tr>
<tr>
<td>Command Line Argument</td>
<td>“Number of Injections”</td>
<td>100</td>
<td>Determines number of injections to perform</td>
</tr>
<tr>
<td>Command Line Argument</td>
<td>“Number of Samples”</td>
<td>25000</td>
<td>Determines number of samples to test with per injection</td>
</tr>
</tbody>
</table>

that this layer did not see any noticeable changes in its performance when injected with 1, 10 or even 20 SEUs in various bit-fields. This behavior of this specific layer will continue throughout all the models. Therefore, we will not discuss it in subsequent models. Moving onto the LSTM layer’s weights and biases, we noticed that all sets were susceptible to SEUs, especially when they occurred in the exponent bits. As expected, larger amounts of SEUs gave rise to worse accuracies most of the time. Under 20 SEUs in the exponent bit-field, the average accuracy of the biases was 56.45. Similar trends in accuracy drops could also be seen when the range of injectable bits was 0 to 31. It is worth noting that negligible change was observed in the accuracies when the mantissa bit-field was injected. However, for the biases, the sign bit-field appeared to be a susceptible location with higher
Table 4.5. Matrices of the Average Accuracies of Single LSTM Layer Model After 1, 10, and 20 SEUs Over 100 Iterations

<table>
<thead>
<tr>
<th>Injected Bit Field &amp; Number of Injections Performed per Iteration</th>
<th>Injected Layer &amp; Weight/Bias Set</th>
<th>Emb.</th>
<th>LSTM</th>
<th>Dense</th>
</tr>
</thead>
<tbody>
<tr>
<td>All Bits</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>86.98</td>
<td>86.87</td>
<td>86.98</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>87.07</td>
<td>86.25</td>
<td>81.70</td>
</tr>
<tr>
<td>Exponent Bits</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>86.63</td>
<td>84.07</td>
<td>79.77</td>
</tr>
<tr>
<td>Mantissa Bits</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>87.10</td>
<td>86.26</td>
<td>85.21</td>
</tr>
<tr>
<td>Sign Bit</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>86.80</td>
<td>78.36</td>
<td>68.67</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>87.10</td>
<td>87.10</td>
<td>87.10</td>
</tr>
</tbody>
</table>

amounts of SEUs (i.e. 10 and 20 in this case). Based on these observations, the LSTM layer’s biases appear to be the most susceptible of these three weight sets. If we consider that the LSTM layer possesses only 40 biases, 10 and 20 SEUs in each bias result in fault percentages of 25% and 50%, explaining why faults drastically affect this set. In the final layer of the network, i.e. the dense layer, we observed some instances of SDC similar to the LSTM layer. This layer of the network contains the least amount of weights and biases at 10 and 1, respectively. Therefore, fault percentages of this layer were higher than most
of the other weight/bias sets. In fact, any single SEU in the bias of the dense layer results in a fault percentage of 100%. With this in mind, we can see that the exponent bit field appears to be the only bit field that drastically affected this weight. This same fact can be said for the kernel weights. We did observe the lowest accuracy of all our injection tests on this model at 12.83%. This accuracy occurred for 10 injections in the sign bits. However, just as with the dense layer’s biases, the fault percentage of this particular test is 100% due to the small number of weights. This small number of weights and biases in this layer makes it intrinsically susceptible to SEUs, as each fault incurs a higher effect than in other layers. Considering all the various layers of this network, the LSTM and dense layers are the most susceptible.

The second model used for injection is similar to the previous; however, instead of a single LSTM layer, this network contains two consecutive LSTM layers. Among all the layers of the network, the first LSTM layer, the dense layer and the biases of the second LSTM layer appeared to be the most susceptible to SEUs. Similar to the previous model, both the LSTM layer of the former model and the LSTM layer of this model possessed their lowest accuracies when the SEUs were in the exponent bit-field. Additionally, the biases’ behavior to larger amounts of SEUs in the sign bit-field remains consistent. However, when compared to the first model, this model’s first LSTM layer appears to contain much worse accuracies. Interestingly, the second LSTM layer possessed very little SDC when the kernel weights and recurrent kernel weights were injected. Only the biases of this layer saw any notable change when the exponent bit field was injected with 10 and 20 SEUs. This behavior differs from the first model in that its accuracy, when all the bits were injected in the biases, was much higher. The dense layer seemed to maintain the same behavior that
Table 4.6. Matrices of the Average Accuracies of Stacked LSTM Layers Model After 1, 10, and 20 SEUs Over 100 Iterations

<table>
<thead>
<tr>
<th>Injected Layer &amp; Weight/Bias Set</th>
<th>Emb.</th>
<th>LSTM 1</th>
<th>LSTM 2</th>
<th>Dense</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>KW</td>
<td>KW</td>
<td>RKW</td>
<td>B</td>
</tr>
<tr>
<td>All Bits</td>
<td>1</td>
<td>86.71</td>
<td>86.35</td>
<td>86.11</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>86.69</td>
<td>84.25</td>
<td>82.59</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>86.66</td>
<td>84.52</td>
<td>79.06</td>
</tr>
<tr>
<td>Exponent Bits</td>
<td>1</td>
<td>86.72</td>
<td>85.93</td>
<td>85.37</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>86.48</td>
<td>81.76</td>
<td>73.85</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>86.11</td>
<td>76.98</td>
<td>64.67</td>
</tr>
<tr>
<td>Mantissa Bits</td>
<td>1</td>
<td>86.72</td>
<td>86.72</td>
<td>86.72</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>86.72</td>
<td>86.72</td>
<td>86.72</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>86.73</td>
<td>86.72</td>
<td>86.71</td>
</tr>
<tr>
<td>Sign Bit</td>
<td>1</td>
<td>86.72</td>
<td>86.72</td>
<td>86.47</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>86.72</td>
<td>86.66</td>
<td>84.19</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>86.72</td>
<td>86.62</td>
<td>82.17</td>
</tr>
</tbody>
</table>

it possessed in the previous model due to its small number of weights. For the most part, this model is extremely similar to the previous model in its behavior to SEUs.

The third model consists of a single bidirectional LSTM layer. Bidirectional LSTMs allow information to flow both forward and backward, explaining why the LSTMs are referred to as forward and backward LSTMs layers. Looking at the model’s injection results, they are comparable to the previous model’s results in that the first LSTM layer, i.e. the forward LSTM, and the dense layer appear to be the most affected. Additionally,
most instances of inaccuracy result from injections into the exponent bit-field. Comparing the severity of the third and second model’s results, we can see that both have around the same range of inaccuracies in each layer. Again, biases continue to be the most sensitive to SEUs, especially those in the dense and forward LSTM layers.

The fourth and final model is known as a stacked bidirectional LSTM, combining all the ideas of the previous three models. This network possesses 15 different sets of weights and biases, making it the most complex in our case of testing. Despite the in-
Table 4.8. Matrices of the Average Accuracies of Stacked Bidirectional LSTM Layer Model After 1, 10, and 20 SEUs Over 100 Iterations

<table>
<thead>
<tr>
<th>Injected Layer &amp; Weight/Bias Set</th>
<th>Emb.</th>
<th>Forward LSTM 1</th>
<th>Backward LSTM 1</th>
<th>Forward LSTM 2</th>
<th>Backward LSTM 2</th>
<th>Dense</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>KW</td>
<td>KW</td>
<td>KW</td>
<td>KW</td>
<td>KW</td>
<td>KW</td>
</tr>
<tr>
<td>All Bits</td>
<td>1</td>
<td>87.81</td>
<td>87.81</td>
<td>87.67</td>
<td>86.57</td>
<td>87.81</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>87.78</td>
<td>86.68</td>
<td>83.58</td>
<td>80.33</td>
<td>87.74</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>87.74</td>
<td>85.66</td>
<td>78.38</td>
<td>74.30</td>
<td>87.65</td>
</tr>
<tr>
<td>Exponent Bits</td>
<td>1</td>
<td>87.79</td>
<td>87.36</td>
<td>85.86</td>
<td>84.81</td>
<td>87.73</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>87.51</td>
<td>82.74</td>
<td>75.81</td>
<td>63.38</td>
<td>87.54</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>87.42</td>
<td>79.32</td>
<td>70.54</td>
<td>59.22</td>
<td>87.14</td>
</tr>
<tr>
<td>Mantissa Bits</td>
<td>1</td>
<td>87.81</td>
<td>87.81</td>
<td>87.81</td>
<td>87.73</td>
<td>87.81</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>87.81</td>
<td>87.81</td>
<td>87.81</td>
<td>87.57</td>
<td>87.81</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>87.82</td>
<td>87.82</td>
<td>87.78</td>
<td>87.26</td>
<td>87.82</td>
</tr>
<tr>
<td>Sign Bit</td>
<td>1</td>
<td>87.81</td>
<td>87.82</td>
<td>87.44</td>
<td>86.99</td>
<td>87.81</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>87.81</td>
<td>87.78</td>
<td>84.98</td>
<td>79.20</td>
<td>87.81</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>87.81</td>
<td>87.77</td>
<td>83.02</td>
<td>74.77</td>
<td>87.81</td>
</tr>
</tbody>
</table>

Increased complexity, the network possesses a similar trend in behavior when SEUs are introduced. Specifically, the second forward LSTM layer and the second backward LSTM layer experience minimal SDC, maintaining average accuracies above 80%, except for when 20 SEUs are introduced within the exponent bit field range. We can consider these two layers to be the least susceptible. As we know, the dense layer is inherently susceptible due to its being the output layer with a minimal amount of weight. Turning our attention to the first forward and backward LSTM layers, we observed relatively high resilience in the latter layer, except in the case of biases being injected with multiple SEUs in the ex-
ponent bit-field. Like the other models, the first layer, excluding the embedding layer, is the most susceptible layer, especially when injected in the exponent bit field. Accuracies within the model’s “first” layer appear to be similar when compared to the other three models.

4.4.2. Analysis of SEU Injections

![Graphs of Average Accuracy for SEU Injections](image)
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Figure 4.2. Average Accuracy of Each Bit Position Based on All Single SEU Injections Performed on Each Model

Based on the observations made from the SEU injection experiments, we have noticed that the large number of weights within the embedding layer makes it inherently resilient to our SEU tests. However, the subsequent layer of the embedding layer tends to be
most susceptible to faults within all models. Furthermore, biases generally undergo SDC when SEUs are introduced in the exponent bit field, especially when multiple are introduced. Lastly, since the dense layer contains a small number of weights and acts as the output layer, this layer is extremely sensitive to SEUs and is almost always susceptible to SEUs. More specifically, the dense layer seems to only be majorly affected when multiple faults are introduced in the exponent bit field or when multiple weights or biases experience SEUs in their sign bits. Given that we are performing binary classification, the sensitivity of the sign bits is to be expected, as the sign of the output determines the prediction outcome.

Although we determined that the exponent bit field is a common area of susceptibility, we wanted to look further into which bits specifically lead to the most SDC. Therefore, as seen through Figure 4.6., we looked at the average accuracy of each bit position for each model based on all previous single SEU injections. As expected, we can clearly see that bit positions 23 through 30, i.e. the exponent bit field, yield the most SDC when exposed to SEUs. However, bit 30 notably led to the most drastic decreases in accuracy, being at around 70% to 80% within all models. This behavior of bit 30 can be explained by the extreme change value with respect to the current distribution of weights and biases. As seen in Figure 4.4., flipping bit 30 results in small weights and biases becoming exponentially bigger. Given such a large difference in value, this weight/bias will overtake all others, resulting in SDC.

In addition to exponentially increasing the weights and biases, flipping bit 30 can also potentially result in a value of “Nan.” To be more specific, this value results when all bits of the exponent are set to 1. A value of Not a number (Nan) can be detrimental to
the network because it has no way of being interpreted by the model, leading to its propagation to subsequent layers. As seen by Figure 4.5., this value can occur relatively frequently even with only a single SEU injection into the networks.

Based on the observations made regarding the exponent bit-field, the usage of FP32 for the weights and biases leads to susceptibility. Figure 4.6. shows the distribution of exponent values of all weights and biases in the network. This figure confirms that a majority of the 64 different exponent combinations are not being utilized. Therefore, allowing such a large range of numbers for such a susceptible bit field only increases the chances of
SDC occurring within the network.

Based on the previous fault injection experiments performed, we designed a mitigation method that involves encoding susceptible bits of susceptible sets of weights and biases in each network. Our encoding and decoding is based on hamming codes which allow us to encode the most susceptible part of all FP32 weights and biases, regardless of layer: the exponent bits.
Figure 4.5. Frequency of Each Bit Position Resulting in a “Nan” Value Based on All Single SEU Injections Performed on Each Model

4.5. Experiment 2: Fault Mitigation for LSTM Models

4.5.1. Hamming Code & Fault Mitigation

Parity Bit Calculations

Hamming codes are a nontrivial family of error-correcting codes that can detect and correct errors that may occur during data transmission or storage [11]. Created by Richard Hamming in the 1950s, these codes are linear block codes that are based on parity-check and generator matrices.

To implement these codes, \((p)\) parity bits needed for \(d\) data bits must first be de-
Figure 4.6. Distribution of Exponent Bit Field Value for All Weights & Biases within Each Model

determined to define a code word length. For this task, we use equation 4.1 where $p$ is the number of parity bits, and $b$ is the number of bits in the data.

$$2^p \geq d + p + 1 \quad (4.1)$$

With $p = 3$, we get the most basic form of $(7, 4)$ binary Hamming code. This encoder accepts 4-bit long information and adds 3 parity bits to it, producing 7-bits wide Hamming encoded blocks.

In our case, we wanted to encode the 8 data bits of the exponent bit-field; there-
fore, according to the equation 4.1, we would need 4 parity bits. This encoding would only allow for the correction of a single error in a weight or bias. Another means of encoding would involve splitting the exponent bit field into an upper and lower half, allowing us to encode each 4 data bits with 3 parity bits. This encoding would result in code words of length 7 for each half and a total of 6 parity bits. Additionally, it would allow us to detect a total of two errors in the exponent bit field for a single weight/bias.
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Figure 4.7. Frequency of Different Numbers of SEUs Occurring within the Same Weights (Based on Injections of 10 & 20 SEUs in Exponent Bit Field)

Both methods would suffice; however, we looked at the frequency of multiple SEUs occurring in the same weight based on our previously conducted fault injection experi-
ments. Specifically, we looked at the injections with 10 and 20 SEUs per iteration. Figure 4.7. shows the distribution of different amounts of SEUs occurring in the same weight. Across all the networks, the frequency of 3 or more SEUs occurring in the same weights was significantly smaller than 1 or 2 SEUs in a single weight. Therefore, we decided to divide the weight into two 4-bit halves, as seen in Figure 4.8..

![Figure 4.8. Example of Splitting the Exponent Bit field into Upper and Lower Halves](image)

To calculate the parity bits, the XOR operation is performed on the individual data bits. Equations 4.2 show the parity bit equations that we derived. In these equations, $P_1$, $P_2$, and $P_3$ are the parity bits, and $D_1, D_2, D_3, D_4$ are the data bits.

\[
P_1 = D_1 \oplus D_2 \oplus D_4
\]

\[
P_2 = D_1 \oplus D_3 \oplus D_4
\]

\[
P_2 = D_2 \oplus D_3 \oplus D_4
\]
Hamming Encoding

With the parity bits calculated, data can be encoded into a code word by interleaving the data bits with the parity bits. Assuming that we are using (7, 4) hamming code, a code word may be represented as \([P_1, P_2, D_1, P_3, D_2, D_3, D_4]\). Different variations of this interleaving can be performed and each will result in a different form of encoding with respect to the code words. Ideally, parity bits should be placed at powers of two in the code word to allow for efficient detection and correction of errors. We can begin constructing the generator matrix, which will allow us to encode any 4-bit data according to our hamming code scheme.

In order to derive this matrix, we must represent our data bits as individual matrices. Since we are using (7, 4) Hamming code, we will need four matrices to present each data bit as seen in Figure 4.9. Since our data consists of 4 bits, we need matrices of dimensions 4×1. Each location of a 1 in the matrices represents the data bit position we want to represent.

\[
D_1 = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} \quad D_2 = \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix} \quad D_3 = \begin{pmatrix} 0 \\ 0 \\ 1 \\ 0 \end{pmatrix} \quad D_4 = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix}
\]

Figure 4.9. Matrix Representation of Data Bits

Using these matrix representations, we can now represent each parity bit as an individual matrix to construct the generator matrix. Instead of using the XOR operation, we can replace it with modulo-2 addition and recompute this equation set 4.2 with the data bit matrices to produce the equations in Figure 4.10.

Using the matrices in Figure 4.9. and linear equations set 4.10., the generator ma-
\[
P_1 = \begin{pmatrix} 1 \\ 1 \\ 0 \\ 1 \end{pmatrix} \quad P_2 = \begin{pmatrix} 1 \\ 0 \\ 1 \\ 1 \end{pmatrix} \quad P_3 = \begin{pmatrix} 0 \\ 1 \\ 1 \\ 1 \end{pmatrix}
\]

Figure 4.10. Matrix Representation of Parity Bits

\[
G = \begin{pmatrix}
P_1 & P_2 & D_1 & P_3 & D_2 & D_3 & D_4 \\
1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 1 & 0 & 0 & 1 \\
\end{pmatrix} \quad G = \begin{pmatrix}
D_1 & D_2 & D_3 & D_4 & P_1 & P_2 & P_3 \\
1 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 \\
\end{pmatrix}
\]

(a) Complete Generator Matrix (Non-Systematic) \hspace{2cm} (b) Complete Generator Matrix (Systematic)

\[
g = \begin{pmatrix}
P_1 & P_2 & P_3 \\
1 & 1 & 0 \\
1 & 0 & 1 \\
0 & 1 & 1 \\
1 & 1 & 1 \\
\end{pmatrix}
\]

(c) Sliced Generator Matrix

Figure 4.11. Generator Matrices

trix G can be represented as seen in Figure 4.11.a. This matrix can be used to generate a code word from any 4-bit data via the equation \( c = DG \)– where \( c \) is the code word, \( D \) is the 4-bit data, and \( G \) is the generator matrix. Given that columns \( D_1, D_2, D_3, \) and \( D_4 \) only contain a single 1, we know that the bit values of the code word at these positions will be identical to the value of the data bits. Therefore, as opposed to computing these values via matrix operations, we can simply set these bits in the code word to be constant. With this in mind, we dropped these columns from the generator matrix, as seen in Figure 4.11.c reducing its dimensionality and computation needed with the generator matrix.
The parity check matrix can easily be constructed from the generator matrix. This involves writing the generator matrix in systematic form, i.e. the data bits and parity bit are separated, as seen in Figure 4.11.b. Once in this form, we can extract the submatrix $p$ of parity bits—this matrix is equivalent to that in Figure 4.11.c—and transpose it to result in the matrix $p^T$ seen in Figure 4.12.c. Similar to the generator matrix, we concatenate an identity matrix with a column dimension equal to the number of parity bits to result in the systematic parity check matrix $H$, as seen in Figure 4.12.b. Assuming we used the non-systematic matrix to encode the weights, we must also ensure that the parity matrix $H$ is also in this form. To convert the matrix back to non-systematic form, simply perform elementary matrix operations on the systematic form to result in the matrix depicted in Figure 4.12.a.

Through the equation $s = rH^T$—where $r$ equals the data $d$ plus any error $e$
introduced—we can calculate the syndrome $s$ for any code word encoded from matrix $G$. The syndrome is the calculated value used to detect the presence and location of errors in a received code word. A list of syndromes for matrix $H$ can be seen in Table 4.9. As previously mentioned, placing parity bits at locations that are the power of 2 leads to a more efficient means of error correction. Given that we adhered to this statement, the generated syndromes correspond numerically to the location of the error (assuming the right-most bit is the most significant). Had we not placed our parity bits in this specific configuration, the syndromes would still give the location of the error, but they would not be equal to the bit positions.

Table 4.9. Syndromes of Parity Matrix $H$

<table>
<thead>
<tr>
<th>Syndrome $s = rH^T$</th>
<th>Error Pattern</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>0000000</td>
</tr>
<tr>
<td>001</td>
<td>0001000</td>
</tr>
<tr>
<td>010</td>
<td>0100000</td>
</tr>
<tr>
<td>011</td>
<td>0000010</td>
</tr>
<tr>
<td>100</td>
<td>1000000</td>
</tr>
<tr>
<td>101</td>
<td>0000100</td>
</tr>
<tr>
<td>110</td>
<td>0010000</td>
</tr>
<tr>
<td>111</td>
<td>0000001</td>
</tr>
</tbody>
</table>

Note that if multiple errors occur, the syndrome table will not hold true, as this method of mitigation only works for a single-bit error in a set of four bits. Therefore, we can protect a total of 2 bit-flip errors, assuming they do not occur in the same set of 4 bits.
4.5.2. Fault Mitigation Implementation

To implement (7,4) Hamming code into our models, we first created encoding and decoding functions, as seen in the Appendix in Figures E.1. and E, specifically designed for the 8-bit exponent of FP32 numbers. We chose to only encode this section of bits, as it is the most susceptible to SEUs. Since the addition of these functions to the model invokes extra computation, it is important to only harden the exponent bit field of weights and biases that are susceptible to SEUs. For instance, we noticed that the embedding layer, in our case, was inherently resilient, even with exponent bit field SEUs. Therefore, implementing hamming code on these weights would introduce unnecessary computation.

Figure 4.13. LSTM Model Architectures Used for Sentiment Analysis

Since the initial accuracy of every model was approximately 86.5%, we selected sets...
of weights and biases that produced an average accuracy of less than 80% when injected with 20 SEUs in the exponent bit field (See Figures 4.5. - 4.8.). We selected this specific testing case as it represented the worst-case scenario. The layers that we chose to harden for each network can be seen highlighted in green within Figure 4.13.

Table 4.10. Process of Encoding Weights of LSTM Network $H$
To implement the encoding, simply load the original weights from a saved weights file into the model or retrieve the weights directly after training the model, select which sets of weights to encode, pass them to the encoder function, and save the resulting weights back into the model and, then, into a weights file. This will allow us to possess a weights file that contains Hamming-encoded weights that can be loaded at any time by the LSTM model. This process can be seen more clearly in Figure 4.10.

![Figure 4.14. Arrangement of Data and Parity Bits for Hamming Encoding](image)

As previously mentioned, we chose to encode the exponent bit field of susceptible weights and biases, as SEUs in this section of bits lead to SDC consistently. Since we are encoding two separate sets of 4-bit data with (7, 4) Hamming code, we will have a total of 6 parity bits. In other words, we will have an additional 6 bits for every encoded exponent bit field of a weight. Given that we are using FP32 numbers, we cannot expand the number of bits of these data types. Doing so would require us to use FP64, which would potentially lead to even more issues, as a wider range of values and bits would be available for SDC. Since we already proved that the mantissa was the least affected by changes in the bits, we chose to store each set of 3 parity bits in the least significant bits of each FP32 number, as seen in Figure 4.14.. This systematic arrangement of bits for encoding is handled by the encoder function, as seen in E.1.. Additionally, as shown in Table 4.11.,
this change in the least significant bits of weights and biases of the selected sets had little
to no change in each model’s accuracy.

Table 4.11. Accuracies of the Original and Modified LSTM Networks

<table>
<thead>
<tr>
<th>Model</th>
<th>Original Accuracy (%)</th>
<th>New Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>87.09999918937683</td>
<td>87.09999918937683</td>
</tr>
<tr>
<td>Stacked LSTM</td>
<td>86.72800064086914</td>
<td>86.72800064086914</td>
</tr>
<tr>
<td>Bidirectional LSTM</td>
<td>86.88799738883972</td>
<td>86.88799738883972</td>
</tr>
<tr>
<td>Stacked Bidirectional LSTM</td>
<td>87.8159998474121</td>
<td>87.81200051307678</td>
</tr>
</tbody>
</table>

Since the models were not trained on encoded weights, we must decode them to
their original values. To do so, we modified the selected layers for hardening and wrapped
instances of memory accesses to weights and biases with the “K.in_train_phase()” func-
tion. This specific function allows layers to behave differently during training and infer-
encing. This behavior is important to ensure that our method works for both untrained
and trained models. Its functionality is similar to an if-else statement where the condition
is determined by the model’s deployment state. For the training state, we had the model
utilize unencoded weights, allowing it to develop trained values for prediction. Assuming
that we encode the weights after this training, the weights passed to the network will not
be set to their trained values. Therefore, for the inference state, we have the model call
our decoding function (hamming_decode_weights) on the passed encoded weights to restore
them to their original, trained values. The changes and differences in the code can be seen
in Figure 4.15..

In the event that 2 or fewer SEUs occur in the exponent bit field of the encoded
weights during inference—assume that pairs of SEUs do not occur in the same 4-bit halves–
our decoding function will restore the originally trained values to be used within the
model. However, if 3 or more SEUs occur in the model, the decoder function will not be able to detect or correct any errors. Therefore, the error will propagate through the network. These cases of decoding can be seen in Figure 4.16.

All matrix operations for this implementation were done through Keras and Tensorflow APIs to ensure that any Keras/Tensorflow-based model could utilize our mitigation methods without potential dependency issues. Additionally, this implementation does not require any retraining of the models. For untrained models, users must simply implement the decoder in the layers they want to harden, wrap selected weights and biases with the function, train the model, and encode the weights, saving it to a weights file. Simi-
Figure 4.16. Decoder Behavior Under Various Number of SEUs (Assuming Pairs of SEUs Do Not Occur in the Same 4-Bit Halves of the Exponent Section)

Similarly, for trained models, users will proceed through the same steps, except will not need to train the model. In both cases, as shown in Figure 4.17., the models can then load the encoded weights file and be deployed with increased resilience.

Figure 4.17. Process of Using Encoded Weights with LSTM Model

4.5.3. Mitigation Results & Analysis

To maintain consistency in testing, we maintained injecting SEUs in sets of 1, 10, and 20 for 100 iterations for each layer. However, since we only hardened specific sets of weights and biases within the network, we only performed injection tests on the sets with our mitigation method implemented. Furthermore, given that we only hardened the expo-
nent bit field of the weights and biases, we performed injection into only the exponent for our bit field tests. In addition to this set of injections, we also continued to inject all the bits to verify that layers that have our decoding method do not affect the overall performance of the model even when they are not the ones experiencing errors.

Table 4.12. Matrices of the Average Accuracies of Single LSTM Layer Model’s Susceptible Weight/Bias Sets After 1, 10, and 20 SEUs Over 100 Iterations

| Injected Bit Field & Number of Injections Performed per Iteration | Injected Layer & Weight/Bias Set | LSTM 1 | Dense |
| --- | --- | --- | --- | --- | --- | --- |
| | | KW | RKW | B | B |
| Exponent Bits | 1 | 87.10 | 87.10 | 86.97 | 87.10 |
| | 10 | 87.10 | 86.99 | 86.29 | 74.48 |
| | 20 | 86.97 | 86.85 | 84.00 | 63.34 |
| All Bits | 1 | 87.10 | 87.10 | 87.10 | 87.10 |
| | 10 | 87.10 | 87.08 | 85.20 | N/A |
| | 20 | 86.82 | 86.40 | 77.27 | N/A |

Focusing on the single LSTM layer model’s results seen in Table 4.12., we noticed improvements in the accuracy of up to 20% in the LSTM layer. More specifically, for almost all exponent injection tests, the accuracy did not fall below 85%. The only exception to this fact was in the case of 20 SEUs occurring in the biases of the LSTM layer. This result is most likely due to the high fault percentage of 50% for the biases in the LSTM
layer caused by 20 SEUs. Similarly, the injections into all the bits of the weights and biases only produced two instances of the accuracy being less than 82%. Both of these instances occurred when multiple bits of the dense layer’s bias were flipped. Given that the bias is only a single number, any injection into this weight results in a fault percentage of 100%. Therefore, hardening such a weight with our mitigation method may not be feasible. Overall, these results show a massive improvement over the counterpart results of the original first model which was littered with accuracies lower than 75%. Additionally, we see small general improvements in accuracy for almost all tests.

Table 4.13. Matricies of the Average Accuracies of Stacked LSTM Layers Model’s Susceptible Weight/Bias Sets After 1, 10, and 20 SEUs Over 100 Iterations

<table>
<thead>
<tr>
<th>Injected Layer &amp; Weight/Bias Set</th>
<th>LSTM 1</th>
<th>LSTM 2</th>
<th>Dense</th>
</tr>
</thead>
<tbody>
<tr>
<td>K W</td>
<td>86.72</td>
<td>86.70</td>
<td>86.71</td>
</tr>
<tr>
<td>R K W</td>
<td>86.72</td>
<td>86.63</td>
<td>85.94</td>
</tr>
<tr>
<td>B</td>
<td>86.71</td>
<td>86.58</td>
<td>83.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The results of the modified stacked LSTM model are almost the same as the previous model’s. However, one noticeable improvement is the results of the second LSTM
layer being injected with SEUs. In the original second model, the second LSTM layer experienced a large decrease in performance in its biases. With mitigation, the rate of SDC is almost completely eliminated from this bias set, as the accuracy of it is maintained at a steady 86% for all injection tests. Aside from this difference, the results of this model are consistent with the previous model’s instances of poor accuracy and overall improved performance over the original model.

Table 4.14. Matrices of the Average Accuracies of Bidirectional LSTM Layer Model’s Susceptible Weight/Bias Sets After 1, 10, and 20 SEUs Over 100 Iterations

<table>
<thead>
<tr>
<th>Injected Layer &amp; Weight/Bias Set</th>
<th>Forward LSTM 1</th>
<th>Backward LSTM 1</th>
<th>Dense</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>KW</td>
<td>RKW</td>
<td>B</td>
</tr>
<tr>
<td>All Bits</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>86.88</td>
<td>86.87</td>
<td>86.68</td>
</tr>
<tr>
<td>10</td>
<td>86.88</td>
<td>86.30</td>
<td>85.72</td>
</tr>
<tr>
<td>20</td>
<td>86.88</td>
<td>86.54</td>
<td>82.47</td>
</tr>
<tr>
<td>Exponent Bits</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>86.88</td>
<td>86.88</td>
<td>86.88</td>
</tr>
<tr>
<td>10</td>
<td>86.60</td>
<td>86.76</td>
<td>83.30</td>
</tr>
<tr>
<td>20</td>
<td>86.87</td>
<td>86.39</td>
<td>75.17</td>
</tr>
</tbody>
</table>

Just as with the other models, the accuracies for the bidirectional LSTM model in Table 4.12. were generally higher for almost every test. As mentioned before, the dense layer’s bias continues to be a weak point due to the minimum number of biases present
in the layer. In line with the previous model’s results, the accuracy of a single SEU being introduced in the exponent bit field has been improved and has risen near the highest attainable accuracy. However, multiple injections in any of the bias’s bits still reduce the accuracy tremendously. However, the hardening of the dense layer’s kernel weights resulted in significant improvements over the original model. Specifically, for 10 SEUs in the exponent, the accuracy has risen from 70.15% to 85.56%. Under 20 SEUs, the kernel weights also experience improvement, but the accuracy is still relatively poor. For the remaining two layers, their improvements in accuracy and areas of low accuracy are identical. In other words, the first LSTM layer’s results of the stacked LSTM model correspond to the forward LSTM’s results. Likewise, the results of the second LSTM layer’s biases of the stacked LSTM model correspond to the first backward LSTM layer’s. Given that these two layers are so architecturally similar, the parallelism of their results is to be expected. Based on this observation, the results of this model continue to show the improved resilience of LSTM networks when introducing our mitigation method.

Continuing the pattern of improvement, the fourth LSTM model showed the best performance in maintaining accuracies of over 85.64 and 84.5 for tests with all bits and the exponent bit field, respectively (See Figure 4.13.). The only exception to this fact is the areas of susceptibility previously mentioned in the other networks. Looking at the biases of the various layers we encoded, we were able to maintain accuracies higher than 86% for all tests. This is a huge improvement over the original stacked bidirectional LSTM model. All of the results for each individual injection test with corresponding models can be more clearly seen in Appendix Figures D.1. - D.4..

Looking at the areas of poor accuracy for all models, the biases of the subsequent
Table 4.15. Matrices of the Average Accuracies of Stacked Bidirectional LSTM Layer Model’s Susceptible Weight/Bias Sets After 1, 10, and 20 SEUs Over 100 Iterations

<table>
<thead>
<tr>
<th>Injected Layer &amp; Weight/Bias Set</th>
<th>Forward LSTM 1</th>
<th>Backward LSTM 1</th>
<th>Forward LSTM 2</th>
<th>Backward LSTM 2</th>
<th>Dense</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>KW</td>
<td>RKW</td>
<td>B</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>All Bits</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>87.81</td>
<td>87.81</td>
<td>87.77</td>
<td>87.81</td>
<td>87.81</td>
</tr>
<tr>
<td>10</td>
<td>87.81</td>
<td>87.69</td>
<td>86.26</td>
<td>87.80</td>
<td>87.43</td>
</tr>
<tr>
<td>20</td>
<td>87.73</td>
<td>87.22</td>
<td>85.64</td>
<td>87.32</td>
<td>87.79</td>
</tr>
<tr>
<td>Exponent Bits</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>87.81</td>
<td>87.81</td>
<td>87.78</td>
<td>87.81</td>
<td>87.81</td>
</tr>
<tr>
<td>10</td>
<td>87.78</td>
<td>87.51</td>
<td>84.52</td>
<td>87.37</td>
<td>87.81</td>
</tr>
<tr>
<td>20</td>
<td>87.64</td>
<td>87.44</td>
<td>77.34</td>
<td>86.49</td>
<td>87.64</td>
</tr>
</tbody>
</table>

layer of the embedding layer and the dense layer consistently gain the lowest accuracies with increasing SEUs. Given that this pattern has repeated throughout all models, we can reason that our mitigation method is not effective on sets of weights and biases with small numbers of elements. Therefore, weight and bias set with smaller weights sound not use this method, as it will introduce unnecessary costs.

For all the models, this negative behavior is caused by the increase in the probability of multiple SEUs occurring in either the upper or lower half of the exponent bit field. In fact, based on the multi-SEU injections performed on the modified networks, we were able to see the impact of multiple SEUs being introduced in either the upper or lower half of the exponent bit-field (See Figure 4.18.).

Despite this poor performance in the worst case, we plotted the frequency at which these multiple SEUs occurred in the upper and lower halves of the exponent bit field. As
Figure 4.18. Accuracy of Multiple SEUs Occurring within the Same Weights for the Upper and Lower Bits of the Exponent Bit Field (Based on Injections of 10 & 20 SEUs in Modified Models)

seen in Figure 4.19., the occurrence of two SEUs occurring in either half of the bit field was extremely small in comparison to the frequency of a single SEU. Additionally, there were no occurrences of more than two SEUs in a given half of the exponent bit field. This analysis shows the probability of the worst case occurring, i.e. more than 1 bit-flip per half of the exponent bit field, is extremely low.

As a final analysis of our model, we measured the execution time of the original model against our modified model. This experiment was conducted by having each model compute prediction for the Large Movie Dataset’s test set (25000 samples) for 10 iterations. The times for each iteration were then averaged to give us the values shown in Table 4.16..

Given that we introduced additional computation into the model, we expected to
Figure 4.19. Frequency of Multiple SEUs Occurring within the Same Weights for the Upper and Lower Bits of the Exponent Bit Field (Based on Injections of 10 \& 20 SEUs in Modified Models)

Table 4.16. Average Execution Times Over 10 Iterations of Original and Modified LSTM Models on Large Movie Dataset’s Test Set (25000 Samples)

<table>
<thead>
<tr>
<th>Model</th>
<th>Original Execution Time (sec)</th>
<th>New Execution Time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>4.902</td>
<td>15.824</td>
</tr>
<tr>
<td>Stacked LSTM</td>
<td>8.278</td>
<td>21.666</td>
</tr>
<tr>
<td>Bidirectional LSTM</td>
<td>8.304</td>
<td>26.292</td>
</tr>
<tr>
<td>Stacked Bidirectional LSTM</td>
<td>15.142</td>
<td>35.840</td>
</tr>
</tbody>
</table>

see an increase in the average execution time of the model. Based on the obtained results, we can observe a clear tradeoff between execution time and model resilience. Specifically, our modified models ran anywhere from 2 to 3 times the original execution time. Therefore, when deciding to harden specific weight sets or layers, it is important to consider the use case of the model and the number of elements being hardened, as each incurs a cost.
Chapter 5. Limitations & Future Work

When we initially began this study, we had intended to compare LSTMs to more recent transformer networks such as Bidirectional Encoder Representations from Transformers (BERT)[7]. However, due to hardware limitations, experiments with these architectures could not be performed. However, given that we chose sentiment analysis as the foundation of our models, this study can easily be extended into transformers, as they can also solve perform tasks. In fact, we hope that future research can investigate this mitigation method in the context of other types of models, data sets, and problems.

In addition, although our implementation was done in TensorFlow, we encourage others to implement this methodology in other deep neural network frameworks such as PyTorch. Such an implementation could be compared to ours to measure the overall efficiency of each. Furthermore, future work in this area could lead to a more efficient means of implementing hamming code, leading to lower computation overhead. In fact, a study into determining exact weights and biases within each set could prove to be a solution to massively reducing the overhead of this Hamming mitigation method.

As previously mentioned, this method of mitigation is intended to be used to harden weights and biases of LSTM networks. However, there still exists the threat of faults occurring during computation in the arithmetic logic unit (ALU) or even the output layers; therefore, combining our method with another that accounts for faults in the ALU or output layers could prove to be a method to protect against a wider arrangement of faults. This would also remove the limitation of our method with regard to hardening the output layer, i.e. the dense layer in our case.
Chapter 6. Conclusion

By exploring the resilience of LSTM networks, we discovered that, like many other neural networks, LSTMs share similar susceptibilities to other neural networks due to the usage of FP32. Usage of this data type with neural network models leaves an excessive range for the weights and biases, leading to SEUs having major impacts on the performance of models. Additionally, we also saw that different layers and sets of weights and biases of LSTM networks can have varying susceptibilities. However, a common area of susceptibility was the exponent bit-field of FP32 numbers. Through these discoveries, we were able to use Hamming code with the weights and biases to reduce the rate of SDC within the neural networks, leading to increased accuracies under various testing conditions. Although our implementation of this method incurs a high overhead, we hope that future research can build upon the methodology and combine it with others to improve the overall resilience of neural networks.
Appendix A. Supplemental Figures for Fault Injection Process

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Load, Preprocess, and Split Dataset</td>
</tr>
<tr>
<td>2</td>
<td>Construct Model’s Neural Network Architecture</td>
</tr>
<tr>
<td>3</td>
<td>Load Saved Model</td>
</tr>
<tr>
<td>4</td>
<td>Compile the Model</td>
</tr>
<tr>
<td>5</td>
<td>Set path to YAML config file</td>
</tr>
<tr>
<td>6</td>
<td>Set path to output data directory</td>
</tr>
<tr>
<td>7</td>
<td>Create a CSV file to store data</td>
</tr>
<tr>
<td>8</td>
<td>Get Number of Injections</td>
</tr>
<tr>
<td>9</td>
<td>Get Number of Random Samples</td>
</tr>
<tr>
<td>10</td>
<td>Set offset variable</td>
</tr>
<tr>
<td>11</td>
<td>Get Number of Samples in Test Set</td>
</tr>
<tr>
<td>12</td>
<td>Set Total Error to 0</td>
</tr>
<tr>
<td>13</td>
<td>Create empty array IND to hold samples classified correctly by model</td>
</tr>
<tr>
<td>14</td>
<td>Load the model’s weights</td>
</tr>
<tr>
<td>15</td>
<td>for each Sample in (Random Samples + Offset):</td>
</tr>
<tr>
<td>16</td>
<td>Get the test loss and accuracy with model</td>
</tr>
<tr>
<td>17</td>
<td>if(test accuracy is 100%):</td>
</tr>
<tr>
<td>18</td>
<td>Add to IND</td>
</tr>
<tr>
<td>19</td>
<td>Slice IND to length of (Number of Random Samples)</td>
</tr>
<tr>
<td>20</td>
<td>Set Timer to time fault injection</td>
</tr>
<tr>
<td>21</td>
<td>for each Injection in Number of Injections:</td>
</tr>
<tr>
<td>22</td>
<td>Load the model’s weights</td>
</tr>
<tr>
<td>23</td>
<td>Call TensorFI 2 to perform fault injection</td>
</tr>
<tr>
<td>24</td>
<td>Set Local Error to 0</td>
</tr>
<tr>
<td>25</td>
<td>for each Sample in IND:</td>
</tr>
<tr>
<td>26</td>
<td>Get the test loss and accuracy with model</td>
</tr>
<tr>
<td>27</td>
<td>if(test accuracy is 0%):</td>
</tr>
<tr>
<td>28</td>
<td>Add 1 to the Local Error</td>
</tr>
<tr>
<td>29</td>
<td>Write (Local Error)/(Number of Injections) to CSV</td>
</tr>
<tr>
<td>30</td>
<td>Add Local Error to Total Error</td>
</tr>
<tr>
<td>31</td>
<td>Write (Total Error)/((Number of Injections)*(Number of Samples)) to CSV</td>
</tr>
<tr>
<td>32</td>
<td>Write time taken for Fault Injection based on Timer to CSV</td>
</tr>
</tbody>
</table>

Figure A.1. Pseudocode for Fault Injection Process
Starting fault injection in a random layer

Type of Fault: bit flips
Amount of Faults: 1

Original Layer [0]:

[[ 0.01407452 -0.02264381 0.04336489 ... 0.08614103 0.03903691
-0.03838438]
 [ 0.04831325 -0.02108465 -0.00100701 ... 0.0746794 0.01041782
-0.01459506]
 [-0.0508039 0.04833143 0.01402921 ... -0.0316338 -0.00736912
 0.03181344]]
...
[-0.08966255 0.0074457 -0.02848361 ... 0.01565933 -0.05324383
 0.00379305]
 [ 0.00273432 -0.04053009 -0.01886841 ... 0.09057098 0.03151694
-0.0232784 ]
 [ 0.07806322 0.0476468 0.04622335 ... -0.08002724 0.07562602
-0.03785311]]

Number of Elements in Layer: 75000
Layer Element Indices (#s) to Inject: [2326]
(0) Bit Position in 32-Bit Element #2326 to be Flipped: 17
(0) Original #2326 Value: 0.06409169733524323
(0) Faulty #2326 Value: 0.06311513483524323

Faulty Layer [0]:

[[ 0.01407452 -0.02264381 0.04336489 ... 0.08614103 0.03903691
-0.03838438]
 [ 0.04831325 -0.02108465 -0.00100701 ... 0.0746794 0.01041782
-0.01459506]
 [-0.0508039 0.04833143 0.01402921 ... -0.0316338 -0.00736912
 0.03181344]]
...
[-0.08966255 0.0074457 -0.02848361 ... 0.01565933 -0.05324383
 0.00379305]
 [ 0.00273432 -0.04053009 -0.01886841 ... 0.09057098 0.03151694
-0.0232784 ]
 [ 0.07806322 0.0476468 0.04622335 ... -0.08002724 0.07562602
-0.03785311]]

Completed injections... exiting

Figure A.2. Example of Log File
Appendix B. Supplemental Results of Experiment 1 Injection Results

Figure B.1. Original LSTM Models with 1 SEU in Each Set of Weights/Biases in Each Layer Over 100 Iterations

(a) LSTM Layer

(b) Stacked LSTM Layers
Figure B.1. (cont’d) Original LSTM Models with 1 SEU in Each Set of Weights/Biases in Each Layer Over 100 Iterations

(c) Bidirectional LSTM Layer

(d) Stacked Bidirectional LSTM Layers
Figure B.2. Original LSTM Models with 10 SEU in Each Set of Weights/Biases in Each Layer Over 100 Iterations
Figure B.2. (cont’d) Original LSTM Models with 10 SEU in Each Set of Weights/Biases in Each Layer Over 100 Iterations
Figure B.3. Original LSTM Models with 20 SEU in Each Set of Weights/Biases in Each Layer Over 100 Iterations
Figure B.3. (cont’d) Original LSTM Models with 20 SEU in Each Set of Weights/Biases in Each Layer Over 100 Iterations
Figure B.4. Original LSTM Models with 1 SEU in Exponent Bit Field of Each Set of Weights/Biases in Each Layer Over 100 Iterations

(a) LSTM Layer

(b) Stacked LSTM Layers
Figure B.4. (cont’d) Original LSTM Models with 1 SEU in Exponent Bit Field of Each Set of Weights/Biases in Each Layer Over 100 Iterations

(c) Bidirectional LSTM Layer

(d) Stacked Bidirectional LSTM Layers
Figure B.5. Original LSTM Models with 10 SEU in Exponent Bit Field of Each Set of Weights/Biases in Each Layer Over 100 Iterations
Figure B.5. (cont’d) Original LSTM Models with 10 SEU in Exponent Bit Field of Each Set of Weights/Biases in Each Layer Over 100 Iterations

(c) Bidirectional LSTM Layer

(d) Stacked Bidirectional LSTM Layers
Figure B.6. Original LSTM Models with 20 SEU in Exponent Bit Field of Each Set of Weight-Biases in Each Layer Over 100 Iterations

(a) LSTM Layer

(b) Stacked LSTM Layers
Figure B.6. (cont’d) Original LSTM Models with 20 SEU in Exponent Bit Field of Each Set of Weights/Biases in Each Layer Over 100 Iterations

(c) Bidirectional LSTM Layer

(d) Stacked Bidirectional LSTM Layers
Figure B.7. Original LSTM Models with 1 SEU in Mantissa Bit Field of Each Set of Weights/Biases in Each Layer Over 100 Iterations
Figure B.7. (cont’d) Original LSTM Models with 1 SEU in Mantissa Bit Field of Each Set of Weights/Biases in Each Layer Over 100 Iterations
Figure B.8. Original LSTM Models with 10 SEU in Mantissa Bit Field of Each Set of Weight-
s/Biases in Each Layer Over 100 Iterations
Figure B.8. (cont’d) Original LSTM Models with 10 SEU in Mantissa Bit Field of Each Set of Weights/Biases in Each Layer Over 100 Iterations

(c) Bidirectional LSTM Layer

(d) Stacked Bidirectional LSTM Layers
Figure B.9. Original LSTM Models with 20 SEU in Mantissa Bit Field of Each Set of Weights/Biases in Each Layer Over 100 Iterations

(a) LSTM Layer

(b) Stacked LSTM Layers
Figure B.9. (cont’d) Original LSTM Models with 20 SEU in Mantissa Bit Field of Each Set of Weights/Biases in Each Layer Over 100 Iterations
Figure B.10. Original LSTM Models with 1 SEU in Sign Bit Field of Each Set of Weights/Biases in Each Layer Over 100 Iterations
Figure B.10. (cont’d) Original LSTM Models with 1 SEU in Sign Bit Field of Each Set of Weights/Biases in Each Layer Over 100 Iterations
Figure B.11. Original LSTM Models with 10 SEU in Sign Bit Field of Each Set of Weights/Biases in Each Layer Over 100 Iterations

(a) LSTM Layer

(b) Stacked LSTM Layers
Figure B.11. (cont’d) Original LSTM Models with 10 SEU in Sign Bit Field of Each Set of Weights/Biases in Each Layer Over 100 Iterations

(c) Bidirectional LSTM Layer

(d) Stacked Bidirectional LSTM Layers
Figure B.12. Original LSTM Models with 20 SEU in Sign Bit Field of Each Set of Weights/Biases in Each Layer Over 100 Iterations

(a) LSTM Layer

(b) Stacked LSTM Layers
Figure B.12. (cont’d) Original LSTM Models with 20 SEU in Sign Bit Field of Each Set of Weights/Biases in Each Layer Over 100 Iterations
Appendix C. Supplemental Figure on Mitigated & Modified LSTM Networks

Figure C.1. Distribution of Trained Weights & Biases of the Modified LSTM Networks
Appendix D. Supplemental Results of Experiment 2 Injection Results

Figure D.1. Modified LSTM Models with 1 SEU in Each Susceptible Set of Weights/Biases in Each Layer Over 100 Iterations

(a) LSTM Layer

(b) Stacked LSTM Layers

Figure D.1. Modified LSTM Models with 1 SEU in Each Susceptible Set of Weights/Biases in Each Layer Over 100 Iterations
Figure D.1. (cont’d) Modified LSTM Models with 1 SEU in Each Susceptible Set of Weights/Biases in Each Layer Over 100 Iterations
Figure D.2. Modified LSTM Models with 10 SEU in Each Susceptible Set of Weights/Biases in Each Layer Over 100 Iterations

(a) LSTM Layer

(b) Stacked LSTM Layers
Figure D.2. (cont’d) Modified LSTM Models with 10 SEU in Each Susceptible Set of Weights/Biases in Each Layer Over 100 Iterations
Figure D.3. Modified LSTM Models with 20 SEU in Each Susceptible Set of Weights/Biases in Each Layer Over 100 Iterations
Figure D.3. (cont’d) Modified LSTM Models with 20 SEU in Each Susceptible Set of Weights/Biases in Each Layer Over 100 Iterations

(c) Bidirectional LSTM Layer

(d) Stacked Bidirectional LSTM Layers
Figure D.4. Modified LSTM Models with 1 SEU in Exponent Bit Field of Each Susceptible Set of Weights/Biases in Each Layer Over 100 Iterations
Figure D.4. (cont’d) Modified LSTM Models with 1 SEU in Exponent Bit Field of Each Susceptible Set of Weights/Biases in Each Layer Over 100 Iterations
Figure D.5. Modified LSTM Models with 10 SEU in Exponent Bit Field of Each Susceptible Set of Weights/Biases in Each Layer Over 100 Iterations
Figure D.5. (cont’d) Modified LSTM Models with 10 SEU in Exponent Bit Field of Each Susceptible Set of Weights/Biases in Each Layer Over 100 Iterations
Figure D.6. Modified LSTM Models with 20 SEU in Exponent Bit Field of Each Susceptible Set of Weights/Biases in Each Layer Over 100 Iterations
Figure D.6. (cont’d) Modified LSTM Models with 20 SEU in Exponent Bit Field of Each Susceptible Set of Weights/Biases in Each Layer Over 100 Iterations
Appendix E. Hamming Encoding & Decoding Function Implementations

```python
def hamming_encode_weights(weights):
    num_pars = 3
    
    # Flatten the weight tensor
    weights_flat = tf.identity(weights)
    weights_flat = tf.keras.backend.flatten(weights_flat)
    weights_flat = tf.unstack(weights_flat)
    
    # Move the exponent bits to the right
    weights_int = tf.bitcast(weights_flat, tf.int32)
    weights_shifted = tf.bitwise.right_shift(weights_int, 23)
    
    # Convert the exponent bits to binary and split them into sets of 4 bits each
    exponent = tf.reverse(tf.math.floormod(tf.bitwise.right_shift(tf.expand_dims(weights_shifted,1), tf.range(8)), 2), axis=[-1])
    exponent = tf.reshape(exponent, [tf.shape(exponent)[0], 2, 4])
    
    # Generator Matrix for 4 data bits
    G = tf.constant(np.array([[1,1,0],[1,0,1],[0,1,1],[1,1,1]]), dtype=tf.uint32)
    
    # Generate the Parity bits for two sets of 4 data bits
    parityBits = tf.matmul(exponent, tf.cast(G,tf.int32)) % 2
    
    # Convert the parity bits from binary to decimal
    parityBits = tf.bitcast(tf.reverse(parityBits, axis=[-1]) * 2 ** tf.range(2*num_pars), axis=[-1], keepdims=True, tf.int32)
    
    # Flatten the parity bit tensor and add parity bits to weight
    parityBits = tf.reshape(parityBits, [tf.shape(parityBits)[0], 2*num_pars])
    protectedWeights = tf.bitwise.bitwise_or(tf.bitwise.left_shift(tf.bitwise.right_shift(weights_int, 2*num_pars), 2*num_pars), parityBits)
    
    # Format the protected weights to the original weight's dimensions
    protectedWeights = tf.reshape(protectedWeights, weights.shape)
    return tf.bitcast(protectedWeights, tf.float32)
```

Figure E.1. Code for Hamming Encoder for Fault Mitigation
```python
def hamming_decode_weights(encoded_weights):
    num_pars = 3
    weights_int = tf.bitcast(encoded_weights, tf.int32)

    # Flatten the weight tensor
    weights_flat = tf.identity(weights_int)
    weights_flat = tf.keras.backend.flatten(weights_flat)
    weights_flat = tf.unstack(weights_flat)

    # Convert the weights to binary and split them into sets of 4 bits each
    parityBits = tf.reverse(tf.math.floormod(tf.bitwise.right_shift(tf.expand_dims(weights_flat, 1), tf.range(num_pars*2)), 2), axis=[-1])
    weights_shifted = tf.bitwise.right_shift(weights_flat, 23)
    exponentBits = tf.reverse(tf.math.floormod(tf.bitwise.right_shift(tf.expand_dims(weights_shifted, 1), tf.range(8)), 2), axis=[-1])

    # Split exponents and parity bits into two groups
    exponentBits = tf.reshape(exponentBits, [tf.shape(exponentBits)[0], 2, 4])
    parityBits = tf.reshape(parityBits, [tf.shape(parityBits)[0], 2, num_pars])
    codewords = tf.concat([tf.gather(parityBits, [0,1], axis=-1),
                           tf.gather(exponentBits, [0], axis=-1)], -1)
    codewords = tf.concat([codewords,
                           tf.gather(parityBits, [2], axis=-1)], -1)
    codewords = tf.concat([codewords,
                           tf.gather(exponentBits, [1,2,3], axis=-1)], -1)

    # Parity Check Matrix for 4 data bits (Trasposed & Flipped)
    H_ti = tf.constant([[[0,0,1],
                         [0,1,0],
                         [0,1,1],
                         [1,0,0],
                         [1,0,1],
                         [1,1,0],
                         [1,1,1]],
                        dtype=tf.int32)

    # Decode the codewords (We subtract from 7 because the identifier for errors goes left to right so we invert it)
    decoded = tf.matmul(codewords, H_ti) % 2
    decoded = tf.bitcast(tf.reduce_sum(tf.reverse(decoded, axis=[-1]) * 2 ** tf.range(num_pars), axis=-1, keepdims=True), tf.int32)
    decoded = tf.reshape(decoded, [tf.shape(decoded)[0], 2])

    # Convert the decoded location of errors to a mask where the 1 is in the error position
    decoded = tf.where(decoded != 0, tf.pow(2, decoded), decoded)
    decoded = tf.bitwise.right_shift(decoded, 1)

    # Reverse the codewords so that most signfigant bit is on the left hand size (i.e. bit 7)
    codewords = tf.bitcast(tf.reduce_sum(codewords * 2 ** tf.range(7), axis
```
# Use mask the codewords with the error position masks to correct any errors
fixed_codewords = tf.bitwise.bitwise_xor(codewords, decoded)
fixed_codewords = tf.identity(fixed_codewords)
fixed_codewords = tf.keras.backend.flatten(fixed_codewords)
fixed_codewords = tf.unstack(fixed_codewords)

# Convert the codewords to binary
fixed_codewords = tf.math.floormod(tf.bitwise.right_shift(tf.expand_dims(fixed_codewords,1), tf.range(7)), 2)
fixed_codewords = tf.reshape(fixed_codewords, [tf.shape(fixed_codewords)[0]/2, 2, 7])
parityBits = tf.gather(fixed_codewords, [0,1,3], axis=-1)
exponentBits = tf.gather(fixed_codewords, [2,4,5,6], axis=-1)
parityBits = tf.reshape(parityBits, [tf.shape(parityBits)[0], 6])
exponentBits = tf.reshape(exponentBits, [tf.shape(exponentBits)[0], 8])

# Convert the bits to decimal
parityBits = tf.bitcast(tf.reduce_sum(tf.reverse(parityBits, axis=[-1]) * 2 ** tf.range(6), axis=[-1]), tf.int32)
exponentBits = tf.bitcast(tf.reduce_sum(tf.reverse(exponentBits, axis=[-1]) * 2 ** tf.range(8), axis=[-1]), tf.int32)

# Move Exponent bits to the proper position
exponentBits = tf.bitwise.left_shift(exponentBits, 23)
weights_masked = tf.bitwise.bitwise_and(weights_flat, 2155872192)
weights_masked = tf.bitwise.bitwise_or(weights_masked, exponentBits)
weights_masked = tf.bitwise.bitwise_or(weights_masked, parityBits)
weights_masked = tf.reshape(weights_masked, tf.shape(encoded_weights))
weights_masked = tf.bitcast(weights_masked, tf.float32)
return weights_masked

Figure E.2. Code for Hamming Decoder for Fault Mitigation
References


Vita

Christopher P. Vasquez was born in Metairie, LA, USA in 2000. Studying at Louisiana State University (LSU) in Baton Rouge, he obtained a bachelor’s in computer engineering and a bachelor’s in computer science. Currently, he is pursuing his master’s degree in electrical engineering at LSU and plans to graduate in August 2023.

During his time at LSU, he has worked on various projects including an AR project for composite material manufacturing, a medical device for Runatek, coastal model software funded by the National Science Foundation, and a contact tracing mobile application funded by the National Institute of Health. In addition to general software development, his expertise lies primarily in deep learning and software acceleration methods through parallelization.