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Abstract

The study of magnetism has been a rich playground in condensed matter physics due to the multiple mechanisms capable of producing the effect and its relationship to multiple characteristics of a material. Transition metal oxides (TMOs) have been of particular interest for ongoing research into magnetic phenomenon due to the abundance of interesting physical phenomena found in member systems such as colossal magnetoresistance, skyrmion formation, and interface-driven 2D electron gases. Thin films introduce an additional thickness-dependent element, where reduction below a critical thickness eliminates the magnetic coherence of a system and FM order is lost. The atomic structure of these materials can also affect the formation of coherent spin alignments due to hybridization change and charge doping. Finally, heteroepitaxy of multiple materials in strained systems can introduce new interactions that allow for novel FM states, such as the giant magnetoresistance found in 3d TMO superlattices.

This thesis work will aim probe the evolution of certain FM materials through each of these manipulations, namely the dependence of FM behavior on thickness, structural change, and heterointerfacing. The relationship between defect evolution and epitaxial strain will be examined in heterostructures between strong spin-orbit coupled SrIrO$_3$ and ferroelectric BaTiO$_3$, finding that strong strain is the primary driver of defect formation and not symmetry mismatch at interfaces. Thickness dependent studies of ferromagnetic phase [La$_{0.67}$Ca$_{0.33}$]MnO$_3$ (LCMO) heterostructures will show that a novel FM state can be induced in LCMO layers by introducing buffer SrRuO$_3$ (SRO) layers. This SRO induced onset occurs well below the dead layer thickness of monolithic LCMO and exists in completely insulating films, contrary to normal double-exchange manganite FM models. The SRO system is compared structurally and electronically with the lower enhancement effects seen from buffer layers CaRuO$_3$ and SrTiO$_3$. Multiple causes
of this FM are considered, and through resistivity modelling and structural analysis we find that an incipient FM phase in SRO coupled with structural change and an interfacially-mediated AFM pinning are the most likely driving factors. Through this research we find a new route for magnetism in transition metal oxides that pushes the dimensional control of magnetic functionalities in artificial heterostructures.
Chapter 1. Introduction to Magnetic Order and Transition Metal Oxides

When designing projects in experimental condensed matter physics, and particularly in thin films, we are often looking for new and interesting ways to combine the known degrees of freedom (DOF) in crystals that may yield new insights into their origins and behavior. By looking for the interplay between the electronic DOF, such as the orbital and charge state, and the lattice, we can probe our deepest lingering questions about how materials interact and how to control them to our advantage. It is therefore important in designing experiments to look for systems with a novel cooperation of these characteristics, but also to develop accompanying test cases in such a way as to isolate, as much as possible, the characteristics at work. This has led us to consider how these crystallographic DOF can play a role in low dimensional magnetism, colossal magnetoresistance (CMR), and magnetic anisotropy.

\[
\text{Sr}_{(n+1)}\text{Ru}_{(n)}\text{O}_{(3n+1)}\]

is a layered perovskite of the Ruddleson-Popper series, which have the form \(A_{(n+1)}B_{(n)}O_{(3n+1)}\). The different members of the SRO family have disparate characteristics, and as \(n\) goes to infinity, we reach \(\text{SrRuO}_3\) (SRO), which in its bulk is an itinerant ferromagnet with the Curie temperature of 160 K [1]. The ferromagnetism in this system is thought to be of Stoner type, where the density of states at the Fermi energy energetically favors one spin alignment over another. If this material is grown as a thin film on STO (001), the orientation of the magnetization is majority out of plane (OOP) oriented, and if the dimensionality is further reduced to 4-5 unit cell thickness, the film will eventually lose its metallicity and magnetism altogether, i.e. “dead” layer behavior [1, 2]. The origin of such dead layer behavior is not clear, and it may be possible through fine control of the material’s electronic and structural nature to reverse such effects.
LCMO in its bulk crystal form has a ferromagnetic-metallic ground state, and a simultaneous ferromagnetic and metal-insulator transition at 260K, which is characteristic of a double-exchange (DE) interaction mediated ferromagnetism [3]. Double exchange is mediated through the hopping of electrons between nearest-neighbor Mn sites with different valence states in order to satisfy Hund’s rule. This hopping simultaneously creates a metallic state, but if we move from a bulk crystal to a dimensionally confined thin film, the metallicity and ordered magnetism are lost, similar to what is seen in SRO films. The origin of such dead layer behavior in both cases is still under intensive debate. Presumably, the study of interface coupling could help to reveal the nature of these dimensionality effects, potentially reviving the magnetic properties in the ultrathin film limit.

The object of this study is to observe how structural, electronic, and magnetic properties at transition metal oxide interfaces can be manipulated in order to produce higher degrees of functionality. The bulk of this work focuses on magnetic and resistive manipulation in heterostructures between LCMO and buffer layers with different magnetic and structural characteristics, from insulating STO, to paramagnetic CRO, and then primarily to ferromagnetic SRO. We study how the interfacial lattice and magnetic coupling revive the magnetic and electronic properties of the films and even create new interface magnetic states. Our results have shown exciting interface magnetic phenomena, fundamentally different from those in corresponding bulk or individual thin films, suggesting the scientific importance of this designed heterostructure study. We will also study structural change induced by heterointerfaces, looking at defect formation in SIO-BTO heterostructures and how potentially functional defect cores can be placed strategically.
The research project outlined above and elucidated below will systematically study a suite of SRO-LCMO trilayer heterostructures grown on STO(001) with various techniques that will characterize their magnetic, resistive, and structural characteristics. We also will create an ancillary suite of films, namely LCMO-CRO and LCMO-STO heterostructures, to reveal the possible causes of the observed phenomena. In order to create this complete compendium, we have undertaken many measurements in house at LSU, in conjunction with STEM work completed at Brookhaven National Lab. The following sections will give an overview of the current state of research in the field and our understanding of the outstanding issues to be considered.

1.1 Magnetic Considerations in Transition Metal Oxides

First we must understand the physical origins of magnetism in transition metal oxide materials before we can make sense of its evolution in LCMO and SRO thin films and heterostructures. There are many types of magnetism that can exist in materials, and a brief overview of their behavior and physical origins are provided here. We will look at paramagnetism, diamagnetism, ferromagnetism (FM), and antiferromagnetism (AFM) here, each of which has been seen in various temperature and doping regimes of the materials used in this work.

Magnetism in materials is intimately linked to the orbital angular momentum \( L \) and spin quantum momentum \( S \) of electrons in the atomic lattice and are typically combined into the total angular momentum \( J \) by the simple formula \( J = L + S \). Considering the orbital motion of charged electrons, we know from basic physics that moving charged particles produce a magnetic field. We also know that Lenz’s law states that charge will move in order to counteract any changing magnetic field. If we consider this effect with the moving electrons in their atomic
orbital motion. This then leads us to diamagnetism, which is the tendency of electrons to change their orbital motion such that an antiparallel field is set up between the material induced field and any externally applied field. Every element is slightly diamagnetic due to this inherent physical nature, but if other types of magnetic ordering exist in the sample from other interactions, they tend to overwhelm this relatively small magnetic component. This effect is seen most acutely in superconductors, where current loops experience no resistance to current change and can perfectly repel any applied magnetic fields. We do note that this qualitative description neglects some quantum mechanical considerations of the electron cloud surrounding atoms, but including these effects merely determines the scale of the effect and not the overall behavior. In our study, STO substrates are diamagnetic, and their magnetic signal is subtracted out of many of our magnetic measurements.

Electron spin becomes pivotal in the paramagnetic, FM, and AFM type materials. Paramagnetic systems tend to align magnetic moments in parallel with an applied field but then do not maintain that internal moment if the external field is removed. This moment is proportional to the field applied. An unpaired electron in atomic orbitals is required for this state to exist, as paired electron spin moments are fully compensated in filled orbitals, limiting which materials can exhibit this character. Many transition metal oxides with low temperature FM
ordering, including LCMO and SRO, occupy a paramagnetic state above their Curie temperatures, as the unpaired electrons still exist above $T_c$ and can therefore be aligned with any applied fields.

If the temperature is brought lower, a material might undergo a ferromagnetic transition, where previously unaligned spin moments and local magnetic domains become long-range ordered in alignment with an applied magnetic field. Ferromagnetism differs from paramagnetic materials in that the system tends to stay in this arrangement even if the external field is withdrawn and will persist until either a sufficiently large opposing magnetic field is applied or the temperature is brought above the Curie temperature, both of which provide the necessary energy to break the long-range ordering of the material. The field necessary to align the spins of a ferromagnet is known as a material’s magnetic permeability. It is possible to reduce the energy

Figure 1.2. Schematic representation of FM domains above and below $T_c$. Above $T_c$, small magnetic domains may exist where internal spins are aligned, but large scale order is not stable. Below $T_c$, magnetic domains merge and each begins to align with the applied magnetic field, though they can still be slightly canted.
needed to induce FM alignment of magnetic domains through structural and electronic manipulation [4, 5].

Antiferromagnetism is related to normal FM alignment, and in transition metal oxides it can be thought of as a juxtaposition of two FM sublattices with antiparallel alignment. AFM alignment can take many forms in transition metal oxides, each of which produces a net zero total magnetization for the sample. These are split into A, C, E, and G-type AFM’s, the most common of which in TMOs is G-type, in which every neighboring atomic site has an antiparallel moment. This type of ordering is usually due to superexchange coupling mediated by the oxygen octahedral bond as described by Anderson[6]. Macroscopic magnetic measurements of these types of materials do not show any magnetic response by default, and as such must be observed through other types of measurements such as optical and resistivity measurements. Ferrimagnets are a subclass of AFM’s, in which one of the magnetic sublattices has a larger magnetic response than the other, creating a net magnetic moment despite antiparallel alignment. We should remember this type of alignment in the work described below, recalling that AFM alignment can still produce FM responses.

Each of these types of magnetic response to an applied field is dependent on certain theoretical models for how the neighboring atomic moments interact with each other. As

![Antiferromagnetism schematic](image)

Figure 1.3. Types of AFM order in TMO’s. Each set up has net zero total moment.
mentioned above, the superexchange model has been an excellent framework for describing AFM in transition metal oxides [6]. In this model, two d-orbitals of neighboring B-site atoms overlap with an intermediary O 2p orbital. Because of the necessary intermediary O site, this type of exchange is referred to as an indirect exchange coupling. This allows electron motion between the atomic sites. We know that random hopping of the outermost electron must not break Pauli exclusion rules when it arrives at the neighboring site, which means that for identically filled orbitals in a neighboring site, the spins will tend to align antiferromagnetically in order to reduce the hopping energy. AFM alignment is also preferred if one of the B-site atoms has a paired outermost d-orbital while the neighboring atoms have an unoccupied eg band. This AFM preferential alignment is also dependent on the covalent overlap of the B-site and oxygen orbitals, and can be affected by angular change in the orbital alignment, with a 90° bond alignment favoring this AFM alignment as described by the Goodenough-Kanamori rules [7, 8]. This orbital overlap angle is not to be confused with structural bond angles in oxygen octahedral

Figure 1.4. Different types of superexchange mediated magnetism. The top row pictures illustrate the AFM isovalent and two electron different B site atomic states, bottom row illustrates the FM aligned state with a single electron difference. AFM cases have virtual electron (dashed arrow) hopping that maintains the valence states of the system, whereas double exchange systems have real electron (solid arrow) hopping.
systems, though there is a correlation between change in structural bond angle and orbital overlap angle which can have important effects. If there is a single electron difference between neighboring atomic sites, then this superexchange interaction will tend to align moments FM, and this interaction is usually referred to as double exchange (DE). It is important to note that though these are both types of indirect exchange, double exchange produces a real interatomic electron hopping between sites that induces a metallic state, whereas AFM superexchange is produced by virtual electron hopping that influences the magnetic character but does not necessitate metallicity. The double-exchange interaction is crucial in our LCMO material and will be discussed in more detail surrounding this particular DE system.

The type of alignment produced through superexchange depends on Hund’s rules for orbital filling in atomic shells to determine which orbital and spin arrangements are produced. They qualitatively determine why similarly filled or two-electron different systems likely produce AFM aligned spins and why singly different atomic site hopping electrons maintain a FM alignment across hopping sites. These rules prescribe how the energy is minimized in a system and are applied sequentially, meaning that the first rule is the most important for the minimizing the energy and should be considered first [9, 10].

1) Orbitals are filled to maximize the spin quantum $S$ of the system. This forces electrons to spread out in a crystal due to the Pauli exclusion principle because they cannot have the same spin and occupy the same atomic orbital, which in turn reduces the Columbic repulsion energy and minimizes the energy of the arrangement. 2) Once $S$ is maximized, the $L$ of the system will also be maximized. This again forces electrons to spread out either intra- or inter-site where they can occupy larger $l$ orbitals and encounter other electrons less. Both of these rules are aiming to reduce the Columbic energy of the system, which is large compared to other effects in most crystals. 3) If $S$ and $L$ are
maximized, then $J$ will either be maximized or minimized, depending on the atomic shell filling of the atomic site. If the shell is half filled or less, the $J$ will be minimized by making it of the form $= |L - S|$, whereas a more than half filled shell tends to maximize total angular momentum $J = |L + S|$. This term is associated with spin-orbit coupling and usually only becomes important in materials with a large spin-orbit splitting of d-orbitals. The first Hund’s rule is important in DE ferromagnets, in that it dictates that hopping electrons will attempt to maximize their spin and tend to maintain a single alignment as they hop.

Other types of magnetic interactions are important for mediating the magnetic response in transition metal oxide materials. Three other important mechanisms to be considered in this work are magnetic polarons, antisymmetric exchange (also known as the Dzyaloshinskii–Moriya (DM) interaction), and Stoner-type magnets. While we will discuss Stoner FM’s in the particular case of SRO crystals, we will give here a description of magnetic polarons and the DM interaction. Polarons are a quasiparticle excitation of an ionic crystal lattice by a charge carrier that distorts the surrounding crystal and can propagate. It is normally based on a dielectric response to a change in valence state caused by a mobile charge carrier where the atomic site shifts away from equilibrium in order to screen the altered charge state[11]. In Jahn-Teller (JT) active materials however, polarons are formed through a different process. These systems allow electron hopping between neighboring sites, and in certain valence states the electrons may be moving into a degenerate energy level. If this is the case, the crystal can deform itself to lift the degeneracy and form a so-called JT polaron [12]. Due to the enhanced localization of the hopping electron from the induced crystal deformation, conduction through JT polarons is an inherently insulating state. When the localized electron is given enough energy to overcome its localization and hop, it still must obey Hund’s rules. In doped manganites, Hund’s favors a FM
alignment of any hopping \( e_g \) electrons, and in such a system a JT polaron is also magnetic and can mediate FM\textsuperscript{[13]}. This potential mechanism will be discussed in relation to our magnetic and resistivity data.

Antisymmetric exchange is another source of FM signal in crystals and was first formulated by Dzyaloshinskii and Moriya in 1960 and 1958, respectively \textsuperscript{[14, 15]}. The so-called DM interaction occurs between atomic sites where strong spin-orbit coupling (SOC) can induce a split energy level that creates an excited state at one site and a ground state in another. As this interaction can only take place between these two disparate states, the effect is only observed where there is broken inversion symmetry, which inherently occurs at interfaces and surfaces.

The interaction is described by the Hamiltonian \( \mathcal{H}_{DM} = \mathbf{D}_{ij} \cdot (\mathbf{S}_i \times \mathbf{S}_j) \), where \( \mathbf{S}_{i,j} \) are the spins of the neighboring sites and \( \mathbf{D}_{ij} \) is the DM interaction strength. \( \mathbf{D}_{ij} \) can be either positive or negative, where the sign if the spins will tend to align in a parallel (positive) or antiparallel (negative) configuration. In order to minimize the \( \mathcal{H}_{DM} \) term, the spins will attempt to align at a 90° angle with respect to one another such that the resulting cross product vector is parallel or antiparallel with the \( \mathbf{D}_{ij} \) vector. The spins tend to cant relative to one another as a result of this preference. Canting can produce a net FM response in an otherwise AFM aligned system, though the effect

![Figure 1.5. DM interaction model. AFM spin alignment can have weak net magnetization if spins are canted due to non-zero \( D_{ij} \) term.](image-url)
is weak compared to fully FM systems. Antisymmetric exchange has been linked to novel spin textures such as skyrmions, and can become important at interfaces between strong spin-orbit coupled materials [16, 17].

In considering the interface between two different materials, we also must understand the effect of valence change induced by such an interface and its potential role in magnetic alteration. This is commonly referred to as charge transfer, and can have potentially wide ranging implications. If we consider the case of superexchange-mediated magnetic systems, we know that the relative filling of neighboring atomic sites can determine whether a material has an AFM or FM character. We can imagine then if the valence state of these materials is changed we can drastically affect the magnetic properties of the film. Interfacial charge transfer in transition metal oxides typically occurs when the Fermi level differs between two heterostructured materials with different electronegativity [18]. As the interface is mediated through O 2p orbitals, the energy levels must be shifted such that the oxygen energy levels overlap [19]. The Fermi level must be matched then between the two materials, and if occupied states in one material overlap with unoccupied states of the other, electrons will flow in order to fill the unoccupied states creating charge transfer between the materials. This is typically understood to occur between metallic and insulting materials, but is relative to the band gap and the comparative Fermi levels of the two materials in question. For instance, charge transfer exists at the interface between insulating STO and LaAlO₃ and is known to cause an interfacial 2D electron gas [20]. We do however note that this picture of charge transfer neglects the complex quantum mechanical nature of electron orbitals in crystals, namely that charges are not so much discreetly transferred between atomic cations as much as the interfacial electron cloud mediated by the O 2p orbitals is shifted toward one side and changes the dielectric nature of the interface.
The relevance of this distinction is still debated, and its applicability in this work will be discussed[21, 22].

Understanding the relevant magnetic considerations for transition metal oxide materials and interfaces, we can now look toward the specific characteristics of the materials used in this study and how they change when brought into thin film and heterostructured forms. The materials in this study all fall under the perovskite crystal structure ABO$_3$, which entails an A-site cation at the center of eight B-site octahedrons formed by oxygen cages. While the shown structure in Figure 1.6 is a perfect square lattice with no tilt and rotation of the oxygen octahedron, this is not usually the case for perovskites, and most introduce some variation to this ideal, either from changes in relative lattice parameter, tilt and rotation of octahedral cages, or changes to unit cell bonding angles. Some materials such as BaTiO$_3$ can even introduce noncentrosymmetricity, where the A-site cation is shifted from the center of the unit cell [21]. Here we will discuss STO, SRO, LCMO, and CRO characteristics.
1.2. STO Characteristics and Preparation

Every sample in this study will use SrTiO\textsubscript{3} as the substrate material, as well as being used for heterostructuring in some cases. STO is used primarily due to its optimal structural parameters, with a purely cubic structure with no tilt or rotation and a useful 3.905 Å lattice parameter. This structure epitomizes the basic TMO structure seen in Figure 1.6, but when used as a substrate for tilted orthorhombic or tetragonal materials can induce a reduced interfacial tilting, as we will see in our measurements. The 3.905 Å lattice parameter puts it in the middle of most TMO pseudocubic lattice parameters, which means that we can use it to grow a host of TMO films with minimal film strain and uniform substrate contributions. A cubic to tetragonal structural change is seen in single crystalline samples around 104K, and this can affect the properties of films grown on STO substrates [23]. The magnetic and resistive properties of STO also make it particularly useful for use as a substrate material. STO is a highly insulating, weakly diamagnetic material with low coercivity[24]. Using an insulating material ensures that we primarily measure the characteristics of the grown films during resistivity measurements. The diamagnetic signal coming from STO substrates is weak and unique among our materials, making it easy to subtract from any magnetic signal obtained.

Single crystalline substrates are cut in the (001) direction, and this cleave direction affects the termination layer at the substrate-film interface and overall geometry of films grown on top of them. All STO substrates were prepared using a multistep etching process in order to ensure that the surface is clean and TiO\textsubscript{2} layer terminated. This termination is important, as it controls the termination structure of any grown films. The etching process follows these steps: sonication baths in ethyl alcohol, acetone, and deionized water for 5 minutes each in that order, then a 30 second etching in hydrofluoric acid, followed by 1atm oxygen annealing at 950°C for 3 hours. It
is known that different treatments can produce different surface symmetries, and as such it is important that we treat each substrate similarly[25]. Substrates that we use typically have a miscut angle below 0.1 degrees and a high degree of crystal uniformity, making them excellent substrate materials.

1.3. SRO Bulk and Thin Film Characteristics

The SRO crystal takes an orthorhombic form of the space group Pbnm, with a=5.567 Å, b=5.5304 Å, and c=7.8446 Å [26]. In a pseudocubic notation, which is useful when trying to understand strain in thin film heterostructures, these translate to a<sub>pc</sub>=3.930 Å and c<sub>pc</sub>=3.922 Å. This crystal also has substantial tilt and rotation in the octahedral cages with an a–a–c<sup>+</sup> pattern in Glazer notation, with around 10 degrees of tilt in both directions [27, 28]. Glazer notation is a short hand for determining the rotation about each axis in a perovskite system. In this, the alphabetic notations describe which pseudocubic axis is being described, and axes are given the same letter if the axes lengths are the same. In this way, one can easily determine if the system described is cubic, tetragonal, or orthorhombic in pseudocubic notation. The positive and

Figure 1.7. Model SrRuO<sub>3</sub> crystal structure. SRO occupies the Pbnm space group with Glazer notation a’a’a’c<sup>+</sup>.
negative signs describe if the tilt arrangements in that direction are in-phase (+) or out-of-phase (-). If no tilt exists in a given direction, then that axis is denoted with a 0 instead of the positive or negative sign.

In its bulk, SRO is an itinerant metallic ferromagnet. It is, however, referred to as a “half metal” in the single band Hubbard model[29] described by Equation 1.

\[ H = -t \sum_{i,j,\sigma} (d_{i,\sigma}^\dagger d_{j,\sigma} + d_{j,\sigma}^\dagger d_{i,\sigma}) + U \sum_{i=1}^N (n_{i\uparrow}n_{i\downarrow}) + \mu \sum_{i=1}^N (n_{i\uparrow} + n_{i\downarrow}) \]

Equation 1.1

In this model, t represents the hopping energy between sites, U is the on-site Columbic repulsion between electrons of different spins also known as the Hubbard parameter, and \( \mu \) is the chemical potential of the system. If t is much larger than U, it is more energetically favorable to hop between sites than stay in any 1 given orbital, which produces a good metal. In the opposite extreme, U is much larger than t and the wavefunctions of the electron orbitals do not overlap, making it energetically favorable to remain onsite. This is referred to as a Mott insulator. When t ~ U, as is the case in SRO, the system maintains a fermi-liquid behavior at \( E_F \), but the onsite repulsion is not negligible. In SRO, Ru has a valence state of Ru\(^{4+}\), with the Ru 4d orbital being split into \( t_{2g} \) and \( e_g \) bands by the crystal field with a band splitting of 3-4 ev. This means that 4 electrons are trying to fill \( t_{2g} \), which only has 3 degenerate orbitals. This means that one orbital will be filled, which is energetically unfavorable due to the non-zero Hubbard parameter. This unfavourability shifts the effective DOS for the minority and majority spin bands from one another, making it more likely that conduction happens in the minority channel. This favored conduction of the minority spin channel is what drives the so-called Stoner ferromagnetism, as the itinerant electrons have a preferred spin direction. This model for the metallicity and
ferromagnetism in SRO is not completely settled, as deviations from this standard model have been recently found and point toward a local spin-splitting of $t_{2g}$ present even above $T_c$ [30].

Ruthenates, and SRO in particular, has also been studied for its large spin-orbit coupling (SOC) term, which has been linked to topological effects and magnetic skyrmions [31, 32]. SOC is a relativistic effect between the intrinsic spin magnetic moment of electrons and the observed magnetic field due to its orbital motion around a charged nucleus. The Hamiltonian term associated with SOC can be written as

$$\Delta H_{SOC} = -\frac{g}{m_e c^2} \frac{\delta U(r)}{\delta r} L \cdot S$$

Equation 1.2

Where $U(r)$ is the potential energy of the electron at a distance $r$ from the atomic nucleus, $g$ is the g-factor associated with the spin magnetic moment ($\approx 2$), and $L$ and $S$ are the orbital and spin angular momentums respectively [33]. This effect is always present in atomic physics, but the effect becomes more pronounced for larger atoms with large orbital angular momentums. Interfaces in strong SOC systems can produce Rashba splitting of spin bands in k-space, lifting their degeneracy and allowing for interesting effects such as spin currents and spin-hall effect [34–36].

As the dimensionality of SRO is reduced, these metallic and magnetic properties shift. When looking toward this thin film limit, the influence of the substrate materials structure on the film is of the utmost importance. It has been shown that ruthenate magnetism is very susceptible to change through lattice strain, and octahedral tilts can be altered by interfacing with other materials [37, 38]. In this study, we grow on cubic STO (001) which have a smaller in-plane lattice parameter than SRO, meaning that SRO will be under compressive strain and that an elongation of the c-axis is expected in these films [39]. Above 5 unit cell (uc) film thicknesses,
SRO remains metallic and ferromagnetic, but as thickness is reduced below 5 uc, both the ferromagnetic order and metallicity degrade [2]. The origin of the MIT is still under investigation, and may be due to dimensional confinement, increased density of site disorder, or surface reconstruction [2, 40, 41]. This loss in metallicity would also explain the disappearance of ferromagnetism, as half-metallicity is a prerequisite of Stoner FM.

1.4. LCMO Bulk and Thin Film Characteristics

The other material of principle interest in this work is \((\text{La}_{0.67}\text{Ca}_{0.33})\text{MnO}_3\). Structurally, this material is similar to SRO in that it is also orthorhombic with \(a=5.465\ \text{Å}, b=5.479\ \text{Å},\) and \(c=7.723\ \text{Å}\) and part of the same \(Pbnm\) space group [42]. This translates to a pseudocubic in-plane lattice constant \(a_{pc}=3.86\ \text{Å}\), which is substantially less than seen in SRO. The tilt angle of the oxygen octahedron is about the same between SRO and LCMO, with about \(~10\) degrees of rotation [42].

Manganites have been known to host a large variety of interesting physical phenomena, including metal insulator transitions, colossal magnetoresistance, and charge/orbital ordering [3].

Figure 1.8. Doping phase diagram of 4 distinct doping regions are formed with different magnetic and resistive properties.
In [La$_{1-x}$Ca$_x$]MnO$_3$, it is important to note that the phase diagram, shown in Figure 1.8 and reproduced from [43], shows a clear distinction between four major Ca doping regimes. These regions include an AFM insulating phase below 5% Ca doping, a FM insulating phase between 5-20%, a FM metallic phase between 20-50% Ca doping which we examine during this study, and an AFM insulating phase above 50%. LaMnO$_3$ is a Mott insulating A-type antiferromagnet which follows the Goodenough-Kanamori rules of manganite superexchange, in which we recall that virtual electron hopping between orbitally hybridized magnetic cations is antiferromagnetic when the hybridized orbitals are both half-filled [44, 45]. The addition of Ca doping between 5-20% leads to a FM insulating phase, which in the past has been attributed to spatially separated regions of the LMO insulating phase and more highly doped FM metal (FMM) phase [46]. Recently, however, studies have argued instead for a frustrated glassy phase with large scale magnetic polarons [47]. Our crystals occupy the FM metal phase between 20-50% Ca doping, where the metallicity and ferromagnetism are due to double exchange between the half-filled Mn$^{3+}$ e$_g$ orbitals and the empty Mn$^{4+}$ e$_g$ level. As previously discussed, the Hund’s exchange prefers the system to occupy the maximal spin state and preferentially aligns the hopping e$_g$ electron. This ties the magnetism in the system to its hopping-mediated metallicity. One of the main contributing factors to the hopping parameter, or its commiserate single electron bandwidth $W$, is the A-site ionic size [3]. If the ionic size is decreased, as is the case as the Ca doping moves above 50%, $W$ is reduced and the double exchange domination of the electronic characteristics is diminished. In this region, other effects such as repulsive coulomb interactions, collective Jahn-Teller (JT) distortions, and charge/orbital ordering begin to take precedence [3]. This charge ordered state prefers both a localization of electrons and an ordering of Mn$^{3+}$/Mn$^{4+}$ cations such that the superexchange occurs between similarly filled e$_g$ orbitals, favoring an AFM
alignment [48]. The competition between the FMM and the CO states is evidenced by the dip in ordering temperature near the phase transition, signifying that both states exist above and below the transition doping level.

As the thickness of $L_{67}C_{33}$MO is reduced, the material enters a “dead” zone, where it loses both its metallicity and its magnetic order. In this way, LCMO shows both a temperature and thickness dependent MIT. LCMO grown on STO (001) shows both a complete loss of metallicity and a substantial decrease in $T_c$ as the films are brought below 10 uc [49]. The role of oxygen vacancies and disorder, structural distortion, and dimensional confinement must be considered in these ultrathin samples. The introduction of oxygen vacancies have been shown to drastically reduce the MIT transition temperature in LCMO films and has been associated with an increase in the Mn$^{3+}$/Mn$^{4+}$ ratio, returning the system to the ferromagnetic insulator (FMI) phase [50]. Thin films are particularly susceptible to disorder effects, as interface induced strain can increase scattering sites and increase resistivity. While interfacial structural deformations have not drastically altered the properties of relatively thick (~170nm) LCMO films, it should be noted that in ultrathin films of similar manganates, the role of interfacial oxygen octahedral distortion is of paramount importance and can be used in order to enhance magnetic characteristics [51, 52].

1.5. CRO Characteristics

Though this work is focused on heterostructures of SRO and LCMO and the interesting interfacial physics they present, it is advantageous to use other similar materials in the same heterostructure arrangement in order to isolate the characteristics of interest in the proposed SRO-LCMO heterostructure system. Toward this end, we have utilized CRO and STO as buffer layers in between LCMO. Using these perovskites in tandem with SRO buffer layers will allow
us to probe the effects of interfacial octahedral rotation distortion, metallicity, and magnetism on the observed heterostructure properties. CRO is another orthorhombic Pbmn crystal with lattice constants a=5.36 Å, b=5.54 Å, and c=7.68 Å, giving it an equivalent in-plane psuedocubic lattice parameter of 3.84 Å [27]. This places the epitaxial strain between films of CRO on STO(001) at 1.5%, which is larger than the 1% for LCMO films and .7% for SRO. The oxygen octahedral cage tilt and rotation is also the largest of the group, with an in plane lattice rotation of ~16 degrees [53, 54]. This means that heterostructures with CRO buffer layer will likely increase the tilt and rotation of interfacial O octahedron as compared to SRO heterostructures. Increased interfacial tilt and rotation is often linked to a reduction in ferromagnetic response in perovskite manganates and is attributed to the double exchange’s dependence on the B-O-B hybridization angle [55, 56]. Though initially thought to have some antiferromagnetic order, CRO has been shown to have no long range magnetic order down to at least 4.2K [57–59]. It is however metallic, and because of its similar band structure and Curie-Weiss constant to SRO, it is assumed to be near to an insulating transition[60, 61]. Light doping of CRO with other elements have been shown to drastically alter the metallic/insulator and magnetic/nonmagnetic characteristics, and is attributed to the d-band width being too small for magnetic stabilization but not so small that the film becomes insulating [62]. By substitution of CRO buffer layers for SRO, we will be able to maintain the metallicity and potentially crucial Ru-O-Mn interface of the SRO samples while eliminating any magnetic stabilization that may come from SRO.
1.6. Ruthenate-Manganite Heterostructures

This study will not be the first to look at heterostructures of perovskite manganites and ruthenates, and this work will expand upon that body of knowledge. In LSMO-SRO films, much attention has been given to the positive exchange bias seen in the system and the predicted antiferromagnetic coupling between the Ru and Mn moments that produces it [63–67]. In this system, the Ru layer acts as a “pinning” layer because of its strong magnetocrystalline anisotropy that can influence the more easily flipped Mn moments. If the coupling between these layers is antiferromagnetic ($J_{ex} < 0$), then as the field approaches zero, the $J_{ex}$ becomes greater than the external applied field term $H$ and flips the Mn layers. This flip then increases the reversed field felt by the pinned layer, shifting the hysteresis toward the positive [63]. Theory attributes the negative $J_{ex}$ coupling to a polarized O 2p orbital that produces an asymmetric spin density that must be compensated, and predicts exchange bias to be highly dependent on interface intermixing of Mn and Ru [67]. This interfacial AFM coupling mechanism is yet to be confirmed however, and the role of site intermixture must also be investigated experimentally. This will be a main focus of this dissertation work. The two-step mechanism for understanding the exchange bias describes the layer coupling at low temperature, but at higher temperatures between 60K and 150K (thin film $T_c$ of SRO) a more unconventional magnetic hysteresis emerges with 3 distinct zones [64]. This behavior is predicated by the assumption that the heterostructure is ferrimagnetic at low fields, which is consistent with differences in the bulk values for magnetic moment per B-site atom. A reduction in the magnetocrystalline anisotropy of SRO above 60K allows for magnetic domains to form in the SRO layer before LSMO. These SRO domains flip as the field is reduced, but because the Mn moments are larger and coupled
antiferromagnetically to Ru, a step is formed. The Mn moments eventually flip, leading to a three-step hysteresis.

LCMO-SRO heterostructures have also been studied in limited ways in the past. Most notably related to this work, a study by Gong et al. looked at the role of magnetic anisotropy in LCMO-SRO heterostructures where the thickness of SRO was varied as the thickness of LCMO was held at 16 uc [68]. They found that the magnetic easy axis of the system changes from IP to OOP as the thickness of SRO is increased, consistent with a stronger magnetocrystalline splitting in SRO. They also note a 300% increase in the observed magnetoresistance between the MR of the 16 u.c. LCMO-1 u.c. SRO film and the pure 50 nm LCMO film at 20K. They do not observe any increase in MR at temperatures above the $T_c$ of SRO, and they therefore attribute this MR increase to interfacial scattering caused by the nonuniformity of the strained magnetic anisotropy. It should be noted that very little has been revealed on the possible mechanisms for the enhancement of MR in manganate-ruthenate heterostructures. Other studies have looked at other doping levels of LCMO above the FM-AFM doping-phase boundary and found that strain has a drastic effect on the strength and even sign of the coupling constant between Mn-Ru layers [69].

After review of the existing state of research on SRO and LCMO, both separately in bulk and thin film form and together in heterostructures, we find scientific issues of merit that we are well suited to investigate. First, the nature of the interfacial coupling between manganites and ruthenates is of extreme importance given the amount of weight it is ascribed in determining the magnetic behavior in extremely thin films. We will investigate this coupling by looking to the interfacial structure and composition, with particular attention to the various thickness regimes of both LCMO and buffer layers above and below their dead-layer thicknesses. This will allow us
to isolate which effects are due to dimensional confinement, structural deformation, or interface elemental differences. This will be highly influenced by the artificial control we will implement in LCMO based on the buffer layer used, with FM metal SRO, paramagnetic metal CRO, and paramagnetic insulator STO used here. Secondly, we also find that studies of LCMO in the extremely thin limit below 10 u.c. are exceedingly rare, presumably because they are thought to be completely below its dead layer thickness. The nature of this dead layer is of particular interest throughout thin film research, and enhancement of properties in the ultrathin regime are paramount. We find from our work that LCMO heterostructures can still exhibit novel FMI behavior below its single film dead layer thickness. With this work, we will better understand the nature of this separation of ferromagnetism and metallicity by examining the structural, magnetic, and resistive behavior of the films.
Chapter 2. Instrumentation

2.1. Film Growth

The purposed project will entail the use of various experimental techniques in order to create the necessary materials and examine their properties. Of primal importance is the growth technique, namely pulsed laser deposition. This method is useful for growth of ultrathin films on top of prepared substrates and necessitates a high power UV excimer laser that is capable of spallating material from a target.

When the laser is activated, the combination of noble gases, in our case Krypton and Fluorine, are put into an excited state by the high voltage applied in the laser tube. In this excited state, Kr and F, which normally do not form chemical bonds, can form a molecule called an excimer. This KrF gas is then allowed to relax back down, at which point it dissociates once again and releases a UV photon in the process at the 248nm wavelength. Our laser set up can operate between a 1-10 Hz repetition rate and with various power outputs between 200-600mJ, which are two of the possible growth parameters we can manipulate in order to optimize any thin film growths we undertake. The laser is focused onto a target of the material of interest in its bulk form, usually purchased from a supplier of high-quality crystals. The focused beam has a high energy density, typically on the order of 1J per cm² per pulse. Due to the high power and short pulse length (~25ns), the material hit heats to very high temperature. At the same time, the UV laser light has enough energy to strip the electrons off the material it hits, creating a plasma on the surface.
This superheated plasma is ejected as a vapor from the surface in a visible plume. The desired substrate is placed in the path of the plasma, where the material will deposit in one of

![Schematic of PLD setup. Laser hits desired target in vacuum chamber on rotating carousel and emits plasma onto nearby substrate. Laser plume shape and size depends on material spallated, laser energy, and chamber pressure.](image)

Figure 2.1. Schematic of PLD setup. Laser hits desired target in vacuum chamber on rotating carousel and emits plasma onto nearby substrate. Laser plume shape and size depends on material spallated, laser energy, and chamber pressure.

![Possible growth modes during PLD. Layer-by-layer (or Frank-van der Merwe) is ideal for most thin film growth, though Stranski-Krastanov is usually acceptable. Not pictured here are collimated, or 3D, growth and step-flow mode. Reproduced from [67].](image)

Figure 2.2. Possible growth modes during PLD. Layer-by-layer (or Frank-van der Merwe) is ideal for most thin film growth, though Stranski-Krastanov is usually acceptable. Not pictured here are collimated, or 3D, growth and step-flow mode. Reproduced from [67].
five possible growth modes.

Growth can occur either in a layer-by-layer, step-flow, island, mixed, or 3D manner. Layer-by-layer growth, also known as Frank van der Merwe growth, is usually ideal, and occurs when the deposited material begins to form single layer islands of the deposited material on the substrate. These islands form randomly and independently across the surface, and as more form as more material is ablated onto it, the islands will begin to encounter one another and form larger islands. As the growth continues, these islands grow in size until the entire surface is covered with the desired material. Then and only then does the next layer of the ablated material begin to form on top of this previous layer, and so on. This growth mode is ideal for high degrees of crystallinity and uniform characteristics in the samples grown. Layer-by-layer is similar to Volmer-Weber growth, though the latter does not achieve the same degree of film crystallinity as the former. In this mode, islands begin to form as they do in van der Merwe, but before the first layer is completely covered, the islands begin to form the next layer on top of the previous layer. This creates large multiunit cell islands on the surface of the film. An intermediate stage between these two modes is the Stranski-Krastanov mode, which may not finish every layer completely before the next unit cell starts to grow on the Volmer-Weber islands, but layers do eventually finish and can create an rough film. Each of these growth modes are shown in Figure 2.2 [70]. Collimated, or 3D growth, is an extreme version of Volmer-Weber, where there is next to no spread across the substrate surface, and spires are formed on the surface. This occurs when the incoming material has very low surface mobility, which can be affected by growth temperature and laser energy, or a preferred OOP growth direction. Step-flow growth is slightly different in that it only occurs when terraces exist in the substrate material used (which is usually the case). These terraces form natural points for ablated material to nucleate, meaning that instead of
islands, the layers form out from the step-edges, though still in single layers. Therefore step-flow and layer-by-layer growth are usually both acceptable in terms of the quality of grown materials.

Achieving the correct growth mode depends highly on the growth parameters used, which can affect the mobility of adatoms, the surface energy of the substrate and film, and nucleation rate. Our lab can control for oxygen partial pressure (UHV-1torr), substrate temperature (RT-800°C), laser energy (200-650mJ per pulse), laser repetition rate (1-10Hz), and position relative to spallation target, all of which can drastically affect the growth of the desired films.

Figure 2.3. Experimental PLD setup. Laser (orange box in back) is a Lambda Physik COMPEX 201. Mirrors and lenses focus the laser beam onto a material target inside growth chamber (left). System allows for quick in-situ transferring of different substrates.

Quickly determining the type of growth mode occurring and the overall quality of the film can be important when it often takes many attempts with different growth conditions in order to get a sample to grow with the desired quality. This can be achieved with Reflection High
Energy Electron Diffraction. This technique uses an electron beam produced from a high-voltage tungsten filament that is then focused by a series of grids inside the apparatus. This controllable focused beam is directed at a phosphor screen that luminesces when the e-beam strikes it. Without any interfering materials, the beam makes a bright dot on the screen that can be recorded with a CCD camera. If, however, a substrate or film is placed in the beam path, the electrons can interact with the material and diffract through its lattice, obeying normal Bragg’s law considerations. These diffracted electrons leave the material and form a diffraction pattern on the phosphor screen. The formed spots arrange in concentric circles around a central electron beam spot as a result of their different scattered wave vectors. This can be understood as an elastic scattering of electrons with wavelength $\lambda$ and wavevector $k_0 = 2\pi/\lambda$. As this is an elastic scattering process, incoming electrons have the same incident and reflected wavevector, and this reflected wavevector forms the Ewald sphere of radius $k_0$ in reciprocal space [71].

Figure 2.4. a) Illustration of Ewald sphere construction of observed RHEED pattern. Reflected electrons form diffraction patterns based on the intersection of the reciprocal space crystal lattice with the incident electron beam’s Ewald sphere. Reproduced from [68].
Because RHEED only probes a thin amount of the crystal approaching the 2D limit, the reciprocal space construction of the crystal points instead forms infinite rods perpendicular to the surface of the material. These rods intersect the Ewald sphere, at it is at these points that constructive interference occurs and bright spots are observed. The rods intersecting the sphere form along planes that intersect the Ewald sphere, and when they are mapped onto the 2D phosphor screen they form Laue spheres, which appear as concentric circles around a central point. The entirety of the forward scattered Ewald sphere intersection points are theoretically observable in this construction, however in practice usually only the first few Laue zones are seen.

By monitoring the intensity of the spots observed using a CCD and related software, as well as observing any changes in the pattern formed on the screen, the growth mode and growth time per layer can be measured. The growth mode is determined by the appearance of the diffraction pattern observed. Layer-by-layer growth is observed when the spots formed are in a clear semi-circular pattern, as is usually the case before growth, and are maintained throughout the growth. Step-flow growth is seen when the small spots that had been seen originally morph into streaks on the screen. This is due to the material having different thicknesses across a single terrace but growing at the same rates. These lines should be largely uniform, without any spots forming within the lines signifying the formation of spires. If the growth is sub-optimal and 3D growth is occurring, multiple sets of spots will begin to form in the RHEED pattern not along the Kikuchi lines, which then denotes the presence of multiple columns on the surface that can scatter the incident electron beam. It is also possible to have growth conditions so far from the optimal growth parameters that the initial spots give way to pure background noise, which shows that no pattern is occurring on the surface and scattering events are varied and rampant. The time
necessary for the growth of a single layer is also useful information in film growth, and this can also be monitored with the RHEED setup. Software tracks given regions on the phosphor screen and measures their respective intensities. If a spot is observed through a full layer of a layer-by-layer growth, the intensity of the diffracted beam follows a characteristic intensity drop and resurgence. This oscillation in intensity is due to the nature of PLD film growth, where individual islands are formed as the layer builds. When many individual islands exist, the incident electron beam can be reflected by many of the islands and lose some of the beam intensity in the scattering process. This lowers the spot intensity seen on the screen, until it reaches a minimum at half coverage of the surface when the highest number of islands exist. As the coverage begins to rise, the intensity of the spots will resurgence and become brighter until they are at their brightest when the layer has reached one hundred percent coverage. The process ideally repeats itself for every layer grown, creating an oscillation pattern that shows how long each layer takes to form and giving information on the growth dynamics of the particular growth. This information allows us to highly control the number of layers grown in a film, which is of paramount concern when thickness dependent studies are undertaken.

2.2. Crystal Characterization

Though RHEED is an important first step in understanding the quality of the ultrathin films grown, it is not sufficiently quantitative to understand the crystallinity of the film or make any statements on whether the material grown was in fact the desired material, as changes in growth conditions can alter stoichiometry and composition. To address these concerns, we use
two separate x-ray characterization techniques, namely Angle-resolved X-Ray photoelectron spectroscopy (AR-XPS) and X-Ray diffraction (XRD).

Modern high-resolution XPS was developed by Kai Siegbahn in the 1950’s, and has been used widely ever since. The technique can be used to understand the atomic makeup and valence state of materials, and can also illustrate any changes in different layers of films with the addition of angle-resolved capabilities. An X-Ray source is attached to a vacuum chamber, here in-situ with the growth vacuum chamber, and collimated and monochromated by a series of mirrors and lenses. It is important that this set-up be conducted in UHV, as the emitted electrons need to be able to reach the analyzer and any gas pressure will scatter electrons, losing energy and lowering counts detected. The X-ray source used produces Al K-alpha X-ray at 1487 eV. Though ideally the source would only produce this exact wavelength, there is an inherent FWHM (Full-Width Half-Maximum) to the line of .43 ev, and with any imperfections in the experimental setup, the

Figure 2.5. Experimental Setup of XPS. Monochromator (top right) takes light from x-ray source (bottom right) and reduces the line-width of the beam, as well as collimating it to hit the desired target. The ejected electrons are then focused through the chamber by electrostatic lenses into the energy analyzer (top).
FWHM can increase. Therefore a monochromator is necessary in order to increase the resolution of the source. Our SPECS setup can reach a real world FWHM limit of .44eV between the source and analyzer, though anything under .6eV is acceptable. The beam must also be focused with collimators in order to focus onto the desired sample. As the x-rays hit the material, electrons are emitted according to the photoelectric effect

\[ E_{\text{photon}} = B \cdot E_{\text{electron}} + K \cdot E_{\text{electron}} + \phi \]  

Equation 2.1

The basis of the technique is in measuring the kinetic energy KE of the emitted electrons to quantify the binding energy BE of the core levels that those electrons were ejected from. Because the work function \( \phi \) of the analyzer is known, the BE of the emitted electrons can be determined by only selectively measuring a certain KE electron with the energy analyzer. Our SPECS energy analyzer accomplishes this with a series of electrostatic lenses and a spherical energy analyzer. The lenses take the widely scattered electrons leaving the surface of the material and focus them to go through a slit in the base of the energy analyzer. The analyzer itself is comprised of two concentric hemispheres placed under specific voltages and separated from each other. The focused electrons are allowed through the entrance slit and are then subject to the applied electric field inside the analyzer. The E field acts as a centripetal force on the electrons, and will move the electrons towards a CCD on the opposite side of the hemisphere. By correctly setting the voltages of the hemispheres and creating what is known as a pass energy,
only electrons with this pass energy will make the correct path toward the camera and be detected.

To perform a measurement, the pass energy is held constant while the electrostatic mirrors are voltage tuned in such a way as to only focus electron energies with a certain energy into the sphere, where additional correction of electrons with incorrect energy will occur. The resolution of the measurement can be controlled by the slit width of the analyzer, radius of the analyzer itself, the pass energy, and the inherent line width of Al K-alpha as previously discussed [72]. The energy of the measured electrons and their relative intensities are directly related to the core level binding energies of the elements in the sample. The binding energy is element

![Figure 2.6. Schematic of XPS hemispherical analyzer and lens setup. The two separate hemispheres are kept at different voltages to allow only electrons with $E_0$ pass energy to escape the exit slit and be recorded. Reproduced from [69].](image)
specific, and can therefore be used to understand the composition of the material. This energy is also dependent on the valence state of the material, as a higher valence state (ie more positive) produces less screening in the element and therefore produces a higher binding energy, and the inverse applies to a lower valence. Analysis of this data can then produce information on the states of the elements in the sample, which can lead to understanding the stoichiometry, and well as ensure that no contaminating substances are present that might later affect other measurements.

This technique can be furthered with the addition of angular resolution. In this case, the sample is rotated with respect to the energy analyzer direction, which allows fewer electrons to be emitted in the direction of the analyzer, as the path electrons must take to be ejected from

Figure 2.7. Model of angle resolved XPS. By rotating the sample w.r.t the direction of the XPS analyzer, the emitted electrons that have a long enough mean free path $\Lambda_e$ to escape come from a thinner slice of the material, making the analysis more surface sensitive. Reproduced from [70].
the same layer increases. Therefore the electrons that do escape the sample are only from a thinner slice of the material, as only electrons from the top layers have a long enough mean free path $\Lambda_e$ to escape along that direction [73]. Using this technique allows us to look for changes in the composition of samples as a function of penetration depth.

Many techniques can be used to understand the crystallography of the ultrathin films we grow, but one that is both powerful and efficient in XRD. This is an x-ray technique that utilizes simple Bragg diffraction principles and precise positioning in order to determine lattice spacing, thickness, and reciprocal space maps (RSM’s). A Cu K-alpha source is mounted on a rotating arm inside a lead-shielded measurement house. Across from the source a scintillation detector is mounted on a rotating arm as well. These arms will rotate about a material in the center that can also be moved. For simple powder diffraction, the material is ground so that many different

Figure 2.8. Panalytical XRD setup. Source (left) and detector (right) are on rotating arms with a high degree of angular resolution (.001 degrees). Reflection-transmission stage for powder diffraction shown in center. Chi-phi stage not shown.
crystal orientations are represented throughout the sample, which can then be spun and averaged over the course of a measurement in order to understand the structure of the unit cells of the crystals. In thin films, we are interested in the overall crystallinity of the films grown, as well as the unit cell lattice parameters, and therefore special care must be taken in order to align the source and detector with the film’s optimal direction. This is done through alignment with a Chi-Phi rotation stage that can move the sample along 5-axes, which maximizes the signal-to-noise ratio and ensures we are in line with the crystal direction.

Once the alignment has been completed, different measurements can be done to glean different information about the film. A rocking curve (RC) is used to understand how well the different unit cells in the film are locked into the sample out-of-plane (OOP) direction. Every film is comprised from individual unit cells of the grown material, and it is possible that during the growth, one unit cell rotates with respect to another. This creates a crystal with different facets, and the more rotated unit cells exist, the less well-defined the crystal and its resultant properties, as it may result in defects and commiserate anomalous properties. To probe these different orientations, the film must be “rocked” in-plane so that only unit cells with the desired measurement orientation satisfy the Bragg condition and are measured [74]. In practice, actually rocking the film is less practical than moving the x-ray source angle, which achieves the same goal of selecting for a specific OOP orientation. This is called an Omega scan, as it moves the source angle w.r.t the in-plane sample direction, which is called omega in most XRD experiments. By determining the FWHM of these RC’s, the span of the different orientations is determined which tells us about the relative crystallinity of the grown film. Typically any film with FWHM under .03 degrees would be considered good, though considerations are made depending on the substrate quality.
XRD can also tell us about the thickness and OOP lattice parameter of the unit cells in the grown film. This can be done both by theta-2theta scans, also known as coupled scans, and by RSM’s. We will first talk about coupled scans. These work by examining the symmetric peaks of the films grown, meaning that we probe only crystal directions that satisfy the Bragg equation

\[ 2d \sin(\theta) = n \lambda \]  

Equation 2.2

and also emit reflected photons at the same angle as the incident omega angle. Moving both the source and detector in tandem achieves this outcome, hence why it is “coupled”. The position of the peaks observed has a direct relationship to the OOP lattice constant of the unit cells, as these are the scattering planes that need to satisfy Bragg’s law. The exact determination of the lattice constant depends on the type of crystal structure being analyzed, as cubic structures produce different Bragg spacings relative to OOP lattice constant than, for example, a monoclinic structure with the same OOP lattice constant. Determining the thickness of the sample from these scans is done by looking to thickness fringes formed around the central film fringe. These extra fringes correspond to inference between the photons hitting the surface and those hitting the

Figure 2.9. Model of mosaic spread in crystal structures. Seed crystals grow at slight misalignment angles, and when they meet form low-energy domain boundaries. This mosaicity is quantified by rocking curve scans. Reproduced from [71].
interface, which leads to phase differences based on the thickness of the film. The thicker the film, the bigger the phase difference, which leads to a smaller distance between peaks in the theta-2theta scan. The thickness of the film is quantified by

\[ t = \frac{(n_1 - n_2) \cdot \lambda}{2 \cdot (\sin(\omega_1) - \sin(\omega_2))} \]  

Equation 2.3

where \( t \) is the thickness of the film, \( n \) is the order of the thickness fringe, and \( \omega \) is the omega angle of the fringe. By a simple division of this thickness by the already determined OOP lattice parameter, the number of unit cells is determined and can be corroborated with the number of RHEED oscillations seen during growth [75].

Figure 2.10. Example Coupled Scan. Substrate peak is the most pronounced as there is more of that material than the film, but the main film peak and subsequent thickness fringes are observed. The OOP lattice constant and thickness of the film can be determined from this. Reproduced from [72].
Reciprocal space mapping is another powerful use of this setup, and it can also be used to measure many of the same parameters as a coupled scan, though it has the added benefit of being able to quantify the in-plane lattice parameter of films grown. Ideally, films grown on top of substrates would have the same in-plane lattice parameter as the substrate itself, meaning that no defects exist at the interface and there is a smooth transition from the substrate to film. Not all films are perfectly strained however, and defects can form at the interface if the growth is sub-

![Figure 2.11](image.png)

Figure 2.11. RSM’s for two different materials. Illustrates the difference between a fully strained film (top) with a highly relaxed film (bottom). The left figure’s film is only has minimal broadening in the qx direction, indicating a high degree of strain. The right figure shows a film that has the opposite behavior. Reproduced from [73] and [74].
optimal. RSM’s probe this by moving omega and 2theta but not forcing them to be exactly in tandem, but allowing one to move while the other stays in place. This allows for otherwise restricted zones in the reciprocal space of the lattice to be probed. Perfectly strained films do not deviate from the substrate’s in-plane lattice parameter, which is seen here as a thin line in the RSM pattern. If the film is relaxed from the substrate however, a broadening of the film peak occurs\cite{76, 77}. The amount of broadening and the direction of it can be used to understand the type of relaxation occurring and the extent. This effect can only be observed at off symmetric hkl peak, such as -103, as symmetric peaks do not give any information in the reciprocal space $q_x$ direction which is necessary to quantify the in-plane relaxation.

Electron microscopy techniques have become crucial in thin film research and can provide atomic scale (sub-Å) imaging of surfaces and sample cross-sections. This is due to the development of point-probe electron sources and sophisticated imaging techniques that allow us to make use of the small wavelength of electron beams (on the order of picometers) relative to traditional optical microscopy techniques that typically utilize ~nm scale sources. In particular, the cross-sectional electron microscopic techniques require precise control of the lensing and electron source as the technique is inherently diffraction dependent. This allows experimentalists to look at the structural evolution of films are their thickness increases, which is invaluable in the study of thin film interfaces and defect formation.

A schematic of a modern STEM apparatus is shown in Figure 2.12 along with the wide variety of potential techniques that such a system can provide. Of primary importance in this work are the high-angle annular dark field (HAADF), atomic resolution parallel electron energy loss spectroscopy (EELS), and annular bright field (ABF) techniques. HAADF images provide a $Z^{1.7}$ dependent image of atomic placement that allows for a degree of intensity analysis given
output profiles. Because of this atomic size dependence, small atoms such as oxygen are not as easily visible in these images and make it less useful in oxide materials. ABF spatial images make up for this with a low-scattering dependence that allows for imaging of small elements, but this is at the cost of intensity scaling that makes images less contrasted. One of STEM’s main benefits in modern setups is easy and sometimes simultaneous collection of certain imaging techniques in the same area, allowing for imaging of both HAADF and ABF images in tandem and getting the best of both techniques. EELS spectroscopy cannot be taken simultaneously with ABF imagining as they both use the same emitted electrons that have passed through a magnetic lens, but this technique allows for point-by-point spectroscopic data of a given sample. This allows us to determine not only the specific element at a given position based on its emission profile, but also analyze the spectra for valence change or electronic structure in a sample. Each
will be described in greater detail after an introduction to the theory of operation and experimental apparatus is provided.

Morton and Ramberg first proposed and demonstrated such a technique in 1939, where a non-corrected electron beam provided a projection microscopic shadow image of the material [78]. This and all transmission electron microscope techniques operate under simple scattering dynamics, where the amplitude of the transmitted scattered electrons can be described by the wave function \( \Psi(K, X) \). Vector \( X \) is the position of the incident beam and \( K \) is the typical 2D reciprocal space wavevector with magnitude

\[
|K| = \frac{2 \sin(\frac{\Theta}{2})}{\lambda}
\]

Equation 2.4

Where \( \lambda \) is the wavelength of the electron beam and \( \Theta \) is the scattering angle, similar to the wavevector seen for RHEED analysis. We know that direct observation of the wave function is impossible, but we can instead measure the intensity wavefunction of the transmitted electrons \( I(K, X) = |\Psi(K, X)|^2 \). This intensity for a given beam position \( X \) can be described as [79]

\[
I(X) = \int D(K) |\psi(K, X)|^2 \, dK
\]

Equation 2.5

\( D(K) \) is the transmission function of the detector, and is usually described by a gamma function \( \delta(K - G) \) where \( G \) is the reciprocal lattice vector. If this is the case, the intensity function reduces to \( I(X) = |\psi(G, X)|^2 \). This intensity can be observed at the diffraction discs formed by the convergent electron beam with divergence angle \( \alpha \). This same conical angle also extends to the formed diffraction disks, and if this angle is smaller than the Bragg diffraction angle, the disks overlap as shown in Figure 2.13. The electron detectors can then be placed at the
intersection of these discs to obtain intensity fringes as the electron probe is scanned across the sample.

The intensity distribution of the coherent electron probe can be described by

\[ P(R) = \int T(K) \exp(-i2\pi K \cdot R) \, dK \quad \text{Equation 2.6} \]

Where \( T(K) \) is the transmission function of the microscope (not same as detector transmission function \( D(K) \)) and \( R \) is the distance between the electron source and detector. The transmission function describes how much of the electron source reaches a detector, and can be given by

\[ T(K) = A(K) \exp(-i\chi(K)) \quad \text{Equation 2.7} \]

Where \( A(K) \) is the aperture delta function that is either open (1) or closed (0) if \( K \) is more or less than the cutoff wavevector \( K_0 \) determined by the aperture size. The aberration function

Figure 2.13. Bragg diffraction circles produced by atomic scale electron beam. Interference patterns from overlapping of secondary cones with primary produce diffraction patterns that can be analyzed. Primary cone makes up ABF imaged area, interference outside this area (D) makes basis for ADF and HAADF imaging. Reproduced from [76].
\( \chi(K) \) is a function of the defocus value of the electron beam and the spherical aberration coefficient. If \( T(K) \) can be solved with known quantities from the microscope, then the first-order approximation the wavefunction \( \Psi \) of the transmitted electrons can be determined and in turn describe the intensity fringes observed for a lattice vector. \( T(K) \) is related to the first-order approximation of \( \Psi \) by

\[
\Psi(K, X) = Q(K) \ast T(K) \exp \left[-i2\pi K \cdot X\right]
\]

Equation 2.8

Where \( Q(K) \) is the Fourier transform of the transmission function of the sample \( q(X) \). The real space transmission function depends on the interaction constant, accelerating beam voltage, and the projected sample potential. Each of these are knowable quantities. This shows that we can go from a coherent electron probe beam to an intensity profile of the transmitted electrons that describes the atomic lattice that diffracted it.

Accomplishing this theoretical framework with atomic resolution requires complex setup with several advanced electron optics, multiaxis detectors, and UHV equipment. Aberration correction (to at least the third order term) has allowed STEM systems to achieve the sub-Å resolution necessary to image atoms. This is accomplished with multiple series of optics and apertures before encountering the film. Optics introduced after the transmission through the sample serve to focus the beam at detectors and do not significantly impact the image obtained. Small electron point sources attempt to limit the initial spread of the electron beam, but usually come from tipped sources that will increase spread as the current is brought into the mA range. This then requires a system of magnetic condenser “lenses” that focus the electron beam, as shown in Figure 2.14 [80, 81]. This condensing happens multiple times to help correct for the chromatic and spherical aberrations inherent in the rotationally symmetric lenses. This is needed based on Scherzer theorem that states that charged particles passing through a rotationally
symmetric field will encounter a higher index of refraction and focusing near the lens edges than at the center of the beam, making for larger degrees of aberration [82]. The multiple lens system then ensures that each part of the electron beam has the same degree of aberration. These aberrations, called Cs aberrations, can then be mitigated with the addition of quadrupole-octupole aberration correctors at this stage of the system [80]. It is has even been suggested that

Figure 2.14. Schematic of STEM optics, scanning system, and detectors. Condenser and diffraction lenses create atomic-scale electron point beam, while corrector provides Cs aberration correction. Scanning coils magnetically position beam on sample through aperture. Detectors placed at bright field and dark field positions. Reproduced from [77]
with sufficient aberration correction that 3D resolved images can be constructed from a single 2D cut of a material [83]. These condenser lenses then focus the beam through a series of scan coils that are able to direct the angle of the beam through the rest of the system and provide the scanning functionality. An objective aperture after the scanning coils puts a hard limit on the amount of spreading possible before encountering the final focusing objective lens. This lens is responsible for focusing the beam down to an atomic scale which allows for the sub-Å resolution (the utilized JEOL ARM system has a spatial resolution of .071nm).

After the beam interacts with the material and the diffracted electron beam intensity carries with it the lattice information, it must be directed into the desired detector. The detectors used for these systems need a high resolution and high refresh rate in order to scan large areas of a material, and modern systems make use of direct electron detectors. These come in multiple forms, but for the JEOL ARM system utilized for this work, a scintillation detector is used. This is a converted CCD design that has excellent refresh rate and allows for fast capture of large areas, but is also a design with a lower contrast ratio due to a shallow well depth [84]. The pnCCD used is a Si-based charge converter detector with a high radiation hardness (good for large beam currents that increase signal-to-noise) [85]. Charged particles hit the semiconducting material and create electron-hole pairs that can be spatially- and temporally-resolved by accurate timing of their reception by the electrical circuit in order to create an image. This technique has the downside of potential lateral displacement (and subsequent resolution loss) of the electron-hole pair but can be mitigated by limiting the size of the scintillation area. This entire system from electron optics through signal detection is operated under UHV in order to limit electron scattering and not contaminate surfaces of cleaved samples. The detector can be utilized in a “4D” configuration, where 2D reciprocal space diffraction patterns are recorded for each 2D real
space cross-sectional area, leading to the term 4D STEM. Strain mapping can make use of this 4D STEM system by looking at the diffraction pattern observed at each point and determining how much the pattern is stretched or compressed relative to a baseline [86, 87]. By utilizing these techniques we are able to obtain atomic-resolution structural information from HAADF, ABF, and EELS, as well as strain mapping and Fast-Fourier transforms (FFT) of the imaged areas.

HAADF imaging looks at the incoherent elastic electrons scattered at high angles outside the innermost Bragg disk. The impact parameter of the beam is small (highly focused near atomic sites) and the scattering is therefore strongly nuclei dependent and unscreened by atomic electrons [88]. The low background of these high angle measurements make it ideal for FFT’s of the diffraction pattern produced. After analysis, these FFT’s take the form of arrays of diffraction spots, which through HAADF are dependent on the spacing between high-Z elements. The spacing between these spots, which are dependent on the induced lattice constants of a film, can be compared with expected patterns based on known bulk lattice parameters and a strain difference between the two can be calculated. This can be done to calculate in-plane \(\varepsilon_{xx}\) component of the strain matrix), out-of-plane \(\varepsilon_{yy}\) and shear distortions \(\varepsilon_{xy}\) and \(\varepsilon_{yx}\) with the same atomic resolution as HAADF and can be used to determine any local distortions of the lattice strain [89, 90]. It is also possible to use FFT’s with ABF images in order to determine any rotational symmetry changes. These ABF images use the direct beam coherent elastic scattered electrons, which means they do not need the large scattering cross-section to be reflected at the high angles needed in HAADF. This lower dependence on Z allows for imaging of light elements, which is of particular importance in oxide research. The oxygen octahedra can be directly imaged, and any distortion of bond length or plane alignment (tilt) can be directly imaged. Applying an FFT to these patterns also allows us to determine the rotational symmetry
of a layer for a given imaging direction, often described in pseudo-cubic notation in thin films for clarity. Comparing the ABF FFT’s with Glazer simulations allows us to determine if the rotational symmetry of a bulk material is maintained in the films. Precise measurement of the structural changes induced through thin film growth is pivotal in understanding many interesting property changes linked to thin film structural deformation[91–93].

Both HAADF and ABF imaging utilize elastically scattered electrons that only interact with atomic nuclei and maintain their energy as a result. If the electron beam does interact with the atomic electrons however, energy can be lost and inelastic scattering occurs. The lost energy is absorbed by atomic core electrons that can become excited above the Fermi level and is characteristic of the local orbital environment [94]. The electron beam comes through the material having lost this characteristic energy, giving chemical information such as the element encountered and its valence state, as well as giving lattice information such as plasmon formation or phonon excitations. Emitted electrons are passed through a magnetic prism (finely controlled magnetic field region) that separates them based on their energy, which can then be captured by a CCD or similar detector. Further refinement of the energy resolution of the spectra can be obtained by introducing a magnetic monochromator pre-sample to ensure only one electron energy enters a specimen. Monochromators can be used to achieve sub-200meV resolution of the final EELS profile [95]. Coupled with the Cs aberration corrected lensing systems used for STEM, this allows for atomic resolution of EELS profiles. For the rare earth elements and first line transition metals, the characteristic EELS spectra have a two-pronged line shape typically referred to as L$_{2,3}$ peaks. These peaks, sometimes called “white lines”, are due to the dipole nature of the p-orbital and correspond to 2p$_{1/2}$ (L$_{2}$) and 2p$_{3/2}$ (L$_{3}$) excitations into the d-shell[96]. Only the first row of transition metals show this overlapping fine-structure because
lower row metals have higher spin-orbit energy splitting that decouples the peaks. Change in the separation of L\textsubscript{2,3} can give vital information about the valence state of an element, which is of particular interest in thin film oxides whose valence state can be greatly affected by oxygen content or charge transfer \cite{97, 98}. We will use this technique to look both for elemental intermixture at thin film heterointerfaces and for analysis of the line spectra formed for the elements to look for evidence of valence change.

2.3. Physical Property Measurements

While it is important to ensure the films grown are stoichiometric and crystallographic, much of the physics of interest for this study lies in the physical characteristics exhibited by those films. There are many techniques that can probe these features, but this study will rely primarily on magnetic measurements through a Superconducting Quantum Interference Device

![Schematic of SQUID measurement coil. Current is passed through the loop from one end and split evenly across the opposite branches. Changes in the magnetic flux through the loop affect the direction of current flow in the loop and therefore change the voltage across the Josephson junctions which can be measured and quantified. Reproduced from \cite{86}.](image-url)
(SQUID) and resistivity and magnetoresistance measurements through a Physical Property Measurement System (PPMS)

As the name implies, SQUID devices are only made possible by the superconducting loops and Josephson junctions inside the machines. They work in two primary modes, either DC or RF (radio frequency), but the machine used in this study utilizes the DC mode and will therefore be the focus of this section. For these measurements, an input current \( I_i \) is sent through a type-1 superconducting coil split into two different branches, as shown in Figure 2.15 [99].

If no magnetic flux flows through the center, the current will be split evenly across the branches. If, however, magnetic flux does penetrate the coil, a current \( I_s \) will flow in order to keep the internal field zero. This has the effect of creating a larger current in one branch of the coil and a smaller in the other as \( I_s \) moves in the same direction as one and opposite the other. If the resultant current is larger than the critical current of the Josephson junction, then the supercurrent will be able to tunnel through the insulating barrier and create a measurable voltage difference in the barrier. It is not however the absolute value of this voltage that determines the flux penetrating the loop, but rather its oscillation. This is due to the nature of the superconducting loop only being able to allow integer values of the magnetic flux quantum through the coil

\[
\Phi_{loop} = n \Phi_0 = n \times 2.068e\times(-15) \ (T \times m^2)
\]

Equation 2.9

This reality, that only certain values of magnetic flux are allowed through a superconducting loop, reveals deep physics about the nature of superconductivity. A fundamental part of BCS theory is that the wavefunctions of the superconducting Cooper pairs of a system must have long range coherence and occupy the same quantum state. This means that for any electron making a
loop around the coil, its wavefunction must always change phase by $2\pi$. If a magnetic flux is induced through the superconducting loop, this phase change must still be maintained, and arbitrary values of magnetic field will not always produce the required phase change. It is only integer values of the magnetic flux quantum that allow for this quantum mechanical necessity, and thus these are the only allowable values for the intervening flux. As a side note, this is also a way to describe the nature of zero resistivity in superconducting loops, as even if the magnetic flux through the loop decreases to zero, the current cannot slowly decay to zero but must jump from its non-zero value to zero to avoid any disallowed flux values. As this decay is statistically impossible for a quantum state of the number of electrons in the supercurrent, the current will not decay and will continue to run indefinitely with not external application of voltage.

As a result of only certain allowable flux quanta, the current through the superconducting loop will move in such a way as to create discreet values of $\Phi_0$. Practically, this means that as the applied field creating the flux increases from zero to $\Phi_0/2$, current will flow in order to counter this change as would be expected in normal Faraday’s law considerations and force a net flux of zero. However, as the field becomes higher than $\Phi_0/2$, the superconducting loop now has an energetic incentive to increase the flux through the loop to $\Phi_0$ as opposed to bringing it down to zero, and as a result the current will flip directions and start creating more flux through the loop. The screening current maintains this direction until the applied field reaches $\Phi_0$, from whence the cycle repeats as long as the applied field continues to increase. This switching creates a measureable change in the voltage reading in the Josephson junctions, and the number of oscillations that occur are locked into the exact number of flux quanta that have gone through the loop. It is ultimately these voltage oscillations that are measured by the SQUID device and converted into the measured signal from any samples placed in the machine. The
lowest measurable signal is only limited by the magnetic flux quanta and can be as low as 1E-14 T, which our machine achieves.

SQUID machines must be able to bring the materials for measurement down to very cold temperatures and apply high fields across them in order to probe the various magnetic characteristics that can emerge under different conditions. Our machine is capable of cooling samples down as low as 1.7K up to 400K and applying external fields up to ±5 T. How these temperatures and fields are created will be addressed in section 2.3.2. These machines can look for a wide array of magnetic phenomena by looking for both magnetic hysteresis in MH curves or by looking for changes in behavior of the MT data.

PPMS devices have simple measurement schemes, but require advanced equipment in order to control the environments in which the measurements take place. At its core, PPMS measures the voltage difference between contacts attached to the desired sample. These contacts are attached either with lithography techniques or with simple application of metal ohmic contacts. This simple idea in the correct and controlled environment can give information on not only the resistivity of a material, but also its hall characteristics, magnetoresistivity, magnetic susceptibility, and other physical parameters, and the temperature and external field dependence of each of these properties.

Without precise control of the temperature within the sample chamber, many small differences in temperature dependent phenomena would be washed out or mischaracterized. Moreover, the ability to reach extremely low temperatures, even below the boiling point of the liquid helium used to cool the sample chamber and electromagnet, is necessary for many materials that have resistive or magnetic behavior changes at these ultra-low temperatures. In order to achieve this, there are two primary methods, pot fill and continuous low-temperature
control (CLTC) [100]. These modes take over below the helium liquid temperature of 4.2K. Both of these methods use pressure control of the helium in order to push the sample chamber temperature down, though pot-fill makes use of the pressure of liquid helium and CLTC of its gaseous form. CLTC is used primarily in these studies as it is the faster of the two options and can maintain the temperature of the sample at these low temperatures indefinitely, which is necessary for Hall measurements that may take hours, while pot-fill can only maintain the temperature for shorter periods up to 90 minutes. To maintain these ultralow temperatures, gas is fed through a special impedance tube as opposed to the normal impedance which is responsible for creating a slight helium pressure inside the sample chamber while above this temperature.

Figure 2.16. Schematic of PPMS sample chamber with thermal control elements highlighted. The entire sample space is thermally sealed from the exterior with multiple layers of vacuum tubes and “super” insulation. The nose plug allows for the CLTC control of the low temperature regime. Reproduced from [20].
regime. This CLTC impedance tube pressurizes with helium gas, and then allows some gas to escape, thus lowering the temperature of the gas inside the tube. This lower temperature gas is then allowed into the sample space where it directly cools the sample. Special care must be taken in this mode to not condense the helium gas back into its liquid phase while inside the sample chamber, and to mitigate these concerns the CLTC mode will go through a slow cooling process to reach the desired temperature.

Applying a high magnetic field across the materials inside PPMS and SQUID apparatuses is of utmost importance and must be highly controllable and capable of sustaining high fields during long measurements. To accomplish this, superconducting magnetic coils are used. In order to produce the large fields necessary, currents in the coils must also be incredibly large, with the actual current necessary being dependent on the material used for the coils. Ordinary metals could not withstand the currents used to create the high fields for these experiments, as the resistance in those coils would heat them to dangerous levels. That is why careful
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consideration is placed on keeping the superconducting coils at low temperature at all times by the helium bath, as the currents in the electromagnets could quickly overheat the coils, causing damage to the wires themselves and possibly creating explosive expansion in the surrounding helium bath. Despite this fact, strategic use of superconducting to non-superconducting phases in the coil allow for easy switching of the magnetic field production from the coils. A schematic outline of the procedure is shown in Fig 2.13.

To change the field inside the coil while maintaining the superconducting current already within the wires, first an external superconducting wire attached to a current controller is brought to the current operating amperage of the magnetic coil. When this current is achieved, a heater in the circuit of the magnetic coil begins to heat a persistence switch. This switch is heated above the $T_c$ of the material in use and becomes resistive. As a result, current from the coil prefers to travel through the still superconducting external wire. The current is then increased to achieve the desired field in the coil, at which time the persistence switch is usually allowed to cool back into its superconducting state, trapping the supercurrent in the coil to create a persistent and well-defined magnetic field. If speed is desired for a particular measurement cycle, the switch can be
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Figure 2.18. Schematic of possible Van der Pauw setup of contacts on sample. Two measurements must be taken at every applied field in order to get Hall data, both $V_{cd}$ and $V_{ad}$ with the correct current applications. Reproduced from [21].
kept open so that the current in the coil can be more quickly changed, called the “driven” mode, but this option does not produce as precise a field as the normal “persistent” mode and is not advisable for materials with fine details in the magnetic behavior.

PPMS techniques involve setting up, ideally ohmic, contacts on the surfaces of the materials of interest, and the particular positioning of the contacts allows different measurements to be taken. Contacts with the material should be metallic and contribute as little as possible resistance and noise to measurements, which is to say they are ohmic and obey simple V=IR considerations. To achieve these good contacts, highly conductive metals such as silver, indium, or gold should be used. These materials need to penetrate the top few unit cells of the material and bond to the crystal structure in order to create a low resistance Schottky barrier. This can be achieved either through direct depositions of the materials or through lithography techniques. Lithography is especially useful when attempting to create precise alignments of contacts which limits the amount of background subtraction necessary during data analysis and can make small features such as topological hall effects or small anomalous hall effects readily apparent during measurement. If Hall measurements are desired, the probes can be set up either on a lithography fabricated Hall bar or in a square 4-probe Van der Pauw arrangement. Hall bars are useful in that they can help inherently filter out longitudinal components of the resistivity measured in the sample, which makes for speedier data analysis and can help highlight small magnetic features. A square Van der Pauw approach allows for simultaneous measurement of sheet resistivity as well as Hall features, but does allow for a large component of longitudinal resistance in the Hall measurements if the leads are not precisely positioned on the sample, and can lead to false negatives in samples with small signals and less than ideal background conditions [101].
Chapter 3. Interface Induced Magnetic Revival in Ultrathin Manganite-Ruthenate Trilayers

In the following chapter, we will investigate ferromagnetic-phase LCMO trilayers with three different buffer layers, SRO, CRO, and STO. This will be done after first confirming the behavior of LCMO monolithic films in order to properly compare any behavior seen in the heterostructures. The three buffer materials will then allow us to investigate the role of not only structural change in LCMO but also the role of the Ru-Mn interfacial bond, incipient ferromagnetism, and charge doping on the properties of LCMO. This chapter in particular makes use of ultrathin heterostructures of the form LCMO\textsuperscript{4uc}/Buffer\textsuperscript{3uc}/LCMO\textsuperscript{4uc}, where each layer is sub-critical thickness and therefore isolates the effects originating from the heterointerfaces. We find that only trilayers between LCMO and SRO have an enhanced magnetic signal in the LCMO\textsuperscript{4uc}/Buffer\textsuperscript{3uc}/LCMO\textsuperscript{4uc} ultrathin regime. Moreover, these magnetic heterostructures are also fully insulating at all temperatures, meaning that the magnetism observed is not long-range DE mediated but rather has moved to a separate magnetic characteristic from the bulk material. Based on previous knowledge of DE mechanisms in LCMO and Stoner ferromagnetism in SRO thin films, we discuss many potential sources of this magnetism, and posit that above-\(T_c\) disordered magnetic moments in SRO, interfacial exchange coupling, and a buffer layer mediated reduction in crystal symmetry may be the most likely causes of this enhanced effect.

3.1. Growth

We have utilized PLD growth in UHV using sintered stochiometric SRO, CRO, STO, and LCMO targets. Each material has its own growth conditions that optimize their growth mode (layer-by-layer or step-flow are both acceptable) and adherence to the substrate lattice parameter. Table 1 outlines the optimized growth conditions for each material on STO (001) single crystal substrates used in this study.
Table 3.1. Growth conditions used in PLD growth of thin films

<table>
<thead>
<tr>
<th>Material</th>
<th>Laser Energy/Pulse (mJ), Energy Density (J/cm²)</th>
<th>Repetition Rate (HZ)</th>
<th>Temperature (°C)</th>
<th>Oxygen Pressure (mtorr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LCMO</td>
<td>21, 1.40</td>
<td>10</td>
<td>700</td>
<td>100</td>
</tr>
<tr>
<td>SRO</td>
<td>52.5, 3.5</td>
<td>10</td>
<td>700</td>
<td>100</td>
</tr>
<tr>
<td>CRO</td>
<td>21, 1.40</td>
<td>10</td>
<td>700</td>
<td>150</td>
</tr>
<tr>
<td>STO</td>
<td>19, 1.26</td>
<td>5</td>
<td>700</td>
<td>10</td>
</tr>
</tbody>
</table>

All energies listed in Table 1 come from an external energy meter from ThorLabs specifically used to measure the power at λ = 248 nm. The energy density is calculated by

Figure 3.1. Schematic of trilayer films grown on STO(001) substrates. Yellow lines indicate interfaces between film layers.
measuring the size of the laser spot at the target material, which in our system is 3.0 x 0.5 mm. Using these conditions, we have grown a series of monolithic LCMO films as well as buffered...
LCMO trilayers following the form $\text{STO}(001)_{\text{substrate}}/\text{LCMO}^{4}_\text{uc}/\text{Buffer}^{3}_\text{uc}/\text{LCMO}^{4}_\text{uc}$. A schematic of this system is provided in Figure 3.1.

To understand the divergence of the trilayers from what is seen in typical LCMO thin films, we grew a series of monolithic LCMO films on STO substrates. This work has been done in the past, but was necessary to ensure that our LCMO was grown with optimal doping and crystallinity and in agreement with previous studied. We grew thicknesses both above and below the known critical LCMO dead-layer thickness of 12 unit cells and looked at their magnetic and resistive properties. This property audit is summarized in Figure 3.2, showing that our films show the characteristic thickness dependent transition around 15 unit cells from a material with a MIT to a fully insulating film. This is also reflected in the M(T) data, where thicker films exhibit a clear magnetic onset around the same temperature as their MIT, but thinner films have their onset temperature reduced until it is nonexistent for films less than 4 unit cells. This confirms that our films follow the same thickness driven transition previously observed which can then be compared with our trilayer heterostructures [49, 102].

Determining the thickness of these films and preliminary quality determination is done through monitoring the diffraction spots produced through RHEED. Figure 3.3 shows the RHEED growth of the $\text{LCMO}^{4}_\text{uc}/\text{SRO}^{3}_\text{uc}/\text{LCMO}^{4}_\text{uc}$ buffered film. We can see that the films show excellent oscillations even after the deposition of layers of different materials, and also show minimal signs of formation of any islands or other artifacts. The growth does appear to enter a step-flow mode as opposed to a layer-by-layer, as evidenced by the emergence of streaky patterns around the primary diffraction spots. As noted in Chapter 2, this does not however denote a poor quality film crystallinity but rather a nucleation transition to step edges. We note that growth of multiple disparate layers tends to roughen any surfaces compared to a clean substrate single crystal surface,
but the fact that oscillations are still present in the upper layer of LCMO growth shows that the films are of good quality. We also note that the first oscillation in the SRO layer growth shows a longer oscillation time than for the next two unit cells. This is a known feature of SRO film growth and is attributed to termination conversion in the first SRO unit cell[103]. Because the RuO$_2$ surface is volatile, a smooth surface is not formed until the more stable SrO layer is grown on top, meaning that the first oscillation corresponds to a 1.5 unit cell growth, which is reflected in a longer first unit cell growth time by the same factor. This may however change during subsequent layer growth and termination conversion will be analyzed through EELS mapping.

3.2. Structural Analysis

While RHEED is a useful technique for real-time monitoring of crystal quality and layer formation, it is unable to determine if the film has epitaxially adhered to a substrate or give a holistic picture of a film’s quality. Thin film XRD can provide further evidence of film quality to ensure that our films are well controlled both in terms of layer thickness and overall crystallinity. We therefore grew a superlattice of [LCMO$_{4uc}$/SRO$_{3uc}$]$_{12}$, where each bilayer was repeated 12 times. This was

Figure 3.4. XRD Data for [LCMO$_{4uc}$/SRO$_{3uc}$]$_{12}$ heterostructure. a) Experimental (black) and simulated (red) coupled scan around (002) with arbitrary units of intensity. b) RSM of (-103) asymmetric spot c) Rocking curves for substrate (top) and film (bottom).
done in order produce a larger signal from the acquisition and show that we had well controlled
growth no matter how many interfaces were formed. The XRD data is shown in Figure 3.4. The
coupled scan shows a large number of fringes which indicates a regular repetition of layer
thicknesses that do not destructively interfere with one another. This data is juxatoposed with a
simulation of an ideal 4-3 bilayer heterostructure, shown in red. The simulation was carried out
using a MATLAB program developed for use with perovskite oxides that uses a modified
kinematic approach with an attenuation factor [104]. This attenuation takes into account a degree
of the scattering and absorption that occurs in XRD experiments, but falls short of a full dynamical
theory calculation due to computational limits. Good agreement between the data and simulation
show that we have consistent control over the number of unit cells grown in each layer which is
pivotal in extremely thin film studies. The main film peak occurs near the STO substrate peak,
which is indicative of the fact the average OOP lattice constant of the film is slightly higher than
that of STO due to the tensile strain in the majority LCMO layers. The rocking curves also show
that our films match the mosaic spread of the substrates and do not form multiple growth
directions. Epitaxial strain is confirmed by RSM around the (-103) asymmetric spot, where the
film peak shows minimal spread in the Q_x direction, meaning that the IP lattice constants of the
STO substrate and heterostructured film are fully matched. The Q_z direction confirms the coupled
scan behavior of a slightly higher average OOP lattice constant of the film compared to the
substrate.
CRO and STO buffered trilayers were also grown using the parameters described in Table 4.1. The RHEED data is shown in Figure 3.5 for each. We note that the CRO layer data in 3.5a) displays a similar oscillation pattern to that observed in the SRO trilayer (Figure 3.3). Though neither sample displays completely symmetric oscillations, this type of growth is characteristic of ruthenates grown in our lab and others, and still produces the desired layer thicknesses in other thin film studies undertaken in our group. STEM analysis on these samples confirms their good layer thickness adherence and overall sample quality and will be discussed later. STO heterostructures grew well with oscillations across all layers and a layer-by-layer RHEED pattern after the growth, which is typical for STO films that do not introduce any further lattice strain to the system.

By utilizing STEM atomic resolution (sub-Å) images, we are able to determine the structural changes across an interface through HAADF images, symmetry changes using electron
diffraction patterns, and any tilt and rotation modifications through ABF imaging. This full suite of structural data will allow us to contextualize any property modifications observed in the films. A HAADF image along the [100]\textsubscript{pseudo-cubic} direction of the LCMO\textsuperscript{4uc}/SRO\textsuperscript{3uc}/LCMO\textsuperscript{4uc} trilayer is shown in Figure 3.6, and we can see that the film is well strained to the substrate with no dislocation centers over a 60nm imaged lateral area. The orange dashed line indicates the STO/LCMO substrate/film interface, while the yellow lines indicate the interfaces formed between the different materials of the trilayer. Each film layer is the desired thickness, showing that our determination of good sample control from RHEED and XRD holds. We also note that, in addition to being free from screw or edge dislocations, there is also only a single structural domain formed. SRO thin films have been known to form equivalent but rotated structural domains on STO substrates, and forthcoming work from our group indicated that these domains begin forming as soon as the first unit cell of SRO is deposited [105]. Likely this single domain structure is enforced by the
octahedral rotations of the base layer LCMO that preferentially align the SRO layers unlike on the purely cubic STO substrate.

By combining the HAADF and ABF images of the film, we can make detailed observations about the overall structural parameters of the buffered films. We do this in Figure 3.7, where we show HAADF and ABF images for two different beam directions, [100] and [110], as well as the derived IP ($a/b$ pseudocubic lattice constant), OOP ($c$ constant), and tilt angle for the oxygen octahedra. HAADF images are primarily used for the determination of the IP and OOP lattice constants while ABF imaging is necessary for tilt angle determination as it must be able to image oxygen atoms. Multiple directions are imaged to determine the tilt angle and look at the overall rotational symmetry for a given direction (discussed in Figure 3.8). The IP lattice constants in

![Figure 3.7](image)

Figure 3.7. a-b) HAADF, ABF images in [100] direction for LCMO$_{4uc}$/SRO$_{3uc}$/LCMO$_{4uc}$ trilayer. Yellow lines denote interfaces. c-d) HAADF, ABF images in [110] direction for LCMO$_{4uc}$/SRO$_{3uc}$/LCMO$_{4uc}$ trilayer. e) IP lattice parameter for every layer in film, averaged across lateral area. Distance given in unit cells away from substrate interface, where 0 distance is the top STO layer, and positive distance goes into the film. f) OOP lattice parameter by film layer. Green line denotes LCMO bulk OOP pseudocubic lattice constant. g) Tilt angle as measured from ABF images.
Figure 3.7e) show that every layer of the trilayer film is epitaxially strained to the STO lattice constant, confirming our XRD results. In Figure 3.7 f) we see that the SRO layers expand their OOP lattice constant slightly beyond bulk values, as expected for compressively strained films, but LCMO layers also tend to show a slight c-axis increase despite being tensile strained. This effect is only moderate however, and weakens the further the film is from the STO substrate. The tilt angle from Figure 3.7g) shows that the film does still have a significant tilt in the ultrathin regime, with large tilt angles near the substrate interface that may be serving to dissipate some of the strain energy and help explain why less OOP lattice expansion occurs than would be expected. The net positive-to-negative tilt angle stabilizes around 7°, slightly less than the bulk 10° angle found in both bulk materials. This is expected for films in this ultrathin limit. It should be noted that for the calculated parameters, the top one or two unit cells of LCMO are not calculated, which is due to TEM sample preparation stripping some of the top layers and lowering the signal that can be obtained from these layers.

Diffraction patterns can also be obtained from the ABF diffracted beam through fast Fourier transform (FFT) signal processing. This technique is useful for qualitatively determining a sample’s crystal symmetry, where the obtained FFT pattern can be compared with simulated

Figure 3.8. Simulated diffraction patterns for different tilt systems vs FFT data obtained from ABF imaging for a) [100] and b) [110] beam directions.
diffraction patterns for a given symmetry and scanning direction. For the FFT’s obtained for the [001]_{pc} and [110]_{pc} cuts of the LCMO^{4uc}/SRO^{3uc}/LCMO^{4uc} trilayer, shown in Figure 3.8, we can compare them to possible rotational models in those directions. Both SRO and LCMO follow an orthorhombic a’a’c⁺ Pbnm symmetric pattern in bulk, but in thin films LCMO has been known to reduce its symmetry to a orthorhombic Imma pattern which has rotations in the IP direction but not the OOP direction following a a₀b’b’ Glazer tilt pattern[106]. Recent work from our group has shown that monolithic SRO will immediately regain a bulk-like Pnma structure within a single unit cell of growth on STO(001) . For the [001]_{pc} direction, we can see from the simulation data that a system with a’a’c⁺ rotation (Pnma) should have interstitial sites between main diffraction spots, whereas for a sample without rotation in that IP direction, no such intermediate spot would be observed. Our experimental FFT data shows no such intermediate spot for [001]_{pc} direction, with no spot seen in the orange circle (added for emphasis), meaning that we have lost an IP axis of rotation. The crystal was also cut along a [110]_{pc} direction, and we show the simulated pattern for the a’a’c⁺ and a’a₀c⁻ (single IP tilt elimination, still orthorhombic) tilt patterns. Each of these patterns produce the same expected FFT’s, and we see from the data that the expected intermediate spot exists (orange circle used to emphasize). This shows us that the other two rotations axes are preserved here, and the overall symmetry of the film is dominated by the thin film LCMO reduced tilt pattern and moves to an a’a₀c⁻ pattern, which is a rotation of the normal Imma a₀b’b’ LCMO structure. Moving to this rotated Imma structure with a single IP tilt axis may induce localization of mobile electrons and the overall resistive properties of the films [107, 108]. We make note here that these FFT’s correspond to a single domain structure across the imaged areas, whereas some
studies of SRO thin films have shown that they can move into a two-domain structure in certain cases [109, 110].

We also obtained STEM data for the STO buffered sample in order to understand how a reduction in buffer layer tilt pattern might affect the LCMO layers, giving us a good structural comparison for forthcoming magnetic data. Figure 3.9 shows the HAADF, ABF, lattice constants, and tilt angle for the LCMO_{4uc}/STO_{3uc}/LCMO_{4uc} heterostructure. HAADF images in a) and c) show that our films are the desired thickness with good crystal uniformity. This is born out in panels e-f), where the IP lattice constants are strained to the substrate while the OOP lattice constants for the LCMO layers does decrease below its bulk (green line) value as expected for a tensile strained film. This is different from the SRO buffered trilayer where the LCMO layers had a larger than bulk c-axis. This is perhaps related to the reduction in tilt angle for this sample.

Figure 3.9. a-b) HAADF, ABF images in [100] direction for LCMO_{4uc}/STO_{3uc}/LCMO_{4uc} trilayer. Yellow lines denote interfaces. c-d) HAADF, ABF images in [110] direction for LCMO_{4uc}/SRO_{3uc}/LCMO_{4uc} trilayer. e) IP lattice parameter for every layer in film, averaged across lateral area. f) OOP lattice parameter by film layer. Green line denotes LCMO bulk OOP pseudocubic lattice constant. g) Tilt angle as measured from ABF images.
compared with the SRO sample, where we have a low tilt around 4° near the STO buffer interface as opposed to the 7° in SRO. The reduced tilt means that the LCMO layers must expand OOP in order to release tension and this leads to the expanded c-axis in this sample as opposed to the larger tilt angle in SRO buffered films. The STO buffer layer then reduces the allowable tilt in LCMO layers but does not altogether eliminate it.

If we compare the FFT diffraction obtained from ABF for the SRO and STO films, we find that the overall rotational symmetry of the films are identical. Figure 3.10 shows the FFT’s from the two imaged samples imaged for beam directions [100] and [110]. As previously discussed, this allows us to probe all 3 rotational axis for an orthorhombic crystal. Comparing the images, we can see that both samples have the same diffraction patterns for both directions, with intermediate spot formation in the [110] direction but not the [100] direction. This means that both samples occupy

![Figure 3.10. ABF-obtained FFT’s for a)SRO and b)STO buffered trilayers. First panels show [100] beam directed images, second show [110] directions.](image-url)
the same a’a0c- Imma space group, though we showed that the STO sample does a reduced tilt angle when compared to the SRO buffered trilayer. Magnetism in super exchange systems can be highly dependent on the structural parameters of a film, so in confirming that these films occupy the same structural group we are able to eliminate symmetric change as a potential cause of magnetic differences between these films and instead focus the other structural parameters like lattice constant and tilt angle. We note here that while not shown, preliminary results from CRO buffered samples show the same structural pattern from FFT images as the SRO and STO buffered films, and we therefore conclude that each sample in the discussed set occupies the same rotational symmetry.

While HAADF is excellent for getting a clear structural understanding of a material, it does not have the ability to determine the chemical composition of a film, as its contrast is governed merely by the relative intensity ratio, and especially struggles with imaging lighter elements. ABF imaging is even worse for this purpose, with very little intensity difference between elements despite large atomic number differences. Modern STEM setups can make use of atomic-resolution EELS maps however, which allow us to determine the atomic makeup of our films both inside the layers at near the interface. We have done this for both the SRO buffered trilayer and have plotted the data in Figure 3.11. The STO substrate is pictured on the right while the film layers grow leftward. In the SRO trilayer, we see that the first interface between the STO substrate and first LCMO layer has a noticeable amount of intermixture of the substrate Ti into the first unit cell of LCMO. While this could potentially shift the valence state in this first LCMO unit cell as Ti^4+
could dope the layer toward the lower doped FMI end of the LCMO phase diagram, this behavior would be present in all LCMO films grown on STO and yet no novel behavior is observed in monolithic films due to this interface. This Ti mobility is fairly common in thin films grown on STO substrates and not cause for concern about the overall stoichiometry of the trilayer[111, 112].

Only line profile analysis, discussed in the next paragraph, will elucidate if the substrate/film interface is affected by the Ti intermixture. Otherwise, the remaining interfaces between LCMO and SRO layers do not show significant intermixture. The first LCMO layer has very sharp Mn-layer termination followed by an Sr layer, as expected for this interface. As SRO is grown however, we see that the second interface going from SRO to LCMO has a RuO$_2$ – (La,Ca)O termination.

Figure 3.11. EELS atomic resolution data for SRO buffered film. a) HAADF imaged area along with simultaneously acquired EELS maps in middle and bottom panel. Middle panel shows A-site atoms (La and Sr) and bottom shows B-site (Ti, Mn, and Ru). b) Element separated EELS map.
structure. This is interesting in that SRO is well-established as having a termination conversion that occurs during the first unit cell of its growth, and our RHEED measurements seemed to agree with this picture. A similar behavior has been seen in other manganite – SRO heterostructures, and it has been suggested that the absence of the normal SRO termination conversion is due to a chemical driving force that forces the normal SrO termination layer to intermix with the interfacial manganite A-site layer [113]. Our EELS data does seem to bear this out, with a small amount of Sr interdiffusing into the first (La,Ca) near the top interface. This interdiffusion is also enhanced by the high temperature growth and quick succession of heteroepitaxial growth of the top LCMO layer on SRO as the termination-converted surface is more volatile in this case and has little time to condense before the LCMO layer is grown. The Ru-terminated surface has been suggested to

Figure 3.12. EELS line profile analysis for for LCMO\(^{4uc}\)/SRO\(^{3uc}\)/LCMO\(^{4uc}\) trilayer. a) Mn L\(_{2,3}\) edges for each LCMO layer. Indicated unit cell refers to distance away from STO substrate. Black line is a guide for the eye for the L\(_3\) edge peak position. b) L\(_{23}\) (white—line) ratio and commiserate calculated Mn oxidation state as a function of distance from substrate. c) Ti peak position mapped away from interface with LCMO. d) Line profile for Ti L-edges, again with green guides for the eye.
have weaker interfacial coupling with manganites than the SrO terminated equivalent structure [114, 115].

The EELS elemental maps are formed by taking the known L and K core level edges and mapping how the line profile changes as the beam is scanned. The profiles themselves can also be analyzed to look for changes in the chemical valence of a given element, as disparate valence states can alter which levels can be filled with excited electrons. As charge transfer has been suggested as a potential source of revived magnetism in manganite-ruthenate heterostructures, it is imperative that atomic resolution EELS be done so that the interface where the potential doping occurs can be compared to Mn-layers away from the interface[63, 116–118]. This is a primary reason that we grew exterior layers of LCMO as opposed to placing the LCMO in between SRO layers, so that the difference between the interface with SRO did not dominated the entire manganite film. Line profile analysis is shown in Figure 3.12. Panel a) shows the 5nm-averaged layer-by-layer spectra in the known Mn L-edge range, with the dashed line indicating the peak position of the L₃ edge and the “0 unit cell” indicating the top substrate layer. Unit cell 1 is then the first grown layer of LCMO. We can see that the L₃ position, with the exception of the two topmost layers of Mn, occupy the same energy loss position. The topmost layers do show a difference from the rest of the film, but this is attributed to the harsh sample preparation needed for EELS measurement that can damage the surface and extrinsically change the valence state [119, 120]. Damage would not have been present during physical property measurements either, as they were acquired before STEM acquisition, and we therefore neglect the role of this surface shift in any observed physical phenomena. The remaining film layers do not show any Mn valence shift near the interface (unit cells 4 and 8) relative to the rest of the film. The L₂₃ (white-line) relative intensity ratio shown in Figure 3.12b) also confirms that the filling of the Mn 3d-orbital is not changed between the
different layers, as the L$_2$,L$_3$ ratio is directly related to the allowed transitions to the energetically nondegenerate 3d orbitals. We therefore do not observe appreciable charge transfer between the SRO buffer and LCMO layers. The role of the Ru-termination is discounted here, because if this were the driving factor limiting charge transfer we would expect a difference between the 4$^{th}$ and 8$^{th}$ LCMO unit cells where the interfacial layers differ. A reduced metallicity due to the ultrathin SRO thickness may affect its ability to effectively dope the manganite layers. We also note that the $\sim$3.3 Mn oxidation state (left-hand side of Fig 3.12b) is near that of the stoichiometric [La$_{0.67}$Ca$_{0.33}$]MnO$_3$ target, another indication of quality growth without the introduction of oxygen vacancy or other element deficiencies. We also look at the substrate Ti valence state in comparison with the Ti that interdiffuses into the first LCMO layer, as shown in Figure 3.12c-d). The peak positions remain the same for each of the 7 layers beneath the substrate interface and for the interdiffused Ti layer. Similar to the Mn valence, no observed position change denotes an absence

Figure 3.13. M(T) data for LCMO$^{4uc}$/Buffer$^{3uc}$/LCMO$^{4uc}$ trilayer set, compared with the same thickness of monolithic LCMO grown on STO (001). Inset shows closeup for buffered heterostructure magnetic transitions.
of Ti valance change and therefore no charge transfer between the LCMO layer and insulting STO.

As no change is observed in any of the white line spectra for this SRO sample, which would have

Figure 3.14. Magnetization vs external applied field for a) SRO, b) CRO, and c) STO buffered trilayers, as well as d) monolithic 8uc LCMO. e) Composite of a-d) for direct comparison.
the highest probability of valence change between each of the buffered trilayer films due to SRO’s more metallic nature, we do not consider this mechanism as a viable option for any observed effects found in these films.

3.3. Magnetic Enhancement

Magnetic measurements utilizing a SQUID were carried out to determine how the addition of a buffer layer could affect the previously established magnetic characteristics in LCMO thin films. Each of the LCMO$_{4\text{uc}}$/Buffer$_{3\text{uc}}$/LCMO$_{4\text{uc}}$ trilayers is compared with an 8 unit cell monolithic LCMO film in Figure 3.13 using a 100 Oe field-cooled measurement technique. The compared monolithic film has the same total thickness of LCMO as the trilayers with an unbroken chain of Mn octahedron that should make it more functional than discontinuous buffered films. The green monolithic film curve does seem to outstrip the STO and CRO buffered films in this way, with a higher observed $T_c$ of 123K in 8 u.c. LCMO versus the CRO $T_c$ of 99K and STO 42K. However, as can clearly be seen for the red SRO buffered film, the magnetic onset temperature (198K) is substantially above that of the 8 unit cell monolithic LCMO film. A comparison of this onset temperature with the monolithic films in Figure 3.2 show that this SRO buffered film has a higher $T_c$ than the 60 unit cell monolithic film (190K). This is our first indication that the magnetic stabilization in these films may be different from that seen in other LCMO films, as even in this 60uc thick monolithic fully metallic film which should optimize the DE-FM mechanism, we see that the SRO buffered trilayer outstrips its onset temperature. We note here that calculation of the Bohr Magneton per formula unit ($\mu_B$/f.u.) used in our MT and forthcoming MH data assume that the SRO buffer layer contribute considerably to the magnetic signal observed while the CRO and STO layers are not. Neither CRO nor STO buffer layers show FM behavior under normal conditions and do not show any indications of FM here and are therefore assumed not to contribute.
The SRO layers do seem to be magnetically active and are therefore the Ru atoms are included with the Mn atoms as magnetic formula units. Magnetic hysteresis data can give us information about the net saturation moment the films achieve at high applied fields, as well as its coercive and remnant fields and any exchange bias behavior. The 5K MH curves for each buffer layer are shown in Figure 3.14a-d), with a composite shown in 3.14e) for clarity of net magnetization overlap. It is clear that for the three films with reduced magnetization, 8 u.c. LCMO and the STO and CRO buffered samples, that they all have similar net magnetization while the SRO sample again has a higher magnetic response. This behavior may have multiple causes. We know from the DE model that a larger overlap of oxygen 2p orbitals increases the DE interaction strength and that a 180° angle between the Mn-O-Mn orbitals maximizes this overlap. Simple geometric arguments can also explain why more parallel crystal octahedra allow for a higher saturation moment. STO and CRO buffered samples have distinctly different tilt and rotation patterns in this system as shown previously, but the bulk-like CRO buffered sample and the suppressed STO buffered trilayer have similar net moments. The monolithic LCMO has a higher $T_c$ than both, and a reduced tilt angle as well, yet its saturation moment is the same. As the magnetic onset and tilt pattern for each of these films are so different, it is interesting that at low temperature and high field the moments end up aligning to a similar degree. This may be due to the reduced tilt STO and monolithic films allowing for similar saturations while the CRO trilayer has some enhancement due to the Ru-Mn interfacial bond that then is mitigated by the enhanced rotation. SRO has the best of both worlds however, with a more optimal tilt angle compared to bulk and enhanced magnetic onset.

The shapes of the hysteresis curves also belies some crucial information. The SRO and monolithic films have the more boxlike FM curves, the prototypical FM hysteresis loops, while the CRO sample has a small “wasp waist” hysteresis seen in ruthenates and their heterostructures
with manganites[122–124]. This wasp waist is understood by the presence of two different hysteretic behavioral domains within a single sample, one of which is a relatively harder magnet than the other[125]. The easy magnetic domain flips and brings down the overall magnetization, and then only after enough field is applied does the hard magnet flip and both domains reach saturation. In this sample, we know that the monolithic LCMO and SRO buffered samples have a reduced in-plane tilt throughout the films and no wasp waist is observed. However, the CRO sample has an increased tilt near the interface with LCMO but a reduced tilt near the substrate. These structural domains are likely to create two separate magnetic domains within the film, one of which has a harder magnetic easy axis than the other, producing the observed slight wasp waist. For the STO trilayer, almost no coercive field is observed and the remnant field is only slightly above a paramagnetic background. Full magnetic hysteresis properties are listed in Table 3.2.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Saturation Moment (μB/Mn)</th>
<th>Remnant Field (%)</th>
<th>Coercive Field (Oe)</th>
<th>Exchange Bias (Oe)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRO Buffer</td>
<td>2.52 ± .029</td>
<td>41 ± .5</td>
<td>1600 ± 200</td>
<td>0 ± 200</td>
</tr>
<tr>
<td>CRO Buffer</td>
<td>1.94 ± .175</td>
<td>25 ± 2.2</td>
<td>1900 ± 200</td>
<td>0 ± 200</td>
</tr>
<tr>
<td>STO Buffer</td>
<td>1.89 ± .086</td>
<td>10 ± .5</td>
<td>900 ± 100</td>
<td>0 ± 100</td>
</tr>
<tr>
<td>8uc Monolithic</td>
<td>1.83 ± .157</td>
<td>34 ± 2.9</td>
<td>1000 ± 100</td>
<td>0 ± 100</td>
</tr>
</tbody>
</table>

Exchange bias is typically seen in materials with antiferromagnetic exchange coupling between two different magnetic domains or materials as discussed in Chapter 1. Its existence in the LSMO-SRO system is explained by an altered electronic nature near the interface, potentially due to charge transfer mediated by the Mn-O-Ru bond, that induces a negative $J_{\text{exchange}}$ between the layers and an overall AFM coupling of the Mn and Ru layers. We do not observe any exchange bias fields in our ruthenate-manganite trilayers, which under this charge transfer picture is the
expected result. However, the absence of exchange bias here may be linked to other factors arising from the ultrathin nature of these films, such as a reduction in magnetocrystalline anisotropy, and not observing it here is not sufficient to rule our AFM interfacial alignment in this system.

3.4 Novel Insulating Magnetic Regime

Understanding the resistive properties of the films may elucidate the underlying mechanisms that are driving the enhanced magnetic characteristics of the LCMO$^{4uc}$/SRO$^{3uc}$/LCMO$^{4uc}$ trilayer. We undertook simple four probe measurements and measured the trilayered films’ temperature and field dependent resistivities as shown in Figure 3.15. Recall from Figure 3.2 that the 8 uc LCMO film is completely insulating, as well as the 12 uc monolithic film. Each of these films follow suit, with a fully insulating state and no MIT occurring as it does in the thicker LCMO films. This behavior shows that we are in a drastically
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Figure 3.15. a) R(T) data for LCMO$^{4uc}$/Buffer$^{3uc}$/LCMO$^{4uc}$ buffered ultrathin films at 0, 7T applied OOP during acquisition. Red curves indicate SRO buffered samples, blue indicate CRO films, and magenta indicates STO films. All films maintain insulating behavior b) R(H) taken at different temperatures for the trilayers in a). 200 K was chosen as the lowest measureable temperature for STO film given PPMS constraints, while 100 K was chosen as the lowest measureable for CRO buffered sample. SRO was taken at 100K for better comparison.
different magnetic regime from the classically understood DE model for FM in manganites which necessitates a metallic e_g electron hopping state. We also note the absence of any SRO shorting behavior where the resistive behavior of the film is dominated by a metallic layer. SRO is metallic at this thickness on STO(001) substrates, and other studies of SRO underneath STO capping layers show that SRO’s metallic behavior can be seen through the insulating STO layers and is not destroyed by the rotational and epitaxial strain applied by SRO’s confinement. Three unit cells is generally considered to be below the MIT critical thickness for SRO, but a recent study by Boschker et al. has shown that SRO films down to a single SRO layer can have some metallic behavior above 120K and suggested that the insulating behavior previously seen was only due to disorder effects[126–128]. Because our films are heteroepitaxial, they cannot achieve the same degree of crystal uniformity as the nearly homoepitaxial growth of a single RuO_2 layer amidst a larger SrO-TiO_2 structural matrix, and we therefore assert that our SRO growth is still of high quality and in alignment with other heteroepitaxial films that are insulting at this thickness.

The fact that the LCMO_4uc/SRO_3uc/LCMO_4uc trilayer is fully insulting and still has a T_c of 198K means that we have moved from a fully DE magnetic regime to another. While multiple potential causes will be discussed, we discuss here the possibility of magnetic JT polarons as a potential source of the overserved phenomena. As discussed in Chapter 1, JT polarons can mediate magnetism in a system if the hopping electron obey’s Hund’s rules. Optical studies have suggested a magnetic polaron state in the low-doped LCMO FMI phase[47]. This type of insulating state should manifest as polaronic motion in the resistivity behavior[129]. Models have been developed for different types of insulating behaviors in films, and here we will consider the two major mechanisms found in manganites, activated hopping and polaronic motion[130]. We looked at activated hopping models of the form ρ = ρ_∞ * exp(T/T_0)^n , where ρ_∞ is the high temperature
resistivity limit that depends on the phonon density in the material, $T$ is the temperature in Kelvin, $T_0$ is the characteristic temperature that depends on both the localization of the hoping electrons and the Fermi energy DOS, and $n$ can be either 1, 0.5, .333, or 0.25. These different $n$ values correspond to different hopping regimes, where $n=1$ obeys an Arrhenius thermally activated hopping, $n=0.5$ corresponds to a Coulomb gapped DOS hopping model, and $n=0.333, 0.25$ denotes a 2D, 3D Mott variable range hopping (VRH) state. The 3D VRH allows hopping in any direction while the 2D hopping is constrained to a single plane usually due to bond elongation in a single direction. Each of these possible models was also compared to polaron hopping models of the form

$$\rho = \rho_0 \cdot T^n \cdot \exp\left(\frac{E_a}{k_B T}\right),$$

where $\rho_0$ is a prefactor, $E_a$ is the hopping activation energy, $k_B$ is Boltzmann’s constant, $T$ is the temperature in Kelvin, and $n$ again determines the type of polaron hopping seen. Adiabatic polaron hopping has an $n=1$ behavior, where $n=2$ is for non-adiabatic hopping and $n=-0.5$ is for coupled bi-polaron hopping. Comparing each of these different models,
we find that 3D Mott VRH fits our data for the LCMO\textsuperscript{4uc} / SRO\textsuperscript{3uc} / LCMO\textsuperscript{4uc} trilayer better than any other models, and in Figure 3.16 we show a normalized curve comparison of the different plotting models against our data. Mott VRH has been seen in the high temperature (above 300K) insulating state of LCMO bulk crystals and is attributed to an increased localization of charge carriers due to random fluctuations in the Hund’s exchange energy [131–133]. As polaronic motion has not been seen in our LCMO doping regime and the VRH model holds for all temperatures in our SRO buffered trilayer, we therefore discount the potential role of JT magnetic polarons in this system.

Returning to the field-dependent resistivity curves at select temperatures shown in Figure 3.15, we see that the SRO film once again has the largest magnetic behavior with an MR ratio of 73% at 100K and 7T. At 100K, the CRO trilayer has an MR of 33% and the STO trilayer has a negligible 3.2% at 200K, though this is well above any potential magnetic stabilization in the STO

Figure 3.17. MR ratio for LCMO\textsuperscript{4uc}/SRO\textsuperscript{3uc}/LCMO\textsuperscript{4uc} trilayer as calculated from Figure 3.15 data.
film. We note that these temperatures represent a relative lower limit of measurement for CRO and STO samples because the insulating behavior begins to run into the detection limits for our PPMS setups. The MR ratio for these curves is calculated as $100 \times \frac{R(0) - R(H)}{R(0)}$, which puts a hard limit of 100% on MR with an order of magnitude difference at 90%. Each film has a closed resistive hysteresis, and each remains fully within the negative MR regime for every field value. The SRO trilayer has a large MR, above that of most GMR materials, and yet does not display a maximum in MR near its $T_c$ as is expected for typical CMR DE-mediated ferromagnets. Plotting the MR ratio between 0 and 7T as a function of temperature for the SRO trilayer is shown in Figure 3.17. The MR ratio plotted here utilizes the alternative definition of MR = $100 \times \frac{R(0) - R(H)}{R(H)}$ which allows for larger than 100% with an order of magnitude difference at 1000%. A consistent increase in the MR ratio is observed over the temperature regime with the exception of the lowest temperatures. This tail is attributed to the detection limits of our PPMS setup as the 0T data runs into the resistivity maximum at the observed inflection point, and is not considered intrinsic. If the magnetism in this film was mediated by DE domains within a larger paramagnetic insulating matrix, as has been suggested in the lower doped LCMO FMI phase, then we would still expect an inflection point in MR as the metallic pockets were formed and the overall resistance of the film was lowered. As no inflections are observed near $T_c$ in our magnetic LCMO$^{4uc}$/SRO$^{3uc}$/LCMO$^{4uc}$ trilayers, we do not believe that small metallic DE regions are at the root of the observed magnetism here.
3.5 Layer Ordering and Repetition Effects

We have examined the structural, magnetic, and electronic properties of three ultrathin LCMO\textsuperscript{4uc}/Buffer\textsuperscript{3uc}/LCMO\textsuperscript{4uc} systems and compared them to pure monolithic films on the same substrates. This arrangement of LCMO external layers was chosen so that the buffer interface would not dominate the entire LCMO film but would rather be a component of it that could be analyzed in tandem with the affects near the substrate and surface. If we however switch the

![Figure 3.18. SRO\textsuperscript{3uc}/LCMO\textsuperscript{4uc}/SRO\textsuperscript{3uc} trilayer data. a) comparison between LCMO exterior and SRO exterior samples M(T) characteristics. b) IP M(H) curve measured at 5K. c) Field dependent R(T) at 0 and 7T, compared between LCMO exterior and SRO exterior samples. Exterior SRO is still fully insulating, though with lower resistance than LCMO exterior trilayers. d) MR curve taken at 100K for comparison with LCMO exterior data.](image)
trilayer arrangement such that the LCMO is sandwiched in between the SRO layers in an STO$_{\text{substrate}}$/SRO$^{3\text{uc}}$/LCMO$^{4\text{uc}}$/SRO$^{3\text{uc}}$ arrangement, we can see from Figure 3.18 that a different magnetic behavior emerges. The $T_c$ in this reversed trilayer is 246K, substantially above that of the former SRO buffered sample and even above that of bulk LCMO. Because this film has a higher $T_c$ than the LCMO exterior trilayer and yet only contains a single four unit cell layer of LCMO, we can be sure that it is LCMO’s interfacing with SRO that is driving the enhanced $T_c$ and not any coupling between LCMO layers. If termination conversion occurs in the first SRO

![Figure 3.19. Data for [LCMO$^{4\text{uc}}$/SRO$^{3\text{uc}}$]$_{12}$ heterostructure. a) Comparison between LCMO exterior trilayer, SRO exterior trilayer, and large heterostructured samples’ M(T) characteristics. b) IP M(H) curve measured at 5K. c) Field dependent R(T) at 0 and 7T. d) MR curve taken at 100K for comparison with LCMO exterior data.](image-url)
layer as it typically does when grown on STO substrates, then it is likely that this reversed sample has two SrO-MnO₂ interfaces as opposed to the single Sr-Mn seen for the LCMO/SRO/LCMO trilayer through our EELS data. This interfacial bond has been suggested to induce a higher degree of exchange coupling between the layers (-13.3meV for SrO-MnO₂ as opposed to -4.5meV for [LaCa]O-RuO₂), and the additional preferred interface may induce this enhanced magnetic onset between the two samples[114, 115]. We also note the distinctly different curvature, which reaches a maximum around 100K and then stops increasing. The cause of this will be investigated, but based on these results could either suggest magnetic saturation of the LCMO moments or a competition between magnetic domains below this temperature. At 5K, this SRO dominated film does not reach the same total magnetization as the LCMO dominant film in the M(T) data. These curves are taken IP and with only 100 Oe of applied field during the field-cooled measurement however, and SRO on STO(001) has a large magnetocrystalline anisotropy that creates a hard magnetic axis in the OOP direction, and we would expect that this small IP field would not be enough to align any SRO moments. From Figure 3.18b) we can see that this reduced IP saturation moment extends to the high field region as well, with a total saturation moment of 1.35 μₐ/B. However, this calculation is based on an averaging of the total magnetic signal over the entire 10 u.c. sample and may be due to SRO’s OOP preferential direction and the reduced number of LCMO layers, as SRO has a theoretical saturation limit of 1 μₐ/Ru whereas LCMO has a limit of 3.67μₐ/Mn [134–136]. This SRO exterior trilayer is still fully insulating from Figure 3.18c) with only a slight kink far below the FM transition temperature, once again showing that the magnetism in such a system is not directly linked to any net metallicity or metallic domains. Compared to the LCMO exterior trilayer however, the SRO/LCMO/SRO trilayer does have a lower overall resistance, as might be expected as SRO tends to have a lower resistance than LCMO at the same
layer thickness. At 100K, the MR characteristics show reduced percentage when compared to the other ruthenate heterostructures, but this again may be linked to the reduced number of LCMO layers in this sample the CMR effects are typically found manganites. Overall, we find convincing evidence from the comparison of these two samples that increasing the percent of the LCMO layers that are subject to an interface with SRO increases the magnetic onset temperature and is likely related to the number of SrO-MnO$_2$ interfaces in particular.

Trilayers were used in this study for limit the number of crystal defects or layer shorting behaviors that can be introduced by the repetition of heteroepitaxial surfaces and interfaces. We did however compare the physical properties of our interface-focus trilayer results with our larger [LCMO$_4$uc/SRO$_3$uc]$_{12}$ heterostructure used for crystallography. These results are shown in Figure 3.19. We see further $T_c$ enhancement in this sample with a $T_c$ of 280K far above the transition temperature for both SRO and LCMO bulk crystals, as well as an extension of the curvature change observed in the SRO$_3$uc/LCMO$_4$uc/SRO$_3$uc sample. The flattening occurs around 112K in this curve. It is notable that this effect only begins to occur below the SRO transition temperature, and this effect will be explored further in Chapter 4. The inflated $T_c$ may be related to change in resistive behavior, as this sample has converted to a fully metallic character across all temperatures. From our study here on the trilayers we know that these thicknesses of SRO and LCMO should be insulting even when interfaced with one another, and we can then attribute this change to extrinsic effects such as shorting between inhomogeneous layers, defect formation, and an overall change in the dimensionality of the system moving from 2D to 3D. This type of discrepancy is why it is better to grow thin structures for property measurements even if the signal is reduced so that intrinsic effects are not hidden by other artificially introduced deformities. We note in this sample a characteristic change in the MR ratio as well. While the MR ratio is much lower at 100K than in
other films, this is expected as this film has moved to a more metallic LCMO state with a maximized MR near the much higher $T_c$ of the film. MR ratio being maximized at $T_c$ is a classic sign of DE ferromagnetism, and it seems that this film has moved to such a state. The MR does however behave differently from monolithic films in that the near-zero field MR actually goes into the positive MR regime before returning negative at high field. This crossover behavior in MR is typically associated with the weak antilocalization effect (WAL) in strong spin-orbit coupled (SOC) systems and has been observed in other SRO heterostructures[137]. We will discuss this effect further in Chapter 4, but this is our first indication that thicker films allow for the strong SOC to become active in the properties observed.

3.6. Discussion and Conclusion

In this chapter, we were able to make important determinations about the enhanced magnetic LCMO system by focusing on the LCMO$^{4uc}$/Buffer$^{3uc}$/LCMO$^{4uc}$ set. We found that structural modification between buffer layer materials does not alter the overall rotational symmetry of the film, and that each film occupies the same structural domain with a $a^0c^c$ Glazer rotation. The angle of rotation does change however, and may be important for the observed magnetic characteristics in the form of increased electron localization. These films also have a novel SRO buffer layer RuO$_2$ termination, changing the potential exchange coupling between LCMO and SRO. We also found that reversing the external layer to an SRO layer further increased the magnetic onset, which we ascribe to a reemergence of the SRO termination reversed surface and monolithic SrO-MnO$_2$ interfacial bond.

We also attempted to elucidate some of the mechanisms behind the observed enhancement in magnetic properties in LCMO/Ruthenate heterostructures, particularly in the LCMO/SRO/LCMO trilayers. We were able to rule out two potential sources of this enhancement,
interfacial charge transfer and JT polaronic motion, through EELS and resistivity modelling respectively. We also do not consider small metallic pockets or interfacial metallicity to be viable explanations. It is however possible that the combination of decreased rotation and exchange coupling at the atomic interface are pivotal in the resuscitation of magnetism. A third potentially important mechanism not discussed before this is the magnetism within SRO itself. While it is known that the macroscopic ferromagnetic onset in SRO is below 150K, some studies have shown small-scale magnetic domains above the normal T$_c$ all the way to 500 K[30, 138]. If these domains are present in our SRO buffer layers, then they might be able to pin the Mn moments IP as a result of the large J$_{ex}$ between the two layers, allowing for easier FM alignment in LCMO layers and inducing the revived magnetism. This would help explain why the CRO buffered material does not enhance the magnetism to the same degree as SRO despite the Ru interfacial bond and same tilt pattern. The causes of this enhanced magnetism will be discussed further in Chapter 4 by looking at multiple thickness regimes of both the SRO and LCMO layers.

One other potential source of magnetism that should be considered is antisymmetric exchange at the LCMO/SRO interface. Ruthenates do have a moderate spin-orbit coupling energy, though it is substantially smaller than those seen in iridates or topological insulating materials due to smaller ionic size. This DM interaction is a type of superexchange interaction that is characterized by a weak ferromagnetism arising from canted antiferromagnetic moments. We have some indication from this chapter and will have further evidence in Chapter 4 that an antiferromagnetic interlayer alignment occurs at the LCMO/SRO interface, so this may be a tempting consideration for our experiments. However, if canted moments are indeed at the cause of our FM signal, we must consider the saturation moments observed in this chapter. By considering the theoretical limit of the Mn and Ru moments in LCMO and SRO, we can set a
minimum number of magnetic layers in our films. It is known that the maximum magnetic moment per Mn in LCMO is 3.67 μB/Mn and for Ru in SRO is ~1μB/Ru [134–136]. Using these as our maximums, and assuming every layer of SRO is ideally magnetic at 5K in the SRO sample, we find that we need a minimum of 6 fully magnetic manganite layers LCMO\textsuperscript{4uc}/SRO\textsuperscript{3uc}/LCMO\textsuperscript{4uc} film. If we further consider that the topmost LCMO layer likely has some structural defects due to incomplete growth which tends to lessen the magnetic signal, then it would seem that entirely aligned LCMO layers are needed throughout the films. It is possible that the interface exhibits a canted antiferromagnetism between SRO and LCMO layers, and subsequent LCMO layers then continue to align FM with the interfacial Mn layer. It is clear however that the observed effect is not purely due to interfacial canted moments but must extend throughout the LCMO layers.
Chapter 4. Antiferromagnetic Interlayer Coupling in Thickness Varied Manganite-Ruthenate Heterostructures

In the previous chapter, we examined LCMO and SRO films in a focused ultrathin regime below the critical thickness of each film layer, as well as exploring the effects due to other buffer layers. We found that the interface between the SRO and LCMO seemed to play a crucial role in the development of a new magnetic character in these films mediated by the SrO-(LaCa)O₂ bond and a reduction in IP octahedral rotation of the film. The exchange coupling constant $J_{ex}$ between the material layers can be affected by such structural changes, and likely plays a key role here. $J_{ex}$ can be either positive or negative, with the positive term tending to align the layers ferromagnetically and the negative favoring an AFM moment alignment at the interface. Interfacial coupling has been suggested to be a primary motivator of exchange bias (EB) and AFM interfacial alignment of FM layers in LSMO-SRO heterostructures [64, 114, 139]. It is reasonable then to attempt to examine the role of this interfacial coupling term in heterostructures between the manganite LCMO and ruthenates SRO and CRO. To accomplish this, a vast suite of various

Figure 4.1. Grid representation of LCMO<sup>m</sup>/Buffer<sup>m</sup>/LCMO<sup>m</sup> trilayer films grown.
thickness trilayer heterostructures was fabricated in order to see how the magnetic and resistive properties would change as the films were allowed to leave the ultrathin regime and become self-active. This allows us to understand which results are purely interfacially mediated and which only emerge as the film thickens. The grown LCMO\textsuperscript{m}/Buffer\textsuperscript{n}/LCMO\textsuperscript{m} (m=LCMO thickness, n=Buffer thickness) films available for study are shown graphically in Figure 4.1. We primarily are interested in SRO buffered trilayers as they appear to show the most pronounced magnetic and resistive changes in all thicknesses, but it is important to understand how its behavior deviates from that seen in the CRO and STO buffered systems as well and have grown multiple thicknesses of LCMO with those buffers as well. Through analysis of our physical property data, we will see SRO heterostructures continue to induce the highest magnetic onset, and that a clear IP AFM alignment of the material layers emerges in the thicker metallic films. This suggests a strongly negative J\textsubscript{ex} between layers that pins SRO moments IP near the interface that can then relax back into its preferred OOP alignment after moving away from the interface. Structural analysis of thick LCMO\textsuperscript{40uc}/SRO\textsuperscript{40uc}/LCMO\textsuperscript{40uc} shows that two mirrored structural domains form in thicker systems that are not seen in the ultrathin samples. This sample also maintains an atomically sharp unconverted Ru-termination layer at the top interface, showing the robustness of this effect on LCMO base layers and perhaps suggesting an origin of the clear 2-step FM onset observed. By varying the thickness of LCMO layers and comparing between different buffer layer behaviors, we find a structurally mediated saturation moment enhancement. Weak antilocalization (WAL) effects again emerge as films become more metallic, as was previously observed in the multiple repetition film in Chapter 4. We conclude with a discussion of these results in light of all thicknesses studied and suggest that a structurally-mediated highly exchange coupled system with stabilized above-T\textsubscript{c} IP fluctuations is the most likely explanation for the observed results.
4.1. Growth

Each heterostructure was grown using the same growth conditions listed in Chapter 4, and we expect similar degrees of crystallinity between each film given their similarity in RHEED-observed growth characteristics. We can see from the LCMO\textsubscript{40uc}/SRO\textsubscript{40uc}/LCMO\textsubscript{40uc} trilayer XRD results in Figure 4.2 that we do indeed maintain a high degree of crystallinity and layer thickness control even in thicker films where suboptimal growth conditions can compound into a poor crystalline quality. Experimental coupled scan data matches the simulated pattern for a 40uc layered heterostructure of these materials, and RSM shows that the film maintains a large degree of epitaxial IP strain to the STO substrate, though a certain degree of relaxation is expected for thicker films. Rocking curves show that the mosaicity of the film matches the substrate well (~0.011°). We are confident from this finely tuned control that our samples grown under the same PLD conditions roughly match this degree of crystallinity and layer control, and we therefore trust that our samples are high quality and have the desired sample thicknesses.

Figure 4.2. XRD Data for LCMO\textsuperscript{40uc}/SRO\textsuperscript{40uc}/LCMO\textsuperscript{40uc} trilayer. a) Coupled scan data (black) matched with simulation data (blue) for an ideal heterostructure with the predicted thickness. b) (-103) RSM plot showing excellent IP (q\textsubscript{x}) strain to STO substrate. c) Centered rocking curves of substrate and film peaks at (002) symmetric spot. Shows low mosaicity of substrate, film.
4.2. Varying SRO thickness

We will begin this chapter by looking at the effect of varying the thickness of the SRO buffer in trilayers with ultrathin 4uc LCMO layers. Previously, 3uc of SRO had been used to completely separate the LCMO layers and not allow for crosstalk while still maintaining a sub-critical thickness SRO layer. If we however reduce the thickness of the SRO layer down to a single unit cell, the magnetic onset is still drastically enhanced above monolithic films, as seen in Figure 4.3. The magnetic onset is brought to 188K, only 10K below that of the 3uc SRO trilayer and within the margin of error. We can make two observations from this behavior alone. First off, if crosstalk between LCMO layers were the primary motivator of enhanced FM in this system, we would expect that lowering the buffer layer thickness would enhance this effect beyond the thicker film. As this is not the case, we confirm that LCMO interlayer coupling is not the primary motivator in such a system. Secondly, we would expect a smaller degree of $T_c$ difference between the 1uc SRO buffered film and the 8uc monolithic film if structural change in the LCMO layers was the primary driver of this onset revivification. The single unit cell of SRO should be

![M(T) SQUID data for ultrathin trilayers and monolithic LCMO for comparison.](image)

Figure 4.3. M(T) SQUID data for ultrathin trilayers and monolithic LCMO for comparison.
structurally dominated by the 8uc of LCMO surrounding it, and single unit cells of SRO have been shown to be structurally symmetric to their surrounding layers in single atomic layer cases[128]. Magnetic onset difference between the two films is ~80K however, which would suggest then that interfacial structural modification is not the primary driver of onset enhancement. This matches well with our observations from Chapter 4, where each buffer layered system had the same FFT-

![Image](image.png)

Figure 4.4. In-plane (IP) and out-of-plane (OOP) M(T) data for 3, 10, and 20uc thick SRO buffered films in 4uc LCMO trilayers.

observed symmetry change but had vastly different T_c’s. We must therefore consider electronic and magnetic coupling between the SRO and LCMO layers as the primary motivator of enhance magnetic onset in these systems.

If we instead increase the thickness of SRO beyond its critical thickness, we see that a distinct change occurs in the magnetic anisotropy of the overall film. Figure 4.4 shows the SQUID-acquired M(T) data for three trilayer films with SRO buffer thicknesses of 3, 10, and 20uc. The LCMO thickness is kept at the ultrathin 4uc thickness. The IP-measured T_c remains high relative to monolithic films as the thickness increases, though there is an appreciable decline in T_c between the ultrathin 3uc case and the thicker buffers. More strikingly, a multi-humplike behavior emerges
in these thick SRO samples. The first change appears 136K, which is a typical $T_c$ for thin film SRO samples on STO. At this temperature, the 10uc curve has a slight inflection point while the 20uc film has a full magnetic reversal point and as the temperature is lowered the overall magnetic signal decreases. As this transition coincides with the known magnetic onset in SRO layers, we conclude that SRO internal magnetism is the cause of this reduction. SRO may then be affecting the overall magnetism in the system in one of two ways. It is possible that a strong AFM interlayer coupling exists between the LCMO and SRO layers, and as the temperature is lowered below 136K, the SRO moments begin to align antiferromagnetically with the already present LCMO moments. AFM interlayer coupling has been observed in LSMO-SRO heterostructures, and is typically associated with an EB behavior in the films[64, 121]. We know from Chapter 4 that the 3uc buffered film has no EB present, but it remains to be seen if that effect would be enhanced by a greater SRO thickness. A second case may also explain these observed results however. It is possible that the SRO and LCMO layers have a weak FM or AFM coupling between above-$T_c$ local domains in SRO and the interfacial Mn moments. These local domains pin the Mn moments IP and allow them to form at high $T_c$, as posited in Chapter 3, but as the thick films reach the SRO transition temperature, the magnetocrystaline anisotropy of the SRO magnetism becomes larger than the exchange coupling energy. As the temperature is reduced, more SRO moments are forced OOP and no longer induce the IP LCMO moments. This thickness of LCMO is nonmagnetic on its own, which is why at low temperatures there are no IP magnetic moments observed for the 20uc SRO film. In this case then, the exchange coupling is small compared to the magnetocrystaline anisotropy of SRO. The competition of these two terms can be elucidated by looking at the OOP $M(T)$ data for the curves in Figure 4.4b). This shows that the OOP signal is still substantially suppressed for the 10uc SRO film, where a monolithic SRO film of this same
thickness would have a large OOP moment. The 10 unit cells of SRO are still dominated by an interfacial interaction with LCMO that forces the SRO moments IP, indicating that a strong exchange coupling exists in the system. Knowing that an IP reversal exists in the absence of a robust OOP moment in the 10uc buffered film, we consider this strong evidence of an interfacial antiparallel spin alignment. The 20uc buffered film does have a robust OOP moment at the same temperature as the downturn begins in the IP measurement, further showing that it is the SRO OOP magnetic onset that induces the IP reversal. There is another magnetic inflection point at 112K that may be related to structural changes in the SRO layers that will be discussed in this chapter.

Figure 4.5. M(H) data at 5K from SQUID for IP, OOP arrangements of a) LCMO\textsuperscript{4uc}/SRO\textsuperscript{10uc}/LCMO\textsuperscript{4uc} trilayer and b) LCMO\textsuperscript{4uc}/SRO\textsuperscript{20uc}/LCMO\textsuperscript{4uc} trilayer. Films were cooled at 100 Oe.
Deciphering the exact interfacial mechanism at work entails looking to the magnetic hysteresis data for signs of any exchange biasing effects. We show the 5K M(H) measurements for the above mentioned SRO thickness films in Figure 4.5. Each of these films was cooled in only 100 Oe external fields, which places them in the “low field cooled” category. This is important as the direction of exchange bias has been linked to the applied field magnitude during cooling past the blocking temperature [140–142]. Low field cooled samples with interfacial AFM moments tend to exhibit negative exchange bias due to the interfacial coupling strength exceeding the applied field energy, allowing the AFM layers to preferentially align opposite to the applied field and increasing the field energy needed to form the Neel wall with the AFM layers. Positive exchange bias can emerge when the large applied cooling field forces all interfacial moments including in the AFM layer to align with it. Our thick SRO sample show a moderate introduction of a IP negative EB effect emerge with a -450 Oe and -400 Oe EB in the 10 and 20uc SRO trilayers, respectively. Coercive fields are on a similar scale IP with 500 Oe and 600 Oe respectively. This degree of EB is comparable to that observed in other low field cooled manganite heterostructures and is significant. It is also noteworthy that in the OOP orientation, no exchange bias behavior is seen in either thick film. This is due to a lack of LCMO FM moments oriented in the OOP direction as shown from M(T) data, and is further proof that an FM-AFM IP alignment of moments at the interface. In the previous paragraph, we said that the turndown behavior in M(T) could either be due to a AFM alignment of SRO spins IP with the LCMO moments, or be due to a breaking of the IP moments all together due to SRO’s large magnetic anisotropy. The existence of exchange bias in these films is strong evidence for a persistent IP LCMO ferromagnetism coupled to AFM IP aligned SRO moments, as this FM/AFM interface is necessary for EB formation. A strong negative interfacial $J_{ex}$ exists here that pins IP moments near the interface and creates the EB and M(T).
reversal behavior. It is important to note that no EB behavior exists in the ultrathin SRO case, and yet this sample still has an enhanced FM $T_c$ above that of the thicker films. It may be that the AFM exchange coupling at the Mn-O-Ru bond exists in all samples and is enough to pin LCMO moments IP, but the SRO moments are much lower than those in LCMO and not significant enough for appreciable detection. This may also have to do with the increased magnetocrystalline anisotropy in thicker SRO layers, as changes in this parameter can alter the EB effect[143]. Why this exchange coupling exists remains to be seen, as most previous study has posited an interfacial charge transfer as the most likely cause of this behavior. We did not observe any charge transfer in our LCMO$^{4uc}$/SRO$^{3uc}$/LCMO$^{4uc}$ heterostructure in Chapter 3 however, and as the $T_c$ enhancement effect is still present in this sample, this cause seems less likely. We also note the interesting shapes of the OOP hysteresis loops. For the 10uc SRO film, there are 3 separate hysteresis regions that have been seen in other manganite/ruthenate heterostructures[144]. The low field region is very small and would correlate to any components of LCMO that may have a slight OOP orientation. As we do not see large moments OOP from M(T) for this sample, it is then expected that the coercivity is nearly zero in this region. The large field regions are separated due to the still dominating role of IP LCMO moments and SRO coupling to them, requiring a large OOP field in order to align any of the SRO moments OOP. In the 20uc trilayer, the these regions merge into a single hysteresis loop with extremely large coercivity around 1T. The abrupt change is due to a merging of the previously separated regions seen in the 10uc buffered film and represents an SRO dominant OOP sample.
We look at the resistive properties of the LCMO_{4uc}/SRO_{20uc}/LCMO_{4uc} film in Figure 4.6 as its properties are most different from the ultrathin case. As might be expected, the film is completely metallic across all measured temperatures up to 300K, with a slight inflection point near the low temperature onset of SRO magnetism. This inflection is typical of SRO films on STO substrates, and also has a low negative MR ratio under 2.5% near this transition that is again typical of SRO dominated films. This shows us that the resistive properties of this film are completely dominated by the SRO layers. The fact that no inflection is observed near the LCMO transition temperature, where metallic LCMO would have a CMR effect, is surprising, and is further evidence of a lack of DE-like behavior in these ultrathin LCMO layers even when the films as a whole are metallic. We would also expect charge transfer to be enhanced in metallic samples and push the LCMO layers into a more DE-like CMR behavior, but as this is not observed we further discount charge transfer’s role in these systems.

Figure 4.6. a) R(T) data, both at zero field and 5T, and b) R(H) at 150K for LCMO_{40uc}/SRO_{40uc}/LCMO_{40uc} trilayer.
4.3. Structural Change in Thick Trilayers

Increasing the thickness of SRO in ultrathin LCMO heterostructures showed us a clear interfacial AFM exchange coupling between the two materials. The LCMO layers are extremely thin in films however, and not magnetic without this interfacial coupling. We became interested in how the internal robust magnetism of thicker film layers may interact with the interfacial region’s exchange coupling, and set about studying the magnetic properties of the LCMO\textsuperscript{40uc}/SRO\textsuperscript{40uc}/LCMO\textsuperscript{40uc} trilayer mentioned previously for our XRD work. Figure 4.7 shows the SQUID data for this trilayer both for the IP and OOP directions. We can see that this sample has an increased T\textsubscript{c} of 250K, over that of monolithic films of this thickness. As expected, the IP moment is much larger than the OOP moment due to the 2:1 LCMO:SRO ratio and relative strength of Mn moments. Zooming in to the OOP M(T) data in Figure 4.7b) we see a downturn behavior emerge at 143K near the SRO onset temperature, similar to what was seen in the IP data for the LCMO\textsuperscript{4uc}/SRO\textsuperscript{10uc}/LCMO\textsuperscript{4uc} film. The fact that this behavior now emerges in the OOP direction is most likely due to a small OOP canting of LCMO IP moments. If we take the LCMO magnetization at 150K (before SRO moments turn on) from the IP and OOP graphs and calculate the angle of the net magnetization we get an OOP canting angle of 4.12°. This naïve calculation is in line with that observed in our other films, for instance a LCMO\textsuperscript{10uc}/SRO\textsuperscript{20uc}/LCMO\textsuperscript{10uc} trilayer.

Figure 4.7. LCMO\textsuperscript{40uc}/SRO\textsuperscript{40uc}/LCMO\textsuperscript{40uc} heterostructure M(T) and M(H) data. A) Large view of both IP and OOP components of magnetization, with b) showing a larger view of the OOP behavior. C) 5K 100 OE FC M(H) curves for both IP and OOP directed external fields.
we measured has a 4.81° OOP angle. Due to LCMO’s apparent slight OOP alignment here, we attribute the downturn overserved OOP in the 40uc trilayer to the same AFM interfacial coupling seen in our other films. This downturn is present in both IP and OOP directions, meaning that the spins are perfectly AFM aligned. We note that the downturn is too small for 40uc of AFM aligned film, and attribute this to the strong IP character induced by interfacing with LCMO. We have seen in our other films that the IP component is dominant unless the SRO thickness is much more than that of LCMO, and this character is even more apparent in this sample. If the LCMO thickness is

Figure 4.8. a) Data reproduced from Figure 4.7 for growth following the growth parameters used for all other films. B) SQUID data for oxygen annealed LCMO/40uc/SRO/40uc/LCMO/40uc sample, where every 10uc during growth were annealed at 1torr oxygen pressure for 15 minutes.
too great, very few layers if any within the SRO buffer can break from the strong $J_{\text{ex}}$ and most are only oriented at the same ~5 degree OOP angle as LCMO, albeit in an AFM alignment with those

Figure 4.9. STEM HAADF image of large .1\mu m lateral area of LCMO$^{40\text{uc}}$/SRO$^{40\text{uc}}$/LCMO$^{40\text{uc}}$ trilayer. From this we can extract the b)IP and c)OOP pseudocubic lattice parameters for each film layer as an average over the given area. Black lines indicate the bulk lattice constants for each material layer.
Mn moments. This is why we see a moderate decrease in OOP moment below SRO $T_c$ as opposed to an abrupt increase as would happen in monolithic SRO films.

In-plane M(T) data also shows an inflection point around 175K. Some studies of SRO films have shown that oxygen deficiency can alter the magnetic onset in films due to structural change \cite{145}. To ensure that this was not occurring in our film, we used an oxygen annealing alternating growth cycle, using the same growth parameters to ensure the same quality crystal growth but pausing the growth every 10uc to anneal the sample at 1torr $O_{pp}$ for 10 minutes in order ensure that every layer was oxygen rich. We compare the IP and OOP characteristics of both films in Figure 4.8, and can see that both films behave nearly identically, maintaining the two step $T_c$ behavior. This may however be due to other structural effects not linked to oxygen vacancies, and this will be discussed. We can see from the magnetic hysteresis of this film that the IP magnetization has a split hysteresis while the OOP moment has a wasp-waist character. The IP behavior is further evidence of a substantial IP SRO orientation, as the field needed to orient the hard-axis SRO moments is split by the larger but lower coercivity LCMO moments. EB behavior is almost nonexistent, with a small IP EB of 100 Oe. For EB behavior to occur, a minimum cooling field must be used in order to train the sample in a given direction, and it is likely that the 100 Oe field used during cooling was not sufficient to align the SRO moments in any meaningful way. The slight EB field seen is the same magnitude of the cooling field, which may be an indication of an appreciable exchange bias behavior.

This large LCMO$^{40uc}$/SRO$^{40uc}$/LCMO$^{40uc}$ trilayer is intriguing in that it has robust AFM aligning states seemingly throughout the SRO buffer layer. We wanted to know if this could perhaps be structurally mediated, and performed STEM analysis on the sample. Figure 4.9 shows a large scale ($\sim 0.1 \mu m$ lateral area) HAADF image in the (001)$_{pc}$ direction of the 40uc sample, as
well as the layer averaged IP and OOP lattice parameters. LCMO interfaces are slightly “wavey”, which may be due to some intermixture at the lower LCMO-SRO interface. However, the top SRO-LCMO interface is extremely sharp here, with no defects and single RuO$_2$ termination. As

Figure 4.10. a) ABF and b) FFT diffraction patterns from 3 different large lateral areas. Yellow lines denote material interfaces. Red, blue, and green circles highlight diffraction spots for different structural domains A, B, and C formed. Two domains form in SRO buffer layers, and can be atomically mapped and colorized as shown in c), corresponding to the same colors used in b).
was discussed in Chapter 4, a stable RuO$_2$ terminated surface is abnormal even in extremely thin SRO films, and yet here after 40uc the SRO interface has still not converted to a SrO layer. Interfacial intermixture does not seem to be present here either, meaning that the top SrO layer is not being forced into the first LCMO layer as was suggested in Chapter 4. This affect has been observed in other manganite-SRO heterostructures, and may simply be due to growing on a tilted orthorhombic surface or a difference in growth parameters between studies, but this effect has yet to be rigorously studied and needs further work [115, 146]. The IP lattice constants in Figure 4.9b) show that the film remains strained to the substrate IP constant, in good agreement with our

![Diagram](image)

**Figure 4.11.** Schematic of different potential lattice orientations and their simulated FFT diffraction patterns. a), b) and c) correspond to the A,B,C domains. A,B domains form in SRO buffer layers, C domain forms in LCMO layers, which was observed for all films in the ultrathin cases (Chapter 3).
previous XRD data. Along the OOP axis, each material tends to return to their respective bulk-like constants (black lines in each region) fairly quickly away from interfacial layers.

We also obtained ABF images for different areas alongside FFT’s of the imaged areas, and these are shown in Figure 4.10. A distinct structural change is observed in these films between the LCMO and SRO layers. In our LCMO\textsuperscript{4uc}/SRO\textsuperscript{3uc}/LCMO\textsuperscript{4uc} HAADF imaging in Chapter 4 we saw that the entire film was symmetrically aligned and followed the same tilt-reduced pattern. Here however we see a distinct characteristic change between both the LCMO and SRO layers, as well as lateral differences between different sections of the film. To understand these differences, we show a schematic of the different possible structural domains herein in Figure 4.11, where the c (red) axis is the in-phase rotated crystal direction while the a and b axes (black) represent the equivalent out-of-phase rotated axes. When an orthorhombic material is grown on a cubic substrate, it will grow in one of three possible crystal orientations corresponding to which of the three axis is oriented OOP. Each of the three potential growth directions produces a different diffraction pattern that can be observed through ABF-FFT analysis. FFT intensity profile analysis for a given imaged area makes it possible to reverse engineer the locations of the various structural domains producing a given pattern, and this is how the color contrasted images are produced in Figure 4.10c). These images show that the LCMO layers maintain a single structural character with the in-phase axis oriented OOP for both the top and bottom layers. SRO meanwhile can occupy one of two potential IP orientations of this out-of-phase axis. We have observed this in other SRO and CRO samples, and is attributed to the equivalency between the two out-of-phase axes with the same pseudocubic lattice constants. The diffraction FFT images show the overall symmetry of a given section, and we can see that while some SRO sections remain fully in either structure A or B, there are some transition regions between these sections as shown in Figure
In such crossover regions, we observe each intermediate spot, shown by the different colors circles depicting which colorized image section these diffraction spots correspond to. We note than in the previously STEM-studied SRO sample from Chapter 4, FFT analysis showed that the small SRO buffer layer matched the LCMO layer symmetric orientation, meaning that the entire film occupied a C structure as described here. Each film does however have a $T_c$ enhancement effect, and it is therefore unlikely that relative orientation of the SRO lattice is primarily responsible for onset revival. The emergence of the A and B structural domains may however be necessary to setup the hard axis OOP orientation of SRO moments in these films and be linked to the downturn AFM effect seen in our magnetization data.

4.4. LCMO Thickness Variation

In the past section, we varied the thickness of the SRO buffer layer to understand how the increased anisotropy introduced by SRO might affect the magnetic properties observed in the previously dominant LCMO. Here we return to LCMO dominated films and allow them to move away from the ultrathin regime closer to their independent layer critical thickness. Doing this allows us to observe how the ultrathin 3uc buffer layers SRO, CRO and STO might affect the incipient FM layers of LCMO. We find that SRO continues to enhance $T_c$ above that seen in other buffered films, though they seem to reach a maximum value around 225K. The saturation moment from STO buffered samples rapidly increases with LCMO increasing thickness and is likely related to oxygen octahedral rotation. Metallic behavior begins to remerge in SRO buffered trilayers above 6uc LCMO thickness alongside the reemergence of more bulk-like MR characteristics. Metallicity
in these samples seems to allow for novel weak antilocalization (WAL) effects to emerge, appearing below the \( T_c \) of SRO. This points toward a strong spin-orbit coupling (SOC) effect in these samples mediated by LCMO layer metallicity, pointing again to a large exchange component between LCMO and SRO layers.

Beginning with IP magnetization data in Figure 4.12, we see that trilayers of the form \( \text{LCMO}^{n=4,6,10\text{uc}}/\text{Buffer}^{3\text{uc}}/\text{LCMO}^{n=4,6,10\text{uc}} \) experience an increase in \( T_c \) as the thickness of LCMO is increased, as expected for films below the critical LCMO thickness. We chart the \( T_c \)'s obtained from these \( M(T) \) plots in 4.12b) for each trilayer. SRO buffered films do maintain a higher onset temperature for each thickness, with CRO consistently exhibiting a moderate enhancement over STO buffered samples. We know that the interfacial Ru-Mn bond exerts an exchange coupling between the layers, and this is likely why both materials experience some enhancement effects even as the thickness increases. The SrO-MnO\(_2\) interfacial layer terminations theoretically produce a larger coupling than the RuO\(_2\)-(LaCa)O termination, and as the CRO layer does not have any SrO interfacial layers, this may explain some of its exhibited lower \( T_c \) enhancement \([66, 115]\).
Onset in the STO buffered samples remains around the value for unbuffered monolithic films of the same LCMO layer thickness. We also wanted to look for any magnetic anisotropy in these thicker films and compare them with what was seen for our thick SRO buffered films. Figure 4.13 shows the IP and OOP magnetization data for our LCMO\textsuperscript{10uc}/SRO\textsuperscript{3uc}/LCMO\textsuperscript{10uc} trilayer, as it is the closest in nominal thickness to our LCMO\textsuperscript{4uc}/SRO\textsuperscript{20uc}/LCMO\textsuperscript{4uc} trilayer. We can see that these LCMO dominated films are IP aligned and have a relative LCMO moment alignment of .85° at 150K. This is evidence that it is only when the SRO structural and magnetic components become sufficiently large that any OOP alignment is induced in LCMO layers.

In our M(T) data, the STO buffered samples seemed to show a large increase in final magnetization compared to the ultrathin case. Exploring this effect, we show the IP magnetic hysteresis loops for each of the above discussed trilayers are shown in Figure 4.14, with their net saturation moments compiled in panel B. For the 6 and 10uc LCMO samples, we can see that the saturation moments for the STO buffered samples increases drastically, with the 10uc sample reaching 3.45 μB/Mn, exceeding the net magnetization of even the SRO buffered film and nearing
the theoretical bulk 3.67 \( \mu_B/Mn \) maximum. From M(T) data we know that the magnetic onset in this sample is 162K, around the 154K \( T_c \) of 10uc monolithic LCMO, meaning that this effect is not associated with any change in magnetic onset. Once the moments are formed however, they have a substantially increased IP uniformity, and we posit that this is due to structural modification of the LCMO films. From our TEM analysis in Chapter 4 we recall that the STO buffer layer tended to decrease the LCMO octahedral rotation. That sample was too thin however for the LCMO to be ferromagnetic on its own without the help of the interfacial Ru layers in the SRO sample, and did not show any saturation alteration. As the LCMO begins to be independently FM in the 6uc trilayer, the flattened bonds geometrically align the moments IP, and this effect continues for the 10uc trilayer. The DE ferromagnetic model also prefers a 180° bond alignment between hopping orbitals, and this flattening promotes an enhancement effect. This structural argument is consistent with what is seen in the CRO buffered sample, which has the lowest observed saturation moment that does not increase with LCMO thickness as it does in the other buffered films. CRO is known to have a large 8.5° bulk octahedral rotation, and this sample likely

Figure 4.14. M(H) data for same samples in Figure 4.12. Saturation moment (taken at 3 T) are plotted in b).
has the greatest IP tilt of the three systems. Increasing the rotation decreases the uniform IP alignment and limits the maximum achievable saturation of the film[55, 147]. From this data, it seems that octahedral rotation in these manganite heterostructures primarily affects the maximum magnetization achievable and is not directly responsible for FM onset enhancement, as one can decouple the two enhancement phenomena.

We also examined the shape characteristics of the M(H) curves from Figure 4.14. The coercive fields are smallest for STO buffered samples and largest for CRO buffered samples across all LCMO thicknesses, an indication that saturation moment and magnetic hardness are inversely proportional here. CRO samples lose the two-step wasp waist behavior seen in the 4uc LCMO case, moving to a single hysteretic behavior for 6 and 10uc. This is likely due to much of the magnetism for thicker films not being near the interface any longer where CRO can create structural frustration that increases the field needed to flip an interfacial spin. We also do not observe any EB behavior in any of these films. As discussed, EB is only seen in samples with strong interfacial AFM coupling. We know however that the LCMO moments here strongly alter

Figure 4.15. a) Field dependent R(T) data for SRO buffered films with different LCMO thickness. b) Calculated MR between the 0 and 7T R(T) values
SRO’s magnetic anisotropy and pin its moments IP. As the LCMO layers become thicker, it is likely that they become even more dominant in the system and create a large internal field that flips the weak IP Ru moments at relatively low field into a FM alignment with LCMO. The absence of EB in the thick LCMO systems is not surprising then, given that it also does not exist in the ultrathin LCMO\(^4\)/SRO\(^3\)/LCMO\(^4\) case.

As resistive changes in previous trilayers have illustrated key changes in the magnetic character of the films, we similarly investigate them here for the various LCMO thickness samples. We begin by looking solely at the SRO buffered cases in Figure 4.15. We can see a very clear change emerge moving from the 4 to 6uc LCMO sample, where a DE-like MIT emerges at 212 K, near the 222 K \(T_c\) for this sample. This trend continues for the 10uc LCMO trilayer, which shows a 246 K MIT slightly above its 223 K magnetic onset. The 7T resistivity data shows an apparently maximized MR ratio at the MIT transition temperature, with the temperature dependent ratio calculated in Figure 4.15b). For the thick LCMO systems, MR is maximized at the transition

![Figure 4.16](image.png)

Figure 4.16. MR behavior of ultrathin SRO buffered trilayers with different LCMO thickness. Primary figure shows low-field region of larger MR curves (full curves shown in inset).
temperature, as is expected in DE systems. We assert then that these films have moved back to a DE mediated FM state. The thin 4uc trilayer case clearly occupies a different regime however,

Figure 4.17. Temperature dependent MR for a)4uc, b)6uc, and c)10uc trilayer films buffered with 3uc of SRO. Measured temperatures range from 10-150K.
with a perpetually increasing MR ratio and no MIT. We show then that while SRO buffering can move LCMO back into a FM metallic state prematurely, as 6uc monolithic LCMO is still fully insulating and nonmagnetic, the magnetic onset it not tied to this DE FM state. We posit that the induced FM alignment known to occur at the interface creates a homogeneous Mn eg spin state, which then lowers the energy needed for hopping and induces a DE-state at lower thicknesses than would otherwise exist. While structural considerations may also play a role, we know from Chapter 4 that each of these buffer layered films have a relatively similar lattice tilt and rotation, and we therefore must consider the induced magnetism itself as a cause for this change from insulating to metallic states.

Magnetoresistance measurements were also performed on these samples, and Figure 4.16 shows the 100 K R(H) measurements for each of the films, where the main figure is a close up of the near-zero field region of the inset’s full 14T data. In the low-field region, we can see that the 4uc LCMO trilayer MR stays completely negative at all field values and has a relatively sharp peak. However, as the thickness of LCMO increases, a positive crossover behavior emerges, where at high fields we get a normal manganite closed loop negative resistive hysteresis, but at low fields a positive MR emerges before a near-zero field reduction in MR. This zero field “butterfly” effect is often ascribed to WAL, a quantum mechanical hopping effect seen in strong spin-orbit coupled materials. As the field is increased from zero, the metallic films experience a positive MR with maximums of .46 and 1.02% for the 6 and 10uc LCMO trilayers respectively. These maximums occur at .42 and .87T respectively, which are both far above the coercive fields observed for these samples. These are substantial effects, as other manganite/SRO heterostructures have reported similar crossover behavior below .25% positive MR [137]. It is noted that this MR behavior occurs as the thickness of SRO, the presumptively strong SOC material, is kept at the same thickness
while the LCMO thickness is varied and the sample becomes metallic, and was not observed in the increased SRO thickness samples.

Looking at multiple temperatures for the samples, we can see in Figure 4.17 the positive crossover effect persists for the thick samples for all temperatures below 100K, with maximum positive MR ratios of 2.3% and 1.9% for the 6 and 10uc films respectively. Resistive hysteresis also begins to emerge as the temperature is lowered below 25K for both samples, and the gap persists for both positive and negative MR regimes out to incredibly high fields, only barely closing at 14T for some temperatures. We note in the 6uc film data that we do not observe any positive MR crossover at 150K, a temperature just slightly above the SRO transition temperature in ultrathin layers. We also call to mind that 150K is well below the coincident MIT-FM onset in these thick LCMO trilayers, meaning that an onset of metallicity is not the cause of this effect. This is borne out by the fact that even in the fully insulating 4uc LCMO sample, at 50K we do see a very small hysteresis emerge with a 1000 Oe gap at 25% MR. This is comparable to the 1600 Oe coercive field from the M(H) curve for this sample, and the effect can be observed out to fields around 5T. Taken together, we can draw a few conclusions from these facts. As the crossover and hysteretic behavior only exists below the T_c of SRO, we assert that this effect only emerges when the SRO is independently magnetically ordered. As previously discussed, this alignment is AFM and has a strongly negative J_ex. Similar MR crossover and hysteretic behavior has been observed in SRO/manganite heterostructures with AFM alignment, and is typically understood as a competition between the Zeeman energy of the applied field and AFM exchange coupling near the interface [137, 148, 149]. As the thickness of the LCMO layers increases, layers away from the interface can increase the competition between these two and induce the crossover behavior. The hysteretic gaps are opened when the system does not provide enough thermal fluctuation energy.
to aid the Zeeman field in flipping the interfacial AFM aligned moments. We do however observe that other SRO/manganite heterostructures with this interplay tend to close the hysteresis when the overall MR ratio returns to the negative regime, and that persistent gaps out to these fields and MRs are novel.

![Figure 4.18. Field-dependent R(T) for CRO and STO buffered trilayers with 4, 6, and 10uc LCMO thicknesses.](image)

We briefly discuss the zero field and 7T R(T) behavior of the CRO and STO buffered films shown in Figure 4.18. Each film displays a fully insulating character across all temperatures, with no MIT even at 10uc LCMO thickness. We recall that the thicker films all have relatively high magnetic onset temperatures and, in the STO case, very high saturation magnetizations. SRO is the best metal of this group, and it is likely that it tends to drive the LCMO layers metallic before CRO or STO would. If metallicity is induced, either through buffering or an increased thickness, we then observe the MIT behavior and MR maximization at high temperature. These films are
further confirmation that metallicity and magnetism in LCMO are decoupled and that metallicity drives a specific type of magnetic character but is not needed for FM in this system.

![Figure 4.19. Temperature dependent MR for LCMO\textsuperscript{10uc}/CRO\textsuperscript{3uc}/LCMO\textsuperscript{10uc} trilayer.](image)

The LCMO\textsuperscript{10uc}/CRO\textsuperscript{3uc}/LCMO\textsuperscript{10uc} heterostructure has a large magnetoresistance evident in the field-dependent $R(T)$ data, and we therefore explore its MR behavior at different temperatures in Figure 4.19. We observe here a surprising result, where at 50 K a positive-to-negative crossover exists as well as a gapped hysteresis. This behavior is not seen in monolithic films, as was previously discussed, and suggests that the same interfacial Ru – O – Mn bond creates the same strong $J_{ex}$ between the CRO and LCMO layers. In order for this interfacial coupling to have an effect on the MR however, there should be an AFM spin alignment at the interface that induces the initial positive MR that can then be brought negative by high-field alignment of spins. This means that in the 10uc thick LCMO sample, CRO has an induced FM that aligns itself antiparallel to the LCMO moments. It has been postulated that CRO is incipiently FM and that
structural change may be the only requisite for a slight FM behavior to emerge[150]. Structural change in the CRO case is likely imposed here by the thick LCMO layers from our previous STEM work, and we assume that this is important for FM inducement here. Still, the AFM alignment of any induced spins points toward a robust exchange coupling between layers that is not dependent on a SrO-MnO$_2$ interfacial bond, as only CaO-MnO$_2$ and (LaCa)O-RuO$_2$ interfaces exist in the CRO buffered sample. We also note that this sample is insulating at all temperature regimes, meaning that the MR crossover behavior can exist independent of a DE-mediated FM and is only dependent on the AFM alignment of interfacial spins. We speculate that this behavior only exists in thicker LCMO films as a result of higher internal fields produced by the increased number of Mn layers. These persistent FM moments can presumably pin the interfacial Ru moments in an AFM alignment if the exchange coupling is strong enough, thereby creating the positive MR effect observed. Thin LCMO layers do not have strong enough fields to induce this effect, which is why we observe a gradual increase of the MR crossover field and maximum positive MR achieved in the SRO buffered samples. As this is the only CRO buffered film which can be measured at low enough temperatures to observe any FM ordering in the CRO layer, this effect is not observed in the 6uc LCMO case.

4.5. Discussion and Conclusion

After looking at many thicknesses for both the LCMO layers and SRO buffer layers, as well as contrasting these effects with those seen in CRO and STO buffered samples, we can draw a few key insights into the nature of magnetism in these systems. Ferromagnetic onset in LCMO layers is clearly enhanced in SRO buffered samples more than in either CRO and STO buffered cases, and this enhancement occurs at temperatures far above any potential magnetic ordering in SRO. Indeed, we can clearly see the effects that do occur below the normal SRO transition
temperature. For thick SRO films, a downturn in the total magnetization occurs at the SRO $T_c$, and a clear IP exchange bias effect occurs at low temperature. We also see a clear MR crossover and hysteresis emerge in thick LCMO trilayers. Each of these effects has been directly linked to an AFM interfacial spin alignment and negative exchange coupling in other work on manganite/ruthenate heterostructures. Our results from this chapter confirm these previous findings across multiple thicknesses.

We importantly also find that the AFM interfacial coupling exists regardless of film thicknesses or metallicity. As both metallic and insulating trilayers have magnetic onset enhancement and the interfacial exchange coupling has been shown to produce various characteristics AFM alignment effects and be mediated pure by the interfacial moments, we therefore assert that a large negative $J_{ex}$ between the LCMO and ruthenate layers is the main cause for the magnetic revival observed. We also show through CRO buffering and MR measurements that an interfacial AFM alignment can be formed despite CRO’s lack of self-mediated magnetic ordering, showing the strength of the Mn-O-Ru exchange coupling. This only occurs when the LCMO thickness is great enough that moments formed in this layer

Structure also plays a crucial role in the observed phenomena. We observed multiple structural domains in the thick LCMO/SRO trilayer sample. This sample also had clearly observable kinks in $M(T)$ curves, showing multiple magnetic transitions at high temperature. These kinks are also observed in the OOP $M(T)$ for the LCMO$^{4uc}$/SRO$^{20uc}$/LCMO$^{4uc}$ trilayer but not in ultrathin trilayers. The ultrathin SRO trilayers were shown in Chapter 4 to occupy the same single structural domain as the LCMO layers surrounding it. As these $M(T)$ kinks still exist in the during-growth annealed sample, we propose that structural ordering in SRO layers is the main cause of this kink behavior. In samples with thick SRO that can occupy the two domain structure
discussed, there is an initial onset in the LCMO layers mediated by the Ru-O-Mn exchange coupling and SRO’s above-Tc magnetic domains. Because of SRO’s large magnetic anisotropy, this magnetism is frustrated by the separate structures. As the temperature is lowered further however, the structural domains solidify into a single domain and allow for much easier alignment of moments, causing the second transition. This structural change is conjecture, however similar structural domain kink effects are known to exist in other manganites[151].

Oxygen octahedral rotation also plays a clear role in the maximum magnetization that a sample achieves. We can see that the saturation of independently FM LCMO layers is greatest for the sample that suppresses its tilt most, STO, and this saturation is decreased as the tilt is increased by buffering with SRO and then CRO. This effect is not tied to the pattern for magnetic onset temperatures and can be thought of independently. We also know from our monolithic data that 10uc of LCMO does not have this high of a saturation moment when grown on STO substrate, so it is not the STO/LCMO interface itself or any doping across it that is inducing this effect. It is clear from these facts that only the structural change induced by sandwiching the bottom LCMO layer between two flattening layers could induce this effect. This result is not unexpected under a superexchange model of FM which would predict easier magnetic alignment for larger overlapped Mn-O-Mn orbitals. The fact that this effect can be decoupled in these insulating samples from the magnetic onset temperature may allow for future research into how octahedral rotation can be utilized to increase the magnetic response in manganites.

In this chapter, we examined how varying the thickness of LCMO and SRO layers might alter the structural, magnetic, and insulating properties of the already established magnetically revived trilayer system. We found that thick SRO buffered samples display an AFM alignment onset at the SRO transition temperature, pointing toward an interfacial AFM coupling. This effect
persists in films with 40uc layers of both LCMO and SRO, which also show a switch from ultrathin single domain structures to exhibiting a two domain character in the SRO layers. Through holding a single thickness for the buffer layers and varying LCMO thickness, we showed that SRO continues to enhance the magnetic properties beyond that of other buffer materials, though the reduced tilt of STO samples can increase the magnetic saturation observed for those samples. The MR characteristics change drastically between the metallic and insulating SRO buffered samples, with DE-like CMR for the metallic samples while insulating samples continuously increase in MR with lower temperature. Positive crossover and large resistive hysteresis in thick samples points toward a strong AFM alignment between layers that is hard to overcome and perhaps enhanced by hard interfacial layers and easy LCMO top layers. We conclude from this chapter that a strong exchange coupling exists at manganite-ruthenate interfaces that induces magnetic revival in the system and is mediated by the interfacial termination, rotation angle, and magnetic order of the buffered material.
Chapter 5. Thickness Dependent Structural Defect Evolution in BTO – SIO Heterostructures

In addition to my extensive study of LCMO trilayered systems, I also investigated the structural evolution of a different system through heterostructuring high quality films of SrIrO3 (SIO) and BaTiO3 (BTO). This work was undertaken as a means of understanding how heterostructures may be affected by varying layer thickness and degrees of film strain, which is important for our other work in thickness dependent material characteristics. SIO is a material with extremely high spin-orbit coupling around .4eV due to Iridium’s large Z and unpaired 5d electrons in the Ir$^{4+}$ state [152, 153]. It has also been known to house interesting magnetic properties under heterointerfacing, with SRO superlattices showing tunable anisotropy and ultrathin STO spacing layers allowing for enhanced magnetism even down to a single unit cell[154–156]. The magnetic effects here are typically ascribed to an enhanced Dzyaloshinskii–Moriya interaction (DMI) at the interface as a result of broken inversion symmetry [154, 157]. BTO meanwhile has been shown to induce noncentrosymmetricity in films it is interfaced with, breaking a critical symmetry which can have pronounced magnetic and electronic effects [158].

5.1 Growth

Good crystalline growth of these materials on STO (001) substrates proved difficult. In their bulk, SIO and BTO have a pseudocubic IP lattice constant of 3.96 Å and 4.00 Å respectively [159, 160]. Growing on the substrate IP lattice constant of 3.905 Å in STO, the SIO film is under 1.5% compressive strain and the BTO is under 2.3%. Large strains are known to cause dislocation centers and substrate-film relaxation in perovskite heterostructures, and we see that for BTO films

This chapter contains previously published data from "Formation of dislocations via misfit strain across interfaces in epitaxial BaTiO3 and SrIrO3 heterostructures." Journal of Physics: Condensed Matter 33.27 (2021).
grown on STO(001), a large degree of relaxation could be observed in RSM plots. Figure 5.1 shows RHEED patterns and XRD data obtained for a representative 30 unit cell BTO thin film. These films were grown at 630° C and 5 mTorr oxygen environment (with a 2.5% O₃ concentration), and the ablation laser was pulsed at 2Hz with a 1.5 J/cm² energy density.

We can see from the RHEED spot evolution that the film moves into a step flow mode during growth, changing from the pristine substrate spots before to a streaky pattern. This is not necessarily indicative of any film relaxation or deformation, but can be associated with it in some cases. In XRD, the omega rocking curves show good alignment of the crystalline growth directions, and the coupled scans show some thickness fringes showing the OOP lattice parameter at 4.086 Å and confirming the 2.3% strain of the film. However, RSM around the (-103) off-
symmetric point shows a spread in the BTO film peak, as evidenced by the lower count patch surrounding that labeled “BTO” higher count film peak. The majority of the film is strained to STO, but the RSM spreading denotes that parts of the film have become relaxed from the STO IP lattice constant. This halo is shifted toward the smaller OOP, larger IP direction from the film peak, denoting that the relaxed BTO is moving toward its bulk-like characteristics and reducing its compressive strain. The same relaxation is not seen in SIO monolithic films, as shown in Fig 5.2b-e), which have good rocking curve characteristics, multiple coupled scan thickness fringes (which denotes a more uniform OOP lattice constant in SIO than in the comparatively fewer seen in BTO coupled scans), and no appreciable RSM relaxation in the 45 unit cell monolayer. Growth parameters for this film were substantially different from BTO films, using a 180 mTorr oxygen environment, 720° C substrate temperature, and a 2 J/cm² laser repeating at 2Hz. RHEED patterns in Fig 5.2a) show that SIO film does maintain a layer-by-layer growth during deposition. The

![Figure 5.2. Structural data on 45 unit cell monolithic SIO film. a) RHEED patterns taken immediately before and after thin film growth. b) Omega-2theta (coupled) scan around STO (002) diffraction peak. c-d) SIO film and STO substrate rocking curve scans. e) RSM of (-103) asymmetric spot showing full strain of the SIO film](image-url)
reduced compressive strain in this material, as well as the centrosymmetry of its perovskite unit cell, likely plays a role in why SIO grows in a more uniform fashion than BTO films.

Understanding the origins of the BTO relaxation in these films became the primary driver of this study, and through heterointerfacing between BTO and SIO we were able to elucidate the evolution of dislocation centers in strained epitaxial films. Dislocations are known to occur in films with large lattice mismatch, and can occur either as misfit dislocations at interfaces or half-loop dislocations within the films [161–165]. Misfit dislocations can occur acutely at the interface due to poor epitaxial conditions or be induced as the film strain field is increased through threading dislocations that penetrate to the interface. Edge dislocations, a form of half-loop dislocation, occur at points in the crystal that have either an additional or removed atom in the lattice. A schematic of misfit and edge dislocations are pictured in Figure 5.3. The Burgers vector associated with a dislocation describes the crystal direction shift needed to compensate for the change, and can have a magnitude greater than 1 if multiple crystal sites are involved in the dislocation described. These half-loop dislocations are intermediate sites within the films and only affect unit cells grown on
top of them. Growing thicker strained films increases the probability of these dislocation formations, as the strain field may not be enough in thinner films to drive nucleation of these sites. Mitigating oxygen vacancies is also effective in limiting dislocations, as these can serve as point defects that lower the cost of nucleation. Understanding how these dislocations evolve over heterointerfaces is crucial for development of defect engineered devices, yet little is known about their development across interfaces [166].

Toward this end, we grew heterostructures between highly-strained BTO and lightly-strained SIO on STO(001) and used XRD, STEM, and 4D in-plane (IP) strain mapping to investigate the films’ crystalline properties and defect formation. Figure 5.4a) shows a schematic of a BTO$_{10\text{uc}}$/SIO$_{2\text{uc}}$/BTO$_{10\text{uc}}$/SIO$_{2\text{uc}}$/BTO$_{10\text{uc}}$ heterostructure grown on STO(001). The RHEED patterns before and after growth are shown in panel b), and show that this film again has

![Figure 5.4](image_url)

Figure 5.4. a) Schematic model of BTO$_{10\text{uc}}$/SIO$_{2\text{uc}}$/BTO$_{10\text{uc}}$/SIO$_{2\text{uc}}$/BTO$_{10\text{uc}}$ heterostructure to provide clarity on nomenclature used throughout chapter. b) Coupled scan around STO (002) diffraction peak. c-d) Film and STO substrate rocking curve scans. e) RSM of (-103) asymmetric spot partial film relaxation.
transitioned to a step-flow growth in a similar fashion to a monolithic BTO film. This film in particular was chosen to highlight the role of increasing the number of interfaces in a nominal thickness BTO film, and can be compared with the patterns observed in the 30 u.c. film from Figure 5.1. The fact that the SIO layers in this sample are kept comparably low in relation to the number of BTO layers isolates the affect of just the interface. We note here that, along with lattice mismatch strain, symmetry mismatch can also affect a heteroepitaxial growth. BTO has a cubic (albeit noncentrosymmetric) structure with a Glazer notation of $a^0a^0a^0$, which is the same as the STO substrate. SIO however is part of the Pnma crystallographic group with $a^a c^+$ tilt and rotation pattern [92, 160]. This type of symmetry mismatch might also increase the likelihood of dislocation formation as the layers attempt to return to bulk symmetries. In this sample however, it is evident from the coupled scans and rocking curves shown in Fig 5.4c-e) that the two films have a similar crystalline quality with comparable behaviors in both. This similarity extends to the

Figure 5.5. 4D STEM of monolithic BTO film. a-b) color contrasted HAADF images showing the interfacial quality and consistent thickness of the grown film. Dotted lines highlight the existence of dislocations formed. Inset shows closer view of a dislocation site, showing it to be an edge dislocation. Black line denotes substrate interface. c-d) $\varepsilon_{xx}$ (IP) strain maps of same areas imaged in a-b. Shows transition from compressive (green) strain to tensile (red) strain after dislocation formation.
RSM of the (-103) spot, where both films produce a majority strained film peak encompassed by a relaxed lower count region. This is our first indication that increasing the number of interfaces in highly compressively strained oxide films does not increase film relaxation or dislocation formation, as both the monolithic films and increased interface films behave nearly identically in macroscopic XRD measurements.

5.2 STEM and Atomic Strain Maps of BTO Heterostructures

An atomic picture of the structural evolution across the films is needed to see how these dislocations are positioned within. HAADF images using STEM and corresponding IP strain maps were obtained for a selection of films that could efficiently encapsulate how both film thickness and interface density affected dislocation nucleation. Of primary importance as a baseline was our 30 u.c. monolithic BTO film, as shown in Figure 5. Large areas scans are shown and portray a consistent thickness across the film. We can immediately see from a-b) HAADF images that, apart from a single interfacial atomic displacement across the 118 nm scanned area, misfit dislocations are not forming at the interface between BTO and STO substrate. We do however begin to see edge dislocations as the thickness of the film increases, shown clearly from the zoomed inset of Fig 5.5a). At these sites, a single Ba atom is removed, allowing the larger lattice constant BTO to extend outward toward its preferred in-plane lattice constant. These sites occur conspicuously at similar thicknesses, with an average distance of 6.2 ± 1.7 nm from the STO interface. This thickness behavior has been seen in other BTO monolithic films on STO(001) and their location has been shown to be affected by growth temperature and oxygen annealing, but always tend to occur at thicknesses below 6nm [165, 167]. We use a lower growth temperature, which provides a lower energy environment during growth for dislocations to form and thus necessitates a higher
thickness of film to reach the dislocation nucleation energy, putting our dislocations further from the substrate than other works.

IP strain maps looking at the $\varepsilon_{xx}$ matrix element of the 4D STEM images and show if films are under compressive (green hue here) or tensile (red) strain. To accomplish this, the symmetric (200) diffraction spot from the electron beam was automatically analyzed for each point in the STEM range. Figure 5.5c-d) show these strain maps for the same regions pictured in a-b). At the dislocation sites, the film clearly moves from a highly compressive to highly tensile strain in an acute manner. This abrupt change shows how efficient these sites are at relieving the crystal’s elastic energy in that single edge dislocations move the layers above it to the desired strain. The dislocation centers are also laterally separated by an average distance of 17.4 ± 4.9 nm, which again shows that the films efficiently release energy at dislocation cores and do not need a high density of dislocations to do so.

With this knowledge of dislocation formation in a pure BTO film, we then looked at how the addition of a single layer of SIO, with its smaller strain percentage but large symmetry mismatch, might affect core nucleation. Figure 5.6 shows the BTO$_{8\text{uc}}$/SIO$_{1\text{uc}}$/BTO$_{8\text{uc}}$ HAADF and strain map images. The BTO layer is grown to be ~3.2 nm thick in order to be below the normal BTO dislocation nucleation critical thickness and determine if the addition of interfaces will prematurely induce formation. This is indeed the case, with dislocations forming near the BTO-SIO interface at a total film thickness much less than the BTO monolithic film. This reduction in critical thickness is somewhat confounded by the fact that the two edge dislocations shown are the only observed deformations in the entire 6 μm subsection of film imaged. It is possible then that these sites are not intrinsic but a byproduct of film growth and the high change in growth
parameters (temperature and oxygen pressure) needed to achieve epitaxial growth of the disparate materials.

If the interfaces between the symmetry mismatched BTO and SIO were a primary driver of dislocation formation, we wanted to explore a film with both a large number of interfaces and also determine if SIO layer thickness played any important role. If SIO thickness was allowed to increase, it is possible that it would regain some of its bulk symmetry characteristics and induce more pronounced dislocation formation. Toward this end, we grew a \([\text{BTO}^{6\text{uc}}/\text{SIO}^{m}]\) heterostructure, varying the SIO layer thickness as \(m = 2, 3, 4, 5\) uc. The HAADF images and corresponding IP strain maps are shown in Figure 5.7. We first analyze the quality of the interfaces created to ensure consistency between each interface formed. The colorized HAADF image in 5.7a) demonstrates the intensity profile changes seen from HAADF imaging and can be used as a

![Figure 5.6. STEM image of \(\text{BTO}^{8\text{uc}}/\text{SIO}^{1\text{uc}}/\text{BTO}^{8\text{uc}}\) heterostructure. a) HAADF image of large lateral area. Yellow dotted line denotes substrate interface. b) IP strain map of areas imaged in a).](image-url)
proxy for looking at interfacial intermixture by the fact that larger Z elements appear brighter in the images with a roughly $Z^{-1.7}$ scaling. We can see that each of the BTO/SIO/BTO interfaces have

Figure 5.7. STEM images of [BTO\textsuperscript{6uc}/SIO\textsuperscript{m}] heterostructure. a) colorized HAADF image showing relative B-site intensities of the imaged spots below. Green dotted line denotes substrate interface, red dotted line denotes sharp TiO\textsubscript{2} – SrO interface, orange line denotes larger intermixed SrO – TiO\textsubscript{2} interface. b) HAADF image of large lateral area. Yellow dotted line denotes substrate interface. b) IP strain map of areas imaged in a).
a distinct intensity difference depending on which material is being used as a base layer. As an SIO layer is grown on top of BTO, the BTO surface is TiO2 terminated and will form an TiO₂ – SrO bond across the new interface. The SIO film undergoes a surface termination reversal and during growth accumulates an extra half unit cell. This occurs in many large B-site perovskites, notably SRO, and happens during the very first unit cell of a growth, characterized by a longer growth time for the first RHEED intensity oscillation than for subsequent layers [103]. At the SIO/BTO interface grown on SIO we therefore still have a SrO – TiO₂ bond, but it is evident from intensity analysis that the right-side interfaces (TiO₂ – SrO) are more sharp than the left-side interfaces (SrO – TiO₂). It is possible this increased intermixture is due to the termination reversal of SIO making the surface less stable for growth and allowing more intermixture into BTO [168]. Even the enhanced intermixture is limited to a single unit cell into the BTO films and does not seem to be a cause for any dislocation formation.

Dislocation cores are formed in this heterostructure, as seen in Figure 5.7b-c), but their location is intriguing. The first interface between BTO and SIO occurs at a film thickness of 2.5nm (bottom of SIO layer) and the second at 3.75 nm (top SIO layer). Neglecting the single misfit dislocation observed at the STO substrate interface, no dislocations are formed at these first two interfaces. This is in contrast to what was observed in the BTO⁸uc/SIO¹uc/BTO⁸uc trilayer, where the additional interfaces seemed to decrease the critical thickness for edge dislocation formation. Dislocations are indeed formed in this heterostructure though, and they begin to form near the second SIO layer interface. The second SIO layer is conveniently located at ~6nm from the STO substrate, which is similar to the thickness needed in monolithic BTO films for dislocations to begin forming. The lateral density of dislocation formation is also lower than for monolithic BTO with an average distance of 19.4 nm of separation between them. This conveys that the primary
driver of dislocation formation in these films is the accumulation of lattice strain through increased film thickness. Interfaces seem to merely provide a more likely source of extrinsic crystal deformation from epitaxial instability and are not an intrinsic driver of dislocation formation. Likewise, symmetry mismatch does not seem to be a motivator in these ultrathin systems either, as the thicker $m = 2$ SIO layer should have driven more dislocation formation than the $m = 1$ SIO layer from Figure 5.6 if symmetry mismatch were a primary source of dislocations. We note that after the films are allowed to relax through edge dislocations in Figure 5.7b-c), no further dislocations are observed throughout the films, which is indicative of the efficiency of these dislocation sites in allowing the grown film to relax toward its desired lattice constants.

We also imaged $\text{STO}^{8\text{uc}}/\text{SIO}^{1\text{uc}}/\text{STO}^{8\text{uc}}$ heterostructures in order to ensure that it was not the $\text{TiO}_2$-SrO$_2$ interfacial layer or SIO symmetry change that was causing dislocation formation. Figure 5.8a-b) shows the HAADF and strain map images for this film. We see that no dislocation cores are found in the entire imaged area. This shows that the simple addition of an interface does not increase dislocation formation in titanate - iridate heterostructures and that accumulated elastic

![Figure 5.8. STEM image of $\text{STO}^{8\text{uc}}/\text{SIO}^{1\text{uc}}/\text{STO}^{8\text{uc}}$ heterostructure. a) HAADF image of large lateral area. Yellow dotted line denotes substrate interface. b) IP strain map of areas imaged in a).]
strain energy is a more important factor. It should be noted that this film is almost entirely homoepitaxial, with only a single IrO$_2$ layer substituted for a TiO$_2$ layer.

Considering our SIO and BTO XRD results in tandem with these observations, we posit that BTO thickness is the primary driver of dislocation formation in these strained systems. XRD shows that we can grow thick SIO films without relaxation but thinner thicknesses of BTO relax. If the two dislocations from the sub-6nm film in Figure 5.6 are discounted as epitaxial errors (which is likely given their average lateral spacing of ~3 μm), then that film effectively has no dislocation cores. This means that, for both the BTO$^{8uc}$/SIO$^{1uc}$/BTO$^{8uc}$ and [BTO$^{6uc}$/SIO$^{m}$] films, the only intrinsic factor of whether the films stay strained or lose substrate coherence through edge dislocations is the thickness of the BTO film. If the film is too thin, as in BTO$^{8uc}$/SIO$^{1uc}$/BTO$^{8uc}$, then no dislocations will be formed, but once the critical thickness is reached either in monolithic or heterostructured form, dislocation nucleation begins. The amount of compressive strain imposed by the STO (001) substrate is then the most likely driver of dislocation formation in such heteroepitaxial films. It is also noted that BTO has a lower bulk modulus than SIO (135 and 187.1 GPa, respectively), and lower bulk moduli have been shown to allow for easier dislocation formation [169–171]. It is also noteworthy that these dislocations do not appear to affect the mosaicity of the films (evidenced by the similar rocking curve XRD behavior between films) as might be expected, and is explained by their relatively low lateral density and their efficiency toward pure relaxation of the films and not domain formation [172].

If these edge dislocations are driving the film relaxation as we expect, then we should be able to see their effect through analysis of the layer-by-layer IP and OOP lattice constants. This was undertaken for the STO$^{8uc}$/SIO$^{1uc}$/STO$^{8uc}$, the BTO$^{8uc}$/SIO$^{1uc}$/BTO$^{8uc}$, and the [BTO$^{6uc}$/SIO$^{m}$] heterostructures to compare as the number of interfaces and film thicknesses were varied, and the
results are shown in Figure 5.9. Panels a-c) show a representative (010) cut HAADF image used for the averaging analysis, but a total lateral area of 40 unit cells were used for the averaging. Figure 5.9d-e) show the respective IP and OOP lattice constants as a function of film thickness away from the substrate interface (denoted as 0 distance). Looking at the IP lattice constants (Fig 5.9d), it is clear that the thin trilayer structures, both STO and BTO dominated films, do not bulk relax away from the STO substrate strained value, which is expected given the low number of dislocation cores. The large heterostructure does however begin to show a relaxation from the STO IP constant (denoted by the lower black dotted line) around 13 unit cells, or 5.58 nm away from the substrate, that continues throughout the film until a full relaxation to BTO’s bulk IP value of $4\text{ Å}$ is achieved. This is the same thickness regime where dislocations begin to form and confirms that these sites are responsible for the relaxation of the thick films. We can also surmise from the

Figure 5.9. IP and OOP lattice constants of multiple films. a-c) representative HAADF imaged areas of [BTO$^{6uc}$/SIO$^{m}$] (a), STO$^{8uc}$/SIO$^{1uc}$/STO$^{8uc}$ (b), and BTO$^{8uc}$/SIO$^{1uc}$/BTO$^{8uc}$ (c) heterostructures. d) Laterally averaged IP lattice constants for each film. Yellow line denotes STO interface, while the black dashed line denote the STO lattice constant and the green dashed line denotes the BTO bulk lattice constant. e) Laterally averaged OOP lattice constants of each film. Purple lines denote SIO bulk OOP pseudocubic lattice constant.
gradual relaxation observed that while the dislocation cores are an acute source of strain energy dispersal, the films need a certain thickness to bulk relax from the abrupt removal of an atomic site. It is interesting that every thickness of SIO layer follows the behavior of the BTO layers and eventually even become tensile strained to the BTO IP lattice constant as opposed to the STO substrates’, showing once again the these films are dominated by the film with larger strain.

OOP lattice constants for the films are observed in Figure 5.9e). Again, the STO\textsuperscript{8uc}/SIO\textsuperscript{1uc}/STO\textsuperscript{8uc} system shows strong adherence to the STO substrate OOP constant as expected for a nearly homoepitaxial film. The trilayer BTO\textsuperscript{8uc}/SIO\textsuperscript{1uc}/BTO\textsuperscript{8uc} shows that the BTO and SIO layers are well strained IP to STO and as a result increase their OOP lattice constants above their bulk values in order to conserve their unit cell volume (compressive strain normally induces elongated OOP lattice constants). The middle single unit cell SIO layer shows a reduced OOP expansion as a result of its lower strain when adhering to an STO substrate. BTO is elongated past its bulk value (green dashed line) in both layers and does not show pattern of relaxation toward this value. This however is not the case in the multilayered system, where we see a damped oscillatory behavior as the film thickness increases and the IP lattice constant relaxes. Once the dislocations near the second SIO layer allow the film to relax, the OOP lattice constant of BTO never surpasses its bulk value again and displays complete relaxation. This abrupt change in OOP lattice constant behavior while the IP lattice shows a gradual bulk change may be related to tensile strain imposed by the dislocation cores on the films above them (red areas of strain maps).

5.3 Conclusions

Through high resolution XRD and atomic resolution 4D STEM, we were able to determine that in compressively strained heteroepitaxial films, the material with larger strain percentage is likely to drive the overall structure of the film and any dislocations that form therein. Neither
symmetry mismatch nor interfacial intermixture seemed to play a role in defect nucleation. Studies on tensile strained LaAlO$_3$/STO films with a strain of 3% show similar thickness dependence of dislocation formation [173]. Further work on the role of symmetry mismatch should be undertaken in a more systematic way, perhaps by heterostructuring with films with higher degrees of orthorhombic tilt like CaRuO$_3$, but this preliminary work suggests that this type of mismatch is not as effective at inducing dislocation formation. We can see from this work that it is possible to strategically place dislocations at interfaces between materials, and it is possible that this type of defect engineering can be crucial in developing functional electronic wells [174, 175].
Chapter 6. Conclusions and Outlook

In this dissertation work, we have explored how interfacing between different materials can affect the fundamental structural and magnetic characteristics of thin films. We primarily looked at manganite/ruthenate heterostructures between LCMO and SRO in order to elucidate the origin of the magnetic revivification in LCMO layers. Multiple causes were considered and ruled out. In other manganite/ruthenate systems, novel magnetic effects are usually ascribed to interfacial charge transfer, but we found no evidence of this in our EELS analysis of our extremely thin trilayer. Magnetic polaron formation also does not seem to be a likely cause, as the resistivity tends to follow a VRH model as opposed to polaronic motion in the extremely thin case. Small scale FM metallic regions are also unlikely from our MR characteristics. While the DM interaction may have a slight effect in moderate SOC ruthenate heterostructures as it is known to favor a canted alignment of AFM spins, we also know from the size of the FM saturation that small canting of interfacial moments is not sufficient. Structural change does play an important role in the saturation moment of films but is not directly correlated with higher onset temperatures, as STO buffered samples have high saturation fields but lower $T_c$ than ruthenate buffered samples. Based on these results, we come to the conclusion that the primary driver of increased magnetic onset in such systems is two-fold, with both the exchange coupling between Ru and Mn at the SrO-MnO$_2$ interface and small magnetic domains in SRO inducing this effect. We know that the interface termination alone is not enough as STO buffered samples also have this same termination and similar interfacial exchange coupling energies \cite{115, 176}. SRO is known to have small-scale order FM regions, and magnetism in one heterostructure layer can induce pinning effects in interfaced layers \cite{30, 63, 177}. CRO buffered samples have a CaO-MnO$_2$ termination, which due to CRO’s lowered metallicity and the smaller Ca ionic radius should have a smaller exchange interaction
than its isovalent SrO terminated counterpart. These would both show that in the ultrathin limit, the incipient FM moments in ruthenates are the most important in pinning the LCMO moments IP and allowing them to large scale order at higher temperatures. Exchange coupling between the layers aids in this and determines the spin alignment of the different layers. Onset enhancement occurs regardless of the metallicity of the system, a result that has been missed in other manganite-ruthenate studies and shows that manganites can have different FM orderings.

We confirm that the coupling between the ruthenate and LCMO layers is antiferromagnetic through studies of multiple thicknesses of LCMO and SRO layers. Exchange bias behavior and downturns in magnetization are observed in thick SRO samples, and MR hysteresis and positive-

![Figure 6.1](image_url). Schematic representation of B-site moments above and below Tc in LCMO/SRO/LCMO trilayer. Exchange coupling, small above Tc magnetic domains, and reemergent OOP alignment in SRO layers are shown for emphasis of key findings.
to-negative crossover is observed in both SRO and CRO buffered thick LCMO trilayers. These effects are tied to AFM interfacial alignment, and only appear in samples with sufficient thickness for the films to sufficient signal and measurable low-temperature resistivities. We also considered the magnetic anisotropy of these systems, and found that sufficiently thick SRO buffered samples regained an appreciable OOP moment away from the interface. Overall, this gives a picture of the LCMO-SRO system and magnetic character as presented schematically in Figure 6.1. The interfacial layers of LCMO and SRO are pinned IP with only slight OOP canting (~4°). Moving away from the interface, sufficiently thick SRO layers can regain their preferred OOP alignment. Above T_c, there is still pinning of the interfacial moments due to the superexchange coupling and SRO magnetic domains, though it is only below T_c that they become large scaled ordered and observable in SQUID.

In our structural work on the BTO/SIO system, we were able to exhibit a strong ability to place dislocations at interfaces by varying the thickness of compressively strained BTO layers. Dislocation formation appears in the absence of interfaces and depends solely on the thickness of the highly strained BTO layer. This can be understood as a release of elastic energy of the system with higher Young’s moduli, and becomes important as film thicknesses are increased. The fact that interfaces do not drastically affect the formation allows us to formulate below critical thickness multi-heterointerface systems that would allow for much lower defect formation. Placing deformations might be useful in future studies of functional devices, as we have shown that increased localization in our LCMO systems have led to increased magnetic effects and this localization may be enhanced by strategically placed defects at the all-important interface.

Future research into the LCMO/SRO system should attempt to use optical techniques such as magneto-optical Kerr effect (MOKE) and magnetic force microscopy (MFM) to probe whether
the small-scale SRO domains extend out into the LCMO layers. This would allow us to know whether pinning by SRO moments is a definitive cause of the revived magnetism. We are also working with industrial partners who are attempting to directly image moments on an atomic scale utilizing innovative 4D-STEM techniques, and this may allow us to look at a cross-section of our samples and determine directly if the interfacial alignment is antiferromagnetic. This is exciting work that will be published in the future.
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Abstract
Dislocations often occur in thin films with large misfit strain as a result of strain energy accumulation and can drastically change the film properties. Here the structure and dislocations in oxide heterostructures with large misfit strain are investigated on atomic scale. When grown on SrTiO₃ (001), the dislocations in both the monolithic BaTiO₃ thin film and its superlattices with SrIrO₃ appear above a critical thickness around 6 nm. The edge component of the dislocations is seen in both cases with the Burgers vector of a[100]. However, compared to monolithic BaTiO₃, the dislocation density is slightly lower in BaTiO₃/SrIrO₃ superlattices. In the superlattice, when considering the SrTiO₃ lattice constant as the reference, BaTiO₃ has a larger misfit strain comparing with SrIrO₃. It is found that in both cases, the formation of dislocation is only affected by the critical thickness of the film with larger lattice misfit (BaTiO₃), regardless of the existence of a strong octahedral tilting mismatch at BaTiO₃/SrIrO₃ interface. Our findings suggest that it is possible to control the position of dislocations, an important step toward defect engineering.
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1. Introduction
Dislocations are an inevitable form of defects that are ubiquitous in misfit perovskite heterostructures, as they are key in strain field relaxation and can significantly change the physical properties [1, 2]. Dislocations can work as pathways to accelerate ion transfer [3], give rise to flexoelectric polarization in SrTiO₃, create ferromagnetism in antiferromagnetic NiO, and paramagnetism in ferromagnetic La₀.₇₁Ca₀.₂₉MnO₃ [4–7].
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