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Abstract

This dissertation addresses a fundamental problem in computational AI — developing a class of massively parallel, neural algorithms for learning robustly, and in real-time, complex nonlinear transformations from representative exemplars. Provision of such a capability is at the core of many real-life problems in robotics, signal processing and control. The concepts of terminal attractors in dynamical systems theory and adjoint operators in nonlinear sensitivity theory are exploited to provide a firm mathematical foundation for learning such mappings with dynamical neural networks, while achieving a dramatic reduction in the overall computational costs. Further, we derive an efficient methodology for handling a multiplicity of application-specific constraints during run-time, that precludes additional retraining or disturbing the synaptic structure of the “learned” network.

The scalability of proposed theoretical models to large-scale embodiments in neural hardware is analyzed. Neurodynamical parameters, e.g., decay constants, response gains, etc., are systematically analyzed to understand their implications on network scalability, convergence, throughput and fault tolerance, during both concurrent simulations and implementation in concurrently asynchronous VLSI, optical and opto-electronic hardware. Dynamical diagnostics, e.g., Lyapunov exponents, are used to formally characterize the widely observed dynamical instability in neural networks as “emergent computational chaos”. Using contracting operators and nonconstructive theorems from fixed point theory, we rigorously derive necessary and sufficient conditions for eliminating all oscillatory and chaotic behavior in additive-type networks. Extensive benchmarking experiments are conducted with arbitrarily large neural networks (over 100 million interconnects) to verify the methodological robustness of our network “conditioning” formalisms.
Finally, we provide insight for exploiting our proposed repertoire of neural learning formalisms in addressing a fundamental problem in robotics - manipulation controller design for robots operating in unpredictable environments. Using some recent results in task analysis and dynamic modeling we develop the "Perceptual Manipulation Architecture". The architecture, conceptualized within a perceptual framework, is shown to be well beyond the state-of-the-art model-directed robotics. For a stronger physical interpretation of its implications, our discussions are embedded in context of a novel systems' concept for automated space operations.
Chapter One

Introduction

In the past few years the quest for efficient computational approaches to artificial intelligence and cognitive engineering has undergone a significant evolution. Not only is this transformation, from discrete symbolic reasoning to massively parallel connectionist neuroprocessing of compelling scientific interest, but also is of tremendous practical interest. It is changing the very rubric of information processing and problem solving. In general, the scientific and engineering community is contested with two basic categories of problems. First, there are problems that are clearly defined and deterministic. They are targeted for situations that are completely deterministic, precisely controllable, and can best be handled by computers employing rigorous, precise logic, algorithms, or production rules. This class deals with structured problems such as sorting, data processing and automated assembly in controlled workspace. On the other hand, there are scenarios such as maintenance of nuclear plants, undersea mining, battle management and assembly/repair of space satellites, that lead to computational problems that are inherently ill-posed and ill-conditioned [17,61,149]. Such unstructured problems entail providing for situations that may have received no prior treatment or thought. Decisions need to be made, based on information that is incomplete, often ambiguous, plagued with imperfect or inexact knowledge, and involve the handling of large sets of competing constraints that can tolerate “close enough” solutions. The outcome depends, on very many inputs and their statistical variations, and there is not a clear logical method for arriving at the answer. In summary, this category encapsulates problems that cannot be satisfactorily addressed using traditional computational paradigms such as
Random Access Machines [3,216], Markov Algorithms [218], Universal Turing Machines [4], Cellular Automata [271], Recursive Function Theory [247] or Production Systems [148,208,286]. The focus of artificial intelligence and machine learning has traditionally been to understand, and engineer systems that can address such unstructured computational problems.

Engineered intelligent systems, e.g., expert systems with some embedded reasoning, autonomous robots and rovers for space applications, behave with remarkable rigidity when compared to their biological counterparts, especially in their ability to recognize objects or speech, to manipulate and adapt in an unstructured environment and to learn from past experience. They lack common sense knowledge and reasoning, knowledge structures for recognizing complex patterns - they fail to recognize their own limitations. They are insensitive to context and are likely to give incorrect responses to queries that are outside the domains for which they are programmed. Algorithmic structuring fails to match the biological computational machinery when it comes to taking sensory information and acting on it, specially when the sensors are bombarded by a range of different, and in some cases competing stimuli. On the other hand, the biological machinery is capable of providing satisfactory solutions to such ill-structured problems with remarkable ease and flexibility [14,96,97,175,205]. A key emphasis underlying any paradigmatic development for unstructured computation today, is to understand how the aforementioned unstructured computations are interpreted, organized and carried out by the biological systems. The latter exhibit a spontaneous emergent ability that enables them to self-organize and adapt their structure and function.

A major reason for this limited technical success in emulating some of the more fundamental aspects of human intelligence lies in the differences between the organization, structuring of knowledge, and the dynamics of biological neuronal
circuitry and its emulation using the *symbolic processing paradigm* [41,76,124]. For example, it has been widely hypothesized [133,154,185-187,296] that “analogy and reminding guide all our thought patterns and that being attuned to vague resemblances is the hallmark of intelligence”. Thus, it would be naive to expect that logical manipulation of symbolic descriptions as an adequate tool. Furthermore, there is substantial psychophysical evidence [60,121,184,154,296] that while the beginner learns through rules, the expert discards such rules. Instead he discriminates thousands of patterns in his domains of expertise acquired through experience, and how to respond to them.

It is rapidly becoming evident that many of the unstructured problems characterized above, can be best solved not with traditional AI techniques, but by “analogy”, “subsymbolic” [133,251,263] or pattern matching techniques [276,285]. While AI attempts to do this, neural networks, a biologically inspired, computational and information processing paradigm, provides us with an inherently better, but not a unique tool. Our focus is on examining the capabilities of neural networks for learning, which is central to the “deeper” question of its feasibility to artificial intelligence. In the remainder of this dissertation, we concentrate on developing a repertoire of computational formalisms that can provide us an enabling basis for solving a significantly complex problem, that has been addressed for last several decades, namely, *functional synthesis, i.e., learning nonlinear mappings to abstract functional invariants, statistical invariants logical invariants and spatial invariants from representative examples*. However, before we formally introduce neural networks, and embark into the technical core of this thesis, we present arguments juxtaposing the suitability of neural networks versus Formal AI, to solving problems in computational learning. A detailed discussion on the latter subject may be found in Gulati, Barhen and Iyengar [111].
1.1. Neural Networks for AI Modeling

Over the last three decades, formal AI and neural network researchers have extensively examined the problems in pattern recognition, adaptive machine learning, perception and sensory-motor control, providing an insightful assessment of what is difficult and what is easy [121,144]. Although both disciplines have similar goals, there is not much overlap between their projected capabilities. The basis of both paradigms may be traced back to hypotheses of Weiner [286] and Leibniz [182], wherein they identified humans as goal-seeking, complicated machine composed of an “intelligent” brain and highly redundant motor systems. It is able to detect errors, change course, and adapt its behavior so that achievement of goals is more efficient. However, subsequent development of intelligent systems has pursued two distinct schools of thought; symbolic and neurobiological, subsymbolic or connectionist. AI researchers concentrated on what the brain did irrespective of how it was accomplished biologically, while the latter focussed on how the brain performed.

Rooted in the “rationalist, reductionist tradition in philosophy” [251], AI assumes that there is a fundamental underlying formal representation and logic that mirrors all primitive objects, actions and relations that make up the world, and that has the necessary and sufficient means for general intelligent action. As its most forceful proponents, Newell and Simon [221], hypothesized that once such a representation were to become available, the operations of human cybernetic machinery could be fully automated and described in terms of mathematical theorems and formal logic. All knowledge could be formulated into rules, and behavioral aspects of human reasoning and perception could be emulated by following rules or manipulating symbols, without regard to the varying interpretations of symbols. Further, intelligent behavior arises from amalgamation of symbols in patterns that were not anticipated when the rules were written.
Expert systems are product of such a line of investigation. However, as discussed by Reeke and Edelman in [93] over the years AI researchers have unsuccessfully struggled against fundamental systems engineering issues summarized as:

(a) **Coding Problem**: (Leibniz [182]) finding the suitable universal symbol system, i.e., the ultimate simples in terms of which all complex can be understood;

(b) **Procedure Problem**: specifying in advance all actions that must be taken for all possible combinations of input;

(c) **Category Problem**: (Minsky [214,215]) specifying a sufficient set of rules to define all possible categories and phenomena that the system might have to account for;

(d) **Homunculus Problem**: (Minsky [214]) This pins the fundamental problem of AI to the old puzzle of "infinite regress" in a universal symbol system. For example, when you look at an object, say a computer, how is the image of the computer registered in the brain? All explanations hitherto proposed by AI pin down this process on some "intelligent device" inside the brain that shall be in charge of doing the registering. But then the same problem has to be faced again in order to explain how the "device" does the registering, and so on ad infinitum.

(e) **Nonmonotonic Reasoning Problem**: designing rules that can function as retractable hypothesis, to mitigate the problems that arise when rules get executed without context-consistency checks

(f) **Developmental Problem**: devising mechanisms that can enable programmed systems exist: self-learn, self-organize their structure and function and self-replicate without explicit external manipulation, akin to adaptive biological systems;
Since formal AI has not been able to surmount the above problems, using logical reasoning alone, Hofstadter [133], Smolensky in [251] and others [306] have suggested recourse to alternate scientific paradigms - neural networks. In a radical philosophical and paradigmatic departure from AI, the neural network community argues that logical reasoning is not the foundation on which cognition is based, but instead, an emergent behavior that results from observing a sufficient number of regularities in the world [251]. Its theoretical underpinnings lie in biological detail and rigorous mathematical disciplines such as theory of dynamical systems [47,100,127-128,237], statistical physics [229], etc., in an attempt to discover and validate principles that make intelligence possible, by observing existing intelligent systems, i.e., the brain. They hold the view that cognitive machinery is built from many simple nonlinear interacting elements - neural networks that store knowledge in their internal states and self-organize in response to their environments. Intelligent behavior, then manifests from collective interactions of these units.

While formal AI or the Symbolic community also treated human brain as an hierarchical system of components that obey laws of physics and chemistry, and could be described as solutions to mathematical equations relating computable functions over the inputs and outputs of neurons, it assumed that given a sufficient amount of information, i.e., computing power, neuronal dynamics, one could compute a person’s next state. However, it ignored the framework of interpretation, “context-sensitivity”, within which the humans process information, make commitments and assume responsibility. Instead, its primary focus became to design rule-systems that processed symbols without regard to their meanings. Thus, it completely ignored the considerable amount of subsymbolic or subconscious processing precedes our conscious decision making, and subsequently leads to the filtration out of infinity of situations so that the appropriate rule may be used. In sharp contrast, rather than creating logical problem-solving procedures,
neural network researchers use only an informal understanding of the desired behavior to construct computational architectures that can address the problem, thereby eliminating the fundamental AI limitation, i.e., context sensitivity in [93].

In summary, unlike AI, there is no recognition, recall and reminding; neural networks focus on association, units and patterns of activation. Thus, rather than focusing on symbols, symbolic manipulation, or formal logic procedures, neurocomputation primarily entails recognizing statistically emergent patterns and processing alternatives obtained by relaxing various features that characterize the situation [208,222]. Therein lies the amenability and performance potential of neural networks to the development and application of human-made systems that can emulate the neuronal information processing operations, e.g., real-time high performance pattern-recognition [12,95-98,126,166-170], knowledge-processing for inexact knowledge domains [227], and precise sensory-motor control of robotic effectors [57,81,199,235], that computers and AI machines are not suited for. They are ideally suited for tasks where a holistic overview is required [298], i.e., abstract relatively small amounts of significant information from large data streams such as in speech recognition [93] or language identification [296].

On the other hand, digital computers and AI are ideal for algorithmic, symbolic, logical and high precision numeric operations that neural networks are not suited for. The two fields complement each other in that they approach the same problems from different perspectives.

Having motivated the applicational and paradigmatic potential of neural networks, we now briefly summarize their evolutionary history, followed by formal characterization of their properties.
1.2. Background: Artificial Neural Networks

Though the notion of imitating human neuronal processing system, cognitive capabilities and biological phenomena to model computation for AI research was introduced a couple of decades back, it is only recently that they are gaining recognition as a viable alternative to the traditional Von Neumann architectures. Recent advances in our understanding of anatomical and functional architecture [17,19,49,61,202] chemical composition [179], electrical and organizational processes [120,137-138,190-192,196] occurring in the brain and nervous system along with the advances in hardware technology and capability are leading to physical and electro-optical realizations [121] of randomly organized interconnect, networks with computationally useful collective properties such as time sequence retention, error correction and noise elimination, recognition and generalization.

Development of detailed models of neural networks began with the work of McCulloch and Pitts [206,17], wherein using logical elements they demonstrated that synchronous neural nets could perform all quantifiable processes, e.g., arithmetic, classification application of logical rules. Hebb [120] demonstrates that repeated activation of a group of neurons by another through a particular synapse leads it to synchronously activate groups of neurons to which it is weakly connected, thereby organizing into strongly connected assemblies. Neumann [97] injects the notion of redundancy in neurocomputing by constructing networks which activated many neurons to do the job of one. Winograd and Cowan [297] extended his work to introduce the notion of distributed representation wherein each neuron partially represented many bits. The field was put on a firm mathematical basis by Rosenblatt [248], who conjectured that intelligent behavior based on a physical representation was likely to be hard to formalize. As per his arguments, it was easier to axiomatize a physical system and then investigate the system analytically to determine its behavior, than to axiomatize the behavior
and then design a physical system by techniques of logical synthesis. He engineered his ideas, by attempting to automate procedures by which a feedforward network of McCulloch and Pitts neurons [206], named Perceptrons by him, could learn to automate the procedure by which a network of neurons learned to discriminate patterns and respond appropriately. A detailed study of perceptrons, led Minsky and Papert [215] to strong criticism of the field. Thereafter, neural network receded into a long slump. However, as observed by Ladd [175], they were misleading in interpreting/suggesting that this class was at the heart of connectionism, and their [215] analysis was not valid for systems that were more complex, including multilayered perceptrons and neurons with feedback.

The resurgence of the field is due to the more recent theoretical contributions by Kohonen [166-170], Grossberg [94-99], Amari [11-14], Fukushima [88], Carpenter [62-63], Hopfield [134-135], etc. Hopfield’s illuminating contributions have extended the applicability of neuromorphic techniques to the solution of combinatorially complex optimization problems [136]. In the areas of VLSI and opto-electronic implementations, major achievements have resulted from the efforts of Mead [209], Psaltis and Farhat [242], Hecht-Nielson [121], and others.

As shown in Fig. 1.1.1, Artificial Neural Systems may be characterized as distributed computational system comprising of a large number of processing units each of which has selected characteristics of biological neurons connected to each other in a directed graph of varying configuration [151]. They have been defined [170] as

"massively parallel, adaptive dynamical systems modeled on the general features of biological networks, that can carry out useful information processing by means of their state response to initial or continuous input. Such neural systems interact with the objects of the real world and its statistical characteristics in the same way as biological systems do."
Grossberg [98], Hartley and Szu [264] have classified neural networks to be any system that satisfies (a) nonlinearity, (b) nonlocal, i.e., exhibit long-range interactions across a network of locations, (c) nonstationary, i.e., interactions are reverabative or iterative, and (d) has nonconvex "energy-like" function.

In contrast to the existing notions on applicative and symbolic computing, the potential advantages of neuronal processing arise as a result of their ability to perform massively parallel, asynchronous and distributed information processing. Neurons with simple properties and interacting according to relatively simple rules can accomplish collectively complex functions. This is based on their
ability to provide a collectively-computed solution to a problem on the basis of analog input information resulting from a high degree of random interconnectivity, storage and simplicity of individual operations [41.141]. Neural network modeling then is a discipline which attempts to "understand brain-like computational systems" [24.263] and has been variously termed as "computational neuroscience" [14], "parallel distributed processing" [251], "connectionism" [222], etc.

The bulk of neural network models can be classified into two categories; those that are intended as computational models of biological nervous systems or neureobiological models [61.137.138.199], and those that are intended as biologically-inspired models of computational devices with technological applications, also referred to as Artificial Neural Systems (ANS) [6,9,62,98,225]. Although our primary emphasis is on ANS, we will be highlighting the influence of neurobiology on the formulation of artificial neural models, and the resulting computational implications. To get a sense of the required number and interconnectivity of neuronal circuitry for intelligent behavior, we begin by examining biological neural networks. Most existing neural network models are based on idealizations of the biological neuron and the synaptic conduction mechanisms, shown in figure 1.1.2(a) and 1.1.2(b), respectively. As shown in Fig 1.1.2(a), each neuron is characterized by a cell body or the cyton and thin branching extensions called dendrites and axons that are specialized for inter-neuron transmission. The dendrite is a passive receiving and transmitting agent, the axon electrochemically charged, highly active brain cell entity. The dendrites receive inputs from other neurons and the axon provides outputs to other neurons. The neuron itself is imbedded in an aqueous solution of ions, and its selective permeability to these ions establishes a potential gradient responsible for transmitting information. The electrochemical input signals or the neurotransmitter is funnelled to the neuron from other neurons, to which it is connected is through sites on the their
surface, called synapses (see Fig. 1.1.2(b)). The input signals are combined in various ways, triggering the generation of an output signal by a special region near the cell body. However, the neurobiological phenomenon that is of particular interest, is the changing chemistry of synapse as information flows from one neuron to another. The synapse instantaneously decides when the information is inessential and should not be resupplied. The weight of the individual charge is regarded as the determining factor. On the transmitting or pre-synaptic side of the synapse, triggering of the synaptic pulse releases a neurotransmitter, that diffuses across a gap to the receiving side of the synapse. On the post-synaptic or receiving side, the neurotransmitter binds itself to receptor molecules, thereby affecting the ionic channels and changing the electrochemical potential. The magnitude of this change is determined by many factors local to the synapse, e.g., amount of neurotransmitter released, number of post-synaptic receptors, etc. Therefore, neurocomputation, biological self-organization, adaptive learning and other mental phenomena are largely manifested in changing the effectiveness or “strength” of the synapse and their topology [138]. Additional details on the biological neuron, membrane polarization chemistry and synaptic modification may be found in [9,100].

The above phenomenological insights at the neurobiological level, have led to the mathematical formulation of simulated neurons, i.e., the basic building block of neural network models. A functional model for typical simulated neuron is shown in Fig. 1.1.2(c). Four useful areas may be abstracted. The first is the synapse where signals are passed from one neuron to another, and the amount of signal is regulated, i.e., gated or weighted by the strength of the synaptic interconnection. In the activated neuron region, denoted as summer, synaptic signals containing excitatory and inhibitory information are combined to affect the tendency of a cell to fire or stay put. The threshold detector determines if the
neuron is actually going to fire or not, while axonal paths conduct the output activation energy to other synapses to which the neuron is connected. Useful information properties such as generalization [125], classification [62], association [12.91], error correction, time sequence retention [192], etc., emerge as collective properties of systems comprised of aggregations of large number of such simple units. When viewed individually, the dynamics of each neuron bears little semblance to task being performed.

As discussed in the preceding paragraph, of particular computational and
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Figure 1.1.3. Mathematical idealization to biological neurons.

modeling interest, are the mathematical notions of synapse and synaptic modification, mechanisms by which such units can be connected together to compute, and the rules whereby such interconnected systems could be made to learn.

1.3. Computational Learning

The paradigmatic strength of neural networks for potential applications, which require solving intractable computational problems or adaptive modeling, arises from their spontaneous emergent ability to achieve functional synthesis, and thereby learn nonlinear mappings [36,32,111], and abstract spatial [62,63], functional [180] or temporal [177,178] invariances of these mappings. Thus, relationships between multiple continuous-valued, statistically-related inputs and outputs can be established, based on a presentation of a large number of rep-
resentative examples. Once the underlying invariances have been learned and encoded in the topology and strengths of the synaptic interconnections [36,305], the neural network can generalize to solve arbitrary problem instances. Since the topological mappings for problem-solving are acquired from real-world examples, network functionality is not limited by assumptions regarding parametric or environmental uncertainty, that invariably limit model-based computational strategies [13]. In order to place our subsequent discussions in context with the overall discipline of computational learning (including heuristic, algorithmic and connectionist), in Table 1.4.1. we provide a taxonomy of learning formalisms.

**Neural Learning** has been defined as the process of adaptively evolving the internal parameters e.g., connection weights, network topology, etc. in response to stimuli being presented at the input and possibly the output buffer. As adaptive dynamical systems (refer Section 1.6.1), neural networks emphasize relaxation, and not heuristic search as the basis of automatic learning. Further, learning can be by programming the net, i.e., setting the weights or by self-organization. These are known as hard and soft learning respectively. In this thesis we focus on soft learning, which in turn may be either deterministic, stochastic, supervised or unsupervised. Learning in neural networks is said to supervised [250-252,269,292], e.g., when the desired response is from a knowledgeable teacher, and the retrieval involves one or more of a set of stimuli patterns that have been repeatedly shown to the system during the training phase. The networks observe the presented inputs, detect the statistical regularities embedded within it and learn to exploit these regularities to draw conclusions when presented with a portion or a distorted version of the original pattern. When a portion of the original pattern is used as a retrieval cue, the learned process is denoted to be auto-associative [166]. When the desired input is different from the input then learning is referred to as hetero-associative [188].
<table>
<thead>
<tr>
<th>Paradigm</th>
<th>Categories</th>
<th>Algorithm Description</th>
<th>Nature</th>
<th>Systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Empirical Learning</td>
<td>Rule-Based;</td>
<td>Real-to-model world mapping</td>
<td>deductive</td>
<td>LAMP, PRODIGY</td>
</tr>
<tr>
<td></td>
<td>Learning via query;</td>
<td>Ordering of questions directs learning</td>
<td>inductive</td>
<td>MARVIN</td>
</tr>
<tr>
<td>Concept Learning</td>
<td></td>
<td>Search in hypothesis space</td>
<td>inductive</td>
<td>OTIS</td>
</tr>
<tr>
<td>Case-Based Learning</td>
<td>Adapting case-bases</td>
<td>search through case networks of analogy-explanatory-emulation skills</td>
<td>deductive</td>
<td>TA</td>
</tr>
<tr>
<td>Statistical Learning</td>
<td>Bayesian tech., Decision trees</td>
<td>find probable no. of classes, probabilistic descriptions &amp; probability of belongingness</td>
<td>inductive</td>
<td>AutoClass</td>
</tr>
<tr>
<td>Genetic Learning</td>
<td>Population genetics</td>
<td>Trial solutions (populations) operated in cycles (generations) by survival of fittest selection followed by genetic recombination (crossover and mutation operators)</td>
<td>inductive</td>
<td>CFS</td>
</tr>
<tr>
<td>Explanation-Based Learning</td>
<td>reasoning about operationality (merit of a learning result )</td>
<td>obtain general concept def. on some property that holds for a given training instance</td>
<td>deductive</td>
<td>ROE, MetaLEX</td>
</tr>
<tr>
<td>Connectionist Learning</td>
<td>Supervised; Unsupervised; Reinforcement;</td>
<td>capture the functional, spatial or temporal concept in the internal synaptic connections or topology of the network</td>
<td>relaxation</td>
<td>EBP, CL, ART, SID</td>
</tr>
<tr>
<td>Distribution Free Learning</td>
<td>Formal Concept</td>
<td>construct a minimal set of maximally general descriptions</td>
<td>inductive, deductive</td>
<td>PAC</td>
</tr>
</tbody>
</table>

Table 1.4.1. Survey of Computational Learning Paradigms
When no desired output is shown the learning is *unsupervised* [306]. It proceeds with a knowledgeable teacher. An intermediate kind of learning is *reinforcement learning* [42,43] where a teacher just indicates whether the response to an input is good or bad, how far and in what direction the current output differs from the desired output, the the network is rewarded or penalized depending on the action it takes in response to each presented stimulus. The network configures itself so as to maximize the reward that it receives. Along with the architecture, learning rules forms the basis of categorizing different neural network models. A detailed taxonomy of different types of learning rules can be found in Lipmann [166].

Further the neural learning rules could take the following forms: *Correlational Learning* wherein parameter changes occur on the basis of local or global information available to a single neuron. A good example is Hebbian learning rule [134], wherein the connection weights are adjusted according to a correlation between the states of the two interconnected neurons. If two neurons were both active during some successful behavior, the connection would be strengthened to express the positive correlation between them. On the other hand, in *Error-corrected Learning*, the rules work by comparing the response to a given input pattern with the desired response and then modifying the weights in the direction of the decreasing error, e.g., perceptron learning rule [248,251], Widrow-Hoff [291], back-propagation in [150,274,275,250-253]. Another model, *Reinforcement Learning* does not require a measure of the desired responses, either at the level of a single neuron or at the level of a network. Only a measure of the adequacy of the emitted response suffices. This reinforcement measure is used to guide random search process to maximize reward. Another category, *Stochastic Learning*, the network neurons influencing each other through stochastic relaxation, e.g., Boltzmann Machine [2].
Two key elements that characterize the computational power of neural learning formalisms are nature of states of individual neurons and the temporal nature of synaptic updating. The states of individual neurons may be either *Discrete* or *Continuous*. They may be finite, infinite but countable, or uncountable - forming a continuum [264]. It has been shown that networks with a finite number of states is computationally equivalent to a finite state machine (FSM) if the number of neurons is finite or to a Turing machine (TM) if the number is infinite. If the neuron has a continuum of stable states then it is equivalent to a TM. Further, the nature of time variable in neural computation may be either *discrete*, i.e., dynamics is modeled by difference approximations to differential equations or it may be *Continuous*. It has been shown that continuous time networks can resolve temporal behavior [264], which is transparent in networks operating in discrete time. In all the respects, the two classes are computationally equivalent.

1.4. **Statement of the Problem**

The research problems addressed in this dissertation can be simply stated as follows:

1. *Derive a new class of fundamental, computational neural learning algorithms that can robustly acquire embedded nonlinear functional, spatial, logical, statistical or behavioral invariants from representative exemplars, in hard real-time. Ensure the scalability of proposed learning algorithms to the number of training samples, network dimensions and topography, and the cardinality of input-output attributes. Furthermore, ensure that the paradigmatic complexity of learning formalisms is independent of the complexity of learning problems to which it is applied.*

2. *Develop efficient mechanisms for explicitly incorporating, a multiplicity, of both application-specific and neural network design constraints*
into the neural learning framework. Furthermore, devise computation structures for avoiding extensive training/retraining costs each time the network is confronted with a novel problem situation, that poses constraints different from the ones used during the training phase.


[4] Leverage the above repertoire of tools, to formally conceptualize a computational and architectural framework for a real-life problem that is beyond the state-of-the-art capability in the chosen domain.

The central theme of this thesis has, in fact been primarily motivated by the latter objective, i.e., the current lack of computationally enabling tools for engineering "intelligent autonomous systems" - autonomous robots, rovers, diagnostic systems etc. Robotics in general, and robust, task-directed, autonomous manipulation for space-based robots in particular, represent our specific application domains of interest. In the initial phases of algorithm development, our robotic implementations are limited to inverse kinematics of redundant manipulators. In a latter chapter, we however elucidate its straightforward applicability to problems in manipulator dynamics, control and sensorimotor coordination. We extrapolate the applicational conceptualization to include perceptual manip-
ulation [282] in dynamically varying, poorly modeled and unpredictable environments.

1.5. Organization of The Dissertation

This work is organized into eight chapters. The first chapter is devoted to presenting the framework and an applications context within which this work is relevant. To this end, we introduced some basic concepts and mathematical tools. Figure 1.5.1 provides an overview of the organization of the thesis. This section presents a brief overview on the contents of the remaining chapters.

Chapter Two motivates a formal framework for deriving supervised learning algorithms for dynamical neural networks. The methodology is generic to networks both with and without feedback. It is based on a recent breakthrough in nonlinear dynamical systems theory - the notion of terminal attractors (introduced by Zak [302,303]). We exploit the concept of terminal attractors to define the Singular Interaction Dynamics (SID) model for learning time-independent data from examples. In a departure from prior neuromorphic algorithms this methodology provides mechanisms for incorporating and in-training "skew" to handle network as well as design constraints. The notion of "virtual attractors" is introduced to guarantee overall network stability. Two versions of the algorithm are derived, Algorithm $SID_1$ and Algorithm $SID_2$ for large dimensional networks. We benchmark the efficiency of Algorithm $SID_1$ system on a multidimensional signal reconstruction problem. Algorithm $SID_2$ is simulated on the 3-DOF and 7-DOF redundant manipulators to validate our theoretical framework and illustrate its computational efficiency.
Figure 1.5.1. Overview of Thesis Contributions
Chapter Three extends upon the results in the preceding section to provide a novel manifestation to computational learning based on phenomenology of nonlinear neural networks. We present the Algorithm SID\(_3\) neural network model that allows adaptive evolution of network topology in addition to evolution of synaptic strengths. The former objective is achieved by taking recourse to Gauss’s Least Constraint Principle \([36,107,305]\) in mechanics. We execute the algorithm on a 3-DOF redundant manipulator. Further, we examine a fundamental limitation in neural learning algorithms - training and retraining costs and the versatility of neural network models. We draw inspiration from mathematical physics to introduce renormalization concept for task-directed aposteriori regularization. In the previous chapters, we had largely exploited the notion of terminal attractors to obtain computational speedup per dynamical iteration. In this chapter we introduce mechanisms for speeding the overall training process. We exploit the notion of adaptive time scales in terminal attractor formalism (introduced by Zak \([303]\)) for supervised learning. These constructs are used to extend the neural learning formalisms - Algorithm SID\(_4\). We benchmark the algorithm using problems from the signal processing domain. Furthermore, we explore another important concern in the design and implementation of learning algorithms, namely the implications of selecting particular kinds of numerical tools used in neural network simulations.

Chapter Four couples adjoint sensitivity theory with neural networks, and learning in particular. We provide a brief introduction to the notion of forward and adjoint operators. Heretofore, we had resorted to heuristics in the section of our derivations, dealing with dynamic propagation of backward error. In this chapter, we eliminate all heuristic overtones, to obtain a formal framework for global computation of sensitivities. These concepts are used to formally derive another version of neural learning algorithm - Algorithm SID\(_5\).
Chapter Five exploits the concept of adjoint operators to enable computation of changes in the network's response due to perturbations in all system parameters, using the solution of a single set of appropriately constructed linear equations. The lower bound on speedup per learning iteration over conventional methods for calculating the neuromorphic energy gradient is \( O(N^2) \), where \( N \) is the number of neurons in the network. The learning objective is reformulated to derive Algorithm SID\(_6\) for hyperfast learning in dynamical neural networks. We demonstrate the computational efficacy of our approach by benchmarking simulations on complex signal processing problems with current state-of-the-art neuromorphic models.

Chapter Six addresses a fundamental issue which directly impacts the scalability of current theoretical neural network models to applicative embodiments, in both software as well as hardware - inherent and unavoidable concurrent asynchronicity of emerging fine-grained computational ensembles and the consequent chaotic manifestations in the absence of proper conditioning. In this chapter we introduce a mathematical framework for systematically reconditioning additive-type models and derive a neuro-operator, based on the chaotic relaxation paradigm, whose resulting dynamics is neither "concurrently" synchronous nor "sequentially" asynchronous. Necessary and sufficient conditions guaranteeing concurrent asynchronous convergence are established in terms of contracting operators. Lyapunov exponents are also computed to characterize the network dynamics and to ensure that throughput-limiting "emergent computational chaos" behavior in models reconditioned with concurrently asynchronous algorithms was eliminated. Implementation results are provided for massively parallel networks ranging from few 100 synapses to over 100 million interconnects.
In Chapter Seven, we shift gears to introduce a robotic manipulation problem that is beyond the state-of-the-art "model-directed" robotics. We exploit the aforementioned repertoire of neural learning algorithms developed in this work to provide an enabling element for such systems. We motivate the need to conceptualize such robotic systems within a "perceptual framework" rather than existing model-based formalisms. We propose a new Task-based Perceptual Manipulation Architecture, wherein the key control element comprises of metric-driven neural networks. A technical critique of the proposed architecture is presented vis-a-vis existing robot architectures. To provide a context to our computationally enabling learning framework, we propose a novel systems concept for applications to space robotics. We execute the architecture on a functional manifestation of this application.

Chapter Eight provides a summary of contributions, concluding remarks and outlines directions along which this work can be extended.

1.6. Mathematical Constructs

In solving the aforementioned problems, we have made a deliberate attempt to base our arguments and formalisms on firm mathematical foundations, rather than relying on qualitative arguments or brute-force techniques. We draw from a variety of rigorous mathematical disciplines, such as theory of dynamical systems [47,100,127-128,237], existence theorems [226], renormalization theory and critical phenomena [295], etc. These mathematical constructs have provided us extremely attractive computational tools for deriving efficient algorithms presented herein. Furthermore, even though the mathematics used in this dissertation may be unfamiliar to some readers, the results we obtain are mostly using constructive algorithmic techniques. Also, the chapters are self-contained and structured to be read in isolation. In the remaining section of this chapter, we provide a
terse introduction to some of the broad constructs that we will be employing in
the thesis.

1.6.1. Dynamical Systems Theory

Dynamical systems are those that change their state with time \( t \). A dynamical
system of order \( n \) is defined by two properties [47]:

[1] The state of the system is represented by \( n \) real variables, \( x_1, x_2, \ldots, x_n \), or
one real vector \( \vec{r} \) of dimension \( n \), which may be considered as coordinates of
an abstract \( n \)-dimensional space named the phase space.

[2] The motion of the system is represented by a vector function \( \vec{r}(t) \) of time
satisfying a first-order vector differential equation of motion, \( d\vec{r}/dt = \dot{\vec{r}} = v(\vec{r}, t) \) where \( v \) is a given sufficiently well-behaved velocity function of \( \vec{r} \) and
\( t \), whose value for a particular \( \vec{r} \) and \( t \) is the phase velocity.

If the system is not subject to any external influences that depend on the
time, the system is said to be autonomous. The velocity field \( v(\vec{r}) \) of an au-
tonomous order-n system can be expressed as the negative gradient of a po-
tential \( U(\vec{r}) \). Thus, \( v(\vec{r}) = -dU/d\vec{r} \) where, for some constant \( U_0 \), \( U(\vec{r}) = U_0 - \int_0^{\vec{r}} dx'v(x') \). At each zero \( x_k \) of the velocity field \( v(x) \), \( v(x_k) = 0 \), so that a
system initially at \( x_k \) remains there for all time. The points \( x_k \) represent states
of the equilibrium: they are named fixed points. When the velocity field has only
simple zeros, the fixed points are stable around \( x_k \) if \( v(x) \) is a decreasing function
of \( x \), so that neighboring states approach \( x_k \), and they are unstable around \( x_k \) if
\( v(x) \) is an increasing function of \( x \) so that neighboring states leave \( x_k \). Neural
networks as dynamical systems are governed by an update equation on the state
vector that is nonlinear and iterative. If the error norm of the sequence of state
vectors become smaller and smaller tending to a fixed point, \( x_k \) say at zero, for
all initializing points \( x_0 \) less than a unit distance from the fixed point, then the
domain $x_o$ is said to be the basin of attraction of the attractor at zero. If the numbers in the sequence increase gradually tending to infinity, then infinity is the attractor for all points $x_o > 1$.

Limit points (fixed non-time varying), limit cycle (periodic, time varying), strange attractor (sensitive dependence on initial conditions, time varying) and strings (limit points with filamentary basin of attraction, correlated vectors) could all constitute attractors in dynamical systems [47]. In the nonlinear dynamical systems formulation to neural networks, all information is stored at fixed points, fixed limit cycles in state space that act as attractors with prescribed basins of attraction, such that initial configurations of neurons in some neighborhood or basin of attraction of that memory state will be attracted to it. As we demonstrate in the sequel, in the dynamical systems formulation, computing with neural networks thus implies designing networks with prescribed phase-space behavior.

1.6.2. Nonlinear Sensitivity Theory

The general objective of sensitivity analysis is to quantitatively derive sensitivities of the system’s response (i.e., system performance measures of interest) due to perturbations and uncertainties in the input parameters. The simplest sensitivity procedure is what may be termed the “brute-force” method, which evaluates a parametric sensitivity by repeating the computation with a perturbed input parameter while holding the others fixed. The computational costs involved in this approach are in general prohibitive for most real-life applications [273]. Two alternative deterministic (rather than statistical) formalisms, labeled the “Forward Sensitivity Method” (FSM) and “Adjoint Sensitivity Method” (ASM) exist in order to evaluate the sensitivity of the response to variations in the system parameters. Originally proposed by Cacuci [59,60] for engineering applications
wherein the parameters can neither be accurately estimated nor known statistically, the concept has over the years been collectively developed by Barhen, Obloj, Asmiller, Toomarian, etc [10]. It has previously been extensively applied in the fields of energy modeling [27] and nuclear reactor thermal hydraulics [273] at the Oak Ridge National Laboratory. The forward sensitivity formalism is formulated in normed linear spaces, and the existence of the Gateaux differentials of the operators appearing in the problem is shown to be both necessary and sufficient for its validity. It provides the exact elementary sensitivity coefficients (SC) (i.e., partial derivatives of all model state functions with respect to an input parameter), of all dependent variables with respect to a single input parameter [155,311]. On the other hand, adjoint sensitivity theory provides the exact sensitivity coefficients of a single response function (primary dependent variable) with respect to all input parameters.

ASM is computationally more economical for problems involving many parameter alterations or a large data base and comparatively few functional responses. On the other hand, FSM is efficient for problems involving a few parameters only, as it requires that a different set of equations be solved for each parameter to obtain the complete elementary SC matrix, as the actual form of the differentiated equation depends on the particular parameter under consideration. Application of FSM and ASM to neural learning is discussed in further detail in Chapters Four and Five.

1.6.3. Renormalization Theory

The “renormalization-group” approach in physics was introduced by Wilson [295] for dealing with problems involving many length scales. Its purpose is to eliminate an energy scale, length scale or any other term that could produce an effective interaction with arbitrary many coupling constants. The strategy is to
tackle the problem in steps, one step for every length scale. For example in the
case of critical phenomena (e.g., liquid gas transitions, magnetic transitions, alloy
transitions, etc.), the problem is to technically carry out the statistical averages
over thermal fluctuations on all scale sizes. The renormalization approach is to
esentially integrate the fluctuations in sequence, starting with fluctuations on
an atomic scale and then moving to successively larger scales until fluctuations
on all scales have been averaged out. The concept works as follows: As the
fluctuations on each length scale are integrated out, a new free energy functional
$F_{L+\delta L}$ is generated from the previous functional. This process is repeated many
times. If $F_L$ and $F_{L+\delta L}$ are expressed in dimensionless form, then one finds that
the transformation leading from $F_L$ to $F_{L+\delta L}$ is repeated in identical form many
times. This transformation group is called the "renormalization group". As $L$
becomes large, the free energy $F_L$ approaches a fixed point of the transformation,
and thereby becomes independent of details of the system at the atomic level.
This explains the universality of critical behavior for different kinds of system at
the atomic level. The same "fixed point" interaction describes all these systems.

In this dissertation, the above methodology is abstracted and applied during
a posteriori regularization (constraint satisfaction ) to prioritize and modulate
network response in the presence of a multiplicity of external constraints during
run-time. Along the lines discussed here, the constraint satisfaction procedure
as discussed in Chapter Three entails, inclusion of the gradient of a constraint in
the operational network dynamics normalized in a manner such that when the
constraint is satisfied the term vanishes.

1.6.4. Nonconstructive Existence Theorems

In Chapter Six we derive our results using a sampling of various existence
and uniqueness theorems for minimization of convex functionals on $\mathbb{R}^n$, which
are proved by the nonconstructive means, e.g., gradient operators (i.e., operators $F$ which are the derivatives of a real-valued functional $y$. These are used to study questions of existence and uniqueness of solutions of $Fx = 0$ by finding the minimizers of $y$). contraction operators, (i.e., when $F$ is not a gradient operator). The latter are used extensively in our derivations of asynchronous neuro-operator in Chapter Six. Some of the key results that we use from nonlinear analysis are as follows:

A mapping $G : D \subset \mathbb{R}^n \to \mathbb{R}^n$ is nonexpansive on a set $D_0 \subset D$ if $|Gx - Gy| \leq |x - y|, \forall x, y \in D_0$ and strictly nonexpansive on $D_0$ if strict inequality holds in (1) whenever $x \neq y$. Also, any nonexpansive mapping on $D_0$ is Lipschitz-continuous on $D_0$. A linear operator $A \in \mathbb{R}^n$ is nonexpansive iff $|A| \leq 1$. In our analysis we consider neural systems of the form $x - Gx = 0$. Any solution $x^*$ of this equation, that is any point $x^*$ in the domain of $G$ for which $x^* = Gx^*$, is a fixed point of $G$. Thus the sequence $X^{k+1} = Gx^k, k = 0, 1, \ldots$ converges to a fixed point of $G$. Further, if $G : D \subset R^n \to R^n$ is strictly nonexpansive on $D_0$, and $x^*, y^* \in D_0$ are any two fixed points, then

$$|x^* - y^*| = |Gx^* - Gy^*| < |x^* - y^*|$$

is a contradiction, which implies that $x^* = y^*$; that is strictly nonexpansive mappings can have at most one fixed point. Further a mapping $G : D \subset \mathbb{R}^n \to \mathbb{R}^n$ is contractive if there is an $\alpha < 1$ such that $|Gx - Gy| \leq \alpha|x - y|$ for all $x, y \in D_0$. Linear operators are contractive on all of $\mathbb{R}^n$ iff $|A| < 1$. Also note that contractive mappings are norm dependent. In the case that $D_0 = D = \mathbb{R}^n$, $G$ is a global contraction on all of $\mathbb{R}^n$. As discussed in Chapter Six, the existence of unique fixed points is then given by the Contraction Mapping Theorem [226]. The contraction mapping property plays a major role in several parts of this thesis. In fact, a number of stability and convergence results used here have their basis in the variants and generalizations of contraction theorem, such as
the Inverse and Implicit function theorems, Sard's theorem, etc. For a more broader treatment on the subject see [226].
Chapter Two

Singularity Interaction Dynamics (SID) Model

2.1. Introduction

In this chapter we introduce efficient, adaptive dynamical neural network formalisms for learning nonlinear transformations from randomly sampled examples. A key characteristic of our algorithms is their firm mathematical basis in the nonlinear dynamical systems theory, introduced in Chapter One. Specifically, our methodology is based on a recent breakthrough in nonlinear dynamical systems theory - the concept of "terminal" attractors [302,303], that were shown to correspond to singular solutions of the nonlinear neural dynamics with infinite local stability. Using topographically-mapped interacting terminal attractors, we construct a neural network whose synaptic elements can rapidly acquire the functional invariances embedded within a few training samples and subsequently generalize to predict responses over the operational domain. Appropriately, we name the neural network Singularity Interaction Dynamics (SID) Model. In a departure from prior neural learning algorithms this methodology provides mechanisms for incorporating an in-training "skew" to satisfy network as well as design constraints during the learning phase. Two algorithmic versions are derived - Algorithm SID.1 targeted for problems involving few samples and reduced cardinality of input-output space; and Algorithm SID.2 for large dimensional networks.

In an attempt to validate our theoretical framework and benchmark its computational efficacy we implement Algorithm SID.1 on sequential digital hardware.
to perform signal reconstruction from noisy, multidimensional phase data. The Algorithm SID-2, on the other hand, is simulated to solve a significantly more complex problem from the robotics domain - the inverse kinematics problem, commonly encountered during the design of real-time, adaptive systems operating in redundant environments. Specifically, the simulations are performed on a 3-DOF planar redundant manipulator and a 7-DOF cartesian redundant manipulators.

The organization of the remaining portion of the chapter is as follows. In section 2.2 we specify the neural network architecture, and derive corresponding learning equations in terms of new algorithms for constrained differential optimization which strictly enforce the Lyapunov stability criteria. In particular, we elucidate the notion of "terminal attractors" based on non-Lipschitzian dynamics, and describe their implications towards neural modeling. In Section 2.3 we discuss our simulation experiments with the two models. In Section 2.3.1. we define the multidimensional signal sorting problem, present a rudimentary system architecture and discuss our results. Section 2.3.2 provides details on the inverse kinematics problem, including a brief discussion on the existing algebraic, geometric and neuromorphic strategies and their limitations. We then present the results of our experiments with learning the inverse kinematics of 3-DOF and a 7-DOF redundant manipulators. The last section presents the conclusions of this chapter.

2.2. Neurodynamics Model

2.2.1. Network Specification

Consider a fully connected neural network with N graded-response neurons, implementing a functional mapping from the $N_X$-dimensional input space to the $N_Q$-dimensional output space.
As shown in Fig. 2.2.1.1, the network is topographically partitioned into three mutually exclusive regions comprising of a set of input neurons, $S_X$, that receive the end-effector task coordinates, an output set $S_Q$, which provides the angular coordinates required to achieve the desired end-effector motion and a set of "hidden" neurons, $S_H$, whose sensitizations partially encode the input/output mapping being learnt. The network is presented with K randomly sampled training pairs of cartesian- and joint-space variables, $\{\tilde{x}^k, \tilde{q}^k | k = 1, \ldots, K\}$ obtained by solving the well-posed forward kinematics formulation (see Paul [233]).
2.2.2. Learning Objectives

The neuromorphic reformulation to the computational learning problem requires determining synaptic interconnection strengths that can accurately capture the transcendental transformations embedded within the training samples. Our approach is based upon the minimization of a constrained “neuromorphic energy” function [37,113] given by the following expression

\[
E = \frac{1}{2K} \sum_{k=1}^{K} \left( \frac{1}{N_X} \sum_{l \in S_X} \left[ u_l^k - x_l^k \right]^2 + \frac{1}{N_Q} \sum_{l \in S_Q} \left[ u_l^k - q_l^k \right]^2 \right) + \sum_r \lambda_r g_r(\cdot)
\]  

(2.2.2.1)

where \( u_l^k \) denotes the \( l \)-th neuron's activity when processing the \( k \)-th training sample, \( g_r(\cdot) \) reflect network design considerations related to specific applications e.g., manipulability [58,197], and \( \lambda_r \) denotes the Lagrangian multiplier corresponding to the \( r \)-th application or design requirement. The proposed objective function includes contributions from two sources:

[1] It enforces the convergence of every neuronal state in \( S_X \) and \( S_Q \) to attractors corresponding to the presented end-effector task coordinates and joint coordinates respectively, for every sample pair in the training set.

[2] It enforces the synaptic elements to satisfy network constraints of the type,

\[
g_r(\cdot) = \frac{1}{2} \sum_i \sum_j (i - j) T_{ij}^2
\]

(2.2.2.2)

which minimize the interconnection strengths in line with the Gauss's Least Constraint Principle [30,107,305]. Alternately, \( g_r(\cdot) \) could represent an auxiliary design criteria [92 and references therein], e.g., motion-time of joints,
operational ranges, manipulability, torque optimization, etc. We now proceed with the formal derivation of the learning equations (time evolution of the synaptic weights) by minimizing the energy function given in eqn. (2.2.2.1).

2.2.3. Neuromorphic Constrained Optimization

In the past, several neuromorphic algorithms have been proposed for constrained minimization of non-convex energy functions. For details the reader may refer to Hopfield and Tank [136], Barhen et al. [37], Gulati et al [113] and Platt and Barr [240]. In order to motivate and distinguish our optimization approach from the existing techniques, we first briefly examine some of the features which limited the general applicability of previous approaches. Hopfield and Tank’s method for the Traveling Salesman problem [136] involved the minimization of an energy function of the type,

\[ E = H(\bar{u}) + \sum_r W_r \{ g_r(\bar{u}) \}^2 \]  

(2.2.3.1)

A first difficulty with this model is that the specific constraint strengths, \( W_r \), were determined heuristically, i.e., by "anecdotal exploration". Furthermore, the adopted penalty function construction was known to easily lead to constraint violation. Also, as the dimensionality of constraints increases the constraint strengths get harder to set [240]. A recently proposed alternative, i.e., Platt and Barr’s Basic Differential Multiplier Method, [240], alleviates some of these limitations by modifying the objective function to

\[ E = f(\bar{u}) + \sum_r \lambda_r g_r(\bar{u}) \]  

(2.2.3.2)

where \( \lambda_r \) denote the Lagrange multipliers corresponding to the constraints
$g_r(\bar{u}) = 0$. A straightforward (but naive) application of Lyapunov's stability requirements, (i.e. $\dot{E} < 0$), would result in the following equations of motion:

$$\dot{u}_i = -\frac{\partial E}{\partial u_i} = -\frac{\partial f}{\partial u_i} - \sum_r \lambda_r \frac{\partial g_r(\bar{u})}{\partial u_i} \tag{2.2.3.3}$$

and

$$\dot{\lambda}_r = -\frac{\partial E}{\partial \lambda_r} = -g_r(\bar{u}) \tag{2.2.3.4}$$

However, for some pathological cases the above algorithm could result in $\lambda_r \to 0$, i.e., the constraints might no longer be satisfied. Hence, Platt and Barr suggested the following heuristic change:

$$\dot{\lambda}_r = +g_r(\bar{u}). \tag{2.2.3.5}$$

However, their proof of correctness upon inclusion of the above heuristic is based on assumptions which are extremely restrictive in nature. Specifically, the necessary condition to achieve stability requires establishing equivalence to a damped mass system, which in itself is a nontrivial mathematical exercise. In contrast (see below), the methodology we propose, guarantees unconditional stability.

Lyapunov's stability criteria require an energy function to be monotonically decreasing in time. Since in our model the internal dynamical parameters of interest are the synaptic interconnection strengths $T_{nm}$ and the Lagrange multipliers $\lambda_r$, this implies that

$$\dot{E} = \sum_n \sum_m \frac{\partial E}{\partial T_{nm}} \dot{T}_{nm} + \sum_r \frac{\partial E}{\partial \lambda_r} \dot{\lambda}_r < 0 \tag{2.2.3.6}$$
One can choose
\begin{equation}
\tau_T \dot{T}_{nm} = -\frac{\partial E}{\partial T_{nm}} \tag{2.2.3.7}
\end{equation}
where $\tau_T$ is an arbitrary but positive time-scale parameter. Then substituting in Eqs. (2.2.3.6) we have
\begin{equation}
\sum_r \frac{\partial E}{\partial \lambda_r} \dot{\lambda}_r < \tau_T \dot{T} \oplus \dot{T}. \tag{2.2.3.8}
\end{equation}

In the above expression $\oplus$ denotes tensor contraction, i.e.,
\begin{equation*}
\dot{T} \oplus \dot{T} \equiv \sum_i \sum_j \dot{T}_{ij} \dot{T}_{ij}.
\end{equation*}

Inequality 2.2.3.8 will be true \textit{a fortiori} if for some $\theta > 0$,
\begin{equation}
\sum_r \dot{\lambda}_r \frac{\partial E}{\partial \lambda_r} + \theta < \tau_T \dot{T} \oplus \dot{T}. \tag{2.2.3.9}
\end{equation}

The equations of motion for the Lagrange multipliers $\lambda_r$ must now be constructed in such a way that Eq. (2.2.3.8) is strictly satisfied. Noting that the analytic expression for the energy function results in $\frac{\partial E}{\partial \lambda_r} = g_r(\cdot)$, we adopt the following model:
\begin{equation}
\dot{\lambda}_r = \tau_T \frac{\dot{T} \oplus \dot{T}}{\bar{g} \oplus \bar{g}} - \frac{\theta}{\theta} g_r(\cdot) \tag{2.2.3.9}
\end{equation}

where $\bar{g} \oplus \bar{g} \equiv \sum_r g_r(\cdot) g_r(\cdot)$, and $\theta$ is an arbitrary positive constant. It is easy to see that $\dot{E} < 0$ is then strictly satisfied.

On differentiating (2.2.2.1) with respect to $T_{nm}$ we get
\begin{equation}
\frac{\partial E}{\partial T_{nm}} = \frac{1}{K} \sum_k \left\{ \frac{1}{N_X} \sum_{l \in S_X} \left[ u_i^k - x_i^k \right] \frac{\partial u_i^k}{\partial T_{nm}} 
+ \frac{1}{N_Q} \sum_{l \in S_Q} \left[ u_i^k - q_i^k + N_Q \sum_r \frac{\partial g_r}{\partial u_i} \frac{\partial u_i^k}{\partial T_{nm}} \right] \right\} \tag{2.2.3.10}
\end{equation}
If we define,

\[
\dot{I}_l^k = \begin{cases} 
\frac{1}{K_{\text{Q}}} \left[ u_l^k - q_l^k + N_Q \sum_r \frac{\partial g_r}{\partial u_r^l} \right] & \text{if } l \in S_Q \\
0 & \text{if } l \in S_H \\
\frac{1}{K_{\text{X}}} \left[ u_l^k - x_l^k \right] & \text{if } l \in S_X 
\end{cases}
\]  

(2.2.3.11)

we can rewrite (2.2.3.10) as

\[
\frac{\partial E}{\partial T_{nm}} = \sum_l \sum_k \dot{I}_l^k \frac{\partial u_l^k}{\partial T_{nm}}
\]  

(2.2.3.12)

where the index \( l \) is defined over the entire set of neurons. Equations [2.2.3.7, 2.2.3.9 and 2.2.3.11] constitute a dissipative nonlinear dynamical system, the flow of which generally converges to a manifold of lower dimensionality in the phase space. In this chapter we focus on network convergence to point attractors, i.e., state-space vector locations corresponding to the presented, joint- and Cartesian-space coordinates. Of crucial importance is to know how stable those attractors are and how fast can they be reached. In this vein, we first briefly review a novel mathematical concept in nonlinear dynamical systems theory, the terminal attractor, and its properties, that subsequently will enable us to formalize neural network algorithms for learning the inverse kinematics mapping.

2.2.4. Terminal Attractor Neurodynamics

Hopfield and others [13,15,16,75,134,135,153] have shown that artificial neural networks store memory states or patterns in terms of the fixed points of the network dynamics, such that initial configurations of neurons in some neighborhood or \textit{basin of attraction} of that memory state will be attracted to it. But the static attractors considered so far in nonlinear dynamical system formulations in general, and in neural network models in particular, have represented regular
solutions of the differential equations of motion as shown in Fig. 2.2.4.1. The theoretical relaxation time of the system to these "regular attractors" can theoretically be infinite, and they suffer from convergence to spurious states and local minima. The concept of terminal attractors in dynamical systems, was initially introduced by Zak [302], to obviate some of the above limitations, thereby significantly improving the performance characteristics of associative memory neural network models.

The existence of terminal attractors was established by Zak using the following argument. At equilibrium, the fixed points, \( \bar{p} \), of an N-dimensional, dissipative dynamical system.
\[ \dot{u}_i - f_i(u_1, u_2, \ldots, u_N) = 0 \quad i = 1, 2, \ldots, N \quad (2.2.4.1) \]

are defined as its constant solutions \( \bar{u}^\infty(\bar{p}) \). If the real parts of the eigenvalues, \( \eta_\mu \) of the matrix \( M_{ij} = \left[ \frac{\partial f_i}{\partial u_j}(\bar{p}) \right] \) are all negative, i.e., \( \text{Re} \{ \eta_\mu \} < 0 \) then these points are globally asymptotically stable [4]. Such points are called static attractors since each motion along the phase curve that gets close enough to \( \bar{p} \), i.e., enters a so called basin of attraction, approaches the corresponding constant value as a limit as \( t \to \infty \). An equilibrium point represents a repeller if at least one of the eigenvalues of the matrix \( M \) has a positive real part. Usually, nonlinear neural network deal only with systems which satisfy the Lipschitz conditions, i.e., \( | \partial f_i / \partial u_j | < \infty \) This condition guarantees the existence of a unique solution for each of the initial phase space configurations. That is why a transient solution cannot intersect the corresponding constant solution to which it tends, and therefore, the theoretical time of approaching the attractors is always infinite. Fig. 2.2.4.1(a) shows the temporal evolution to such an attractor.

In contrast, Zak's [303] notion of terminal attractors is based upon the violation of Lipschitz conditions. As a result of this violation the fixed point becomes a singular solution which envelops the family of regular solutions, while each regular solution approaches the terminal attractor in finite time, as displayed in Fig. 2.2.4.1(b). To formally exhibit a terminal attractor which is approached by transients in finite time, consider the simplest one-dimensional example:

\[ \dot{u} = -u^{1/3} \quad (2.2.4.2) \]

This equation has an equilibrium point at \( u = 0 \) at which the Lipschitz uniqueness condition is violated, since
\[ \frac{du}{du} = -\frac{1}{3}u^{-2/3} \rightarrow -\infty \text{ at } u \rightarrow 0 \quad (2.2.4.3) \]

Since here the Re \( \{\eta\} \rightarrow -\infty < 0 \) this point is an attractor with "infinite" local stability. As a consequence the dynamical system is locally bestowed with "infinite attraction power", enabling rapid clamping of neuronal potentials to the fixed points; in our case this implies immediate relaxation to the desired attractor coordinates, \( x_i \) and \( q_l \). Also, the relaxation time for the solution corresponding to initial conditions \( u = u_0 \) to this attractor is finite. It is given by

\[ t_0 = -\int_{u_0}^{u} \frac{du}{u^{1/3}} = \frac{3}{2}u_0^{2/3} < \infty \quad (2.2.4.4) \]

i.e., this attractor becomes terminal. As shown in Fig. 2.2.4.2, it represents a singular solution which is intersected by all the attracted transients. In particu-
ular, static terminal attractors occur for $k = (2n + 1)^{-1}$ and $n \geq 1$, while for $k = 2n + 1$ and $n \geq 0$ all attractors are regular. It has been shown (Zak [301]) that incorporation of terminal attractors into neural dynamics leads to the elimination of all spurious states in associative memories. This property is critical to providing an accurate generalization ability, since it ensures that interpolations/extrapolations of joint configurations are not based on false attractors. For details on implication of terminal attractor dynamics for neural learning algorithms see [35,302]. In our proposed neuromorphic framework, terminal attractor dynamics then provides a mechanism that can implicitly exploit the time-bounded terminality of phase trajectories and the locally infinite stability.

2.2.5. "Virtual" Attractor Computation

The "energy" function defined in Eqs. (2.2.2.1) specified the functionality of our fully connected neural network, i.e., learn the inverse kinematics mapping. We now need to select the network dynamics for evolving the synaptic elements, such that, the latter's convergence to steady state fulfills the above objective. So to capture the kinematic invariances consider following coupled neurodynamics:

$$\tau_u \dot{u}_l^k + u_1^k = \varphi \gamma \left[ \sum_{\nu} T_{\nu\nu} u_\nu^k \right] - I_l^k \quad (2.2.5.1)$$

Here $u_1$ represents the mean soma potential of the $l$th neuron ($u_l^k$ is the neuron's activity when processing the $k$th training sample), $T_{\nu\nu}$ denotes the synaptic coupling from the $l'$-th to the $l$-th neuron, and $I_l^k$ captures the input/output contribution in a terminal attractor formalism. Though $I_l^k$ influences the degree of stability of the system and the convergence to fixed points in finite time, it does not further affect the location of existing static attractors. In Eqn. (2.2.5.1),
\( \varphi_\gamma(\cdot) \) denotes the sigmoidal neural response function with gain \( \gamma \); typically,

\[
\varphi_\gamma(z) = \tanh(\gamma \cdot z).
\]

In topographic maps, \( N_T \) neurons are generally used to compute a single value of interest in terms of spatially-coded response strengths. Here we use the simplest possible model (where \( N_T = 1 \)), but encode the information through terminal attractors. Thus, the topographic map is given by

\[
I_t^k = \begin{cases} 
( u_t^k - x_t^k )^{1/3} & \text{if } l \in S_N \\
0 & \text{if } l \in S_I \\
( u_t^k - q_t^k )^{1/3} & \text{if } l \in S_Q 
\end{cases} \tag{2.2.5.2}
\]

where \( x_t^k \) and \( q_t^k \) are the attractor coordinates provided by the training sample, to be denoted for brevity as \( a_t^k \). Our basic operating assumption for the dynamical system defined by (2.2.5.1) is that at equilibrium, for \( l = 1, \ldots, N \) :

\[
\dot{u}_n \rightarrow 0 \quad \text{and} \quad u_n \rightarrow a_n
\]

This yields the fixed point equations :

\[
a_n = \varphi_\gamma \left[ \sum_m T_{nm} a_m \right] \tag{2.2.5.3}
\]

In associative memory applications, these equations can in principle be used to determine the synaptic coupling matrix \( T \), resulting in each memory pattern being stored as a fixed point. The key issue is that some of these fixed points may actually be repellers. The terminal attractors are thus used to guarantee that each fixed point becomes an attractor, i.e., spurious states are suppressed. Here however, we are in the process of learning a mapping between two spaces and as indicated in Fig. 2.2.1.1, attractor coordinates have been defined for only two of the three topographic regions of the network, i.e., the input set \( S_X \), and the output set \( S_Q \). Consequently, the fixed point equation...
\[ \tilde{a} = \varphi(T\tilde{a}) \] may not necessarily be defined, since for \(| S_H | > 0 \), \( \{ a_n \ | \ n \in S_H \} \) are not defined, and cannot be used for directly computing \( T \).

This necessitates the development of an alternative strategy, whereby "virtual" attractor coordinates are first determined for the hidden units. These coordinates are virtual since they correspond to a current estimate \( \hat{T} \) of the synaptic connectivity matrix. This is achieved by considering the fixed point equations as \textit{adaptive conservation equations} which use the extra degrees of freedom made available by the hidden neurons in \( S_H \). Let \( \{ \hat{u}_j = a_j \ | \ j \in S_H \} \) denote the \textit{virtual attractors} to which the unknowns, \( \{ u_j \ | \ j \in S_H \} \) are expected to converge to. Then at equilibrium, Eqs. (2.2.5.3) yield

\[
\begin{align*}
\varphi^{-1}(x_i) &= \sum_{i' \in S_X} \hat{T}_{i'j} x_{i'} + \sum_{j' \in S_H} \hat{T}_{ij'} \hat{u}_{j'} + \sum_{l' \in S_Q} \hat{T}_{il'} q_{l'} \quad \forall i \in S_X \\
\varphi^{-1}(\hat{u}_j) &= \sum_{i' \in S_X} \hat{T}_{i'j} x_{i'} + \sum_{j' \in S_H} \hat{T}_{jj'} \hat{u}_{j'} + \sum_{l' \in S_Q} \hat{T}_{jl'} q_{l'} \quad \forall j \in S_H \\
\varphi^{-1}(q_l) &= \sum_{i' \in S_X} \hat{T}_{i'j} x_{i'} + \sum_{j' \in S_H} \hat{T}_{ij'} \hat{u}_{j'} + \sum_{l' \in S_Q} \hat{T}_{il'} q_{l'} \quad \forall l \in S_Q
\end{align*}
\]

where \( \hat{T}_{jl} \) denotes the current estimate of synaptic coupling from \( l \)th neuron to the \( j \)th neuron, and \( \hat{u}_j \) represents a virtual attractor whose value is isomorphic to the current level of knowledge in the network. Now define,

\[
\begin{align*}
\psi_i &= \varphi^{-1}(x_i) - \sum_{i'} \hat{T}_{i'j} x_{i'} - \sum_{l'} \hat{T}_{il'} q_{l'} \quad \forall i \in S_X \\
\psi_j &= \sum_{i'} \hat{T}_{i'j} x_{i'} + \sum_{l'} \hat{T}_{jl'} q_{l'} \quad \forall j \in S_H \\
\psi_l &= \varphi^{-1}(x_l) - \sum_{i'} \hat{T}_{i'j} x_{i'} - \sum_{l'} \hat{T}_{il'} q_{l'} \quad \forall l \in S_Q
\end{align*}
\]
Then consistency with the terminal attractor dynamics assumptions requires that \( \{ \hat{u}_j \mid j \in S_H \} \) be simultaneous solutions to the following "conservation" equations

\[
\sum_{j' \in S_H} \hat{T}_{ij'} \hat{u}_{j'} = \nu_i \quad \forall i \in S_N
\]

\[
\varphi^{-1}(\hat{u}_j) - \sum_{j' \in S_H} \hat{T}_{jj'} \hat{u}_{j'} = \nu_j \quad \forall j \in S_H
\]

\[
\sum_{j' \in S_H} \hat{T}_{lj'} \hat{u}_{j'} = \nu_l \quad \forall l \in S_Q \quad (2.2.5.6)
\]

The above system of equations for \( \hat{u} \) is generally overdetermined. A number of standard algorithms exist to obtain a good approximate solution to such a system. In our implementation we use an iterative approach, e.g., gradient descent or conjugate gradient descent (a survey of gradient descent algorithms may be found in [2,312]).

\[
\hat{E} = \frac{1}{2N_X} \sum_i \left( \psi_i - \sum_{j'} \hat{T}_{ij'} \hat{u}_{j'} \right)^2 + \\
\frac{1}{2N_H} \sum_j \left( \hat{u}_j - \varphi\left[ \sum_{j'} \hat{T}_{jj'} \hat{u}_{j'} + \psi_j \right] \right)^2 + \\
\frac{1}{2N_Q} \sum_l \left( \psi_l - \sum_{j'} \hat{T}_{lj'} \hat{u}_{j'} \right)^2 \quad (2.2.5.7)
\]

to obtain the virtual attractors, \( \hat{u}_j \forall j \in S_H \) by minimizing the above energy function.
2.2.6. Singularity Interaction Dynamics Formalism

2.2.6.1. *Algorithm SID.1 : A “naive” Formalism*

Under an adiabatic framework, at equilibrium, the fixed point equations developed in Eqs. (2.2.5.3), can be rewritten to yield

\[ b^k_n = (a^k_n) \infty = \varphi^{-1}(a^k_n) \]  

(2.2.6.1.1)

where \( a^k_n \) denote attractor coordinates; and

\[ b^k_n = \sum_m T_{nm} \varphi(u^k_n) \infty = \sum_m T_{nm} a^k_m \]  

(2.2.6.1.2)

If we write

\[
A = \begin{bmatrix}
\tilde{a}^1 & \ldots & \tilde{a}^k & \ldots & \tilde{a}^K
\end{bmatrix} = A_{N \cdot K}
\]

\[
B = \begin{bmatrix}
\tilde{b}^1 & \ldots & \tilde{b}^k & \ldots & \tilde{b}^K
\end{bmatrix} = B_{N \cdot K},
\]

then from Eqs. (2.2.6.1.1) and (2.2.6.1.2)

\[ B_{N \cdot K} = T_{N \cdot N} \cdot A_{N \cdot K} \]  

(2.2.6.1.3)

or equivalently

\[ B_{N \cdot K} \cdot \tilde{A}_{K \cdot N} = T_{N \cdot N} \cdot (A_{N \cdot K} \cdot \tilde{A}_{K \cdot N}) \]  

(2.2.6.1.4)

where ~ denotes the transpose operator. Thus, from elementary linear algebra,

\[ T = B \tilde{A} (A \tilde{A})^{-1}. \]  

(2.2.6.1.5)

Since one would need to verify that \( A \cdot \tilde{A} \) is nonsingular at every learning iteration (an \( O(N^3) \) operation, the above system cannot be efficiently employed for learning in neural networks for problems wherein large numbers of training
samples are necessary for abstracting the nonlinear map. Thus, notwithstanding the conceptual simplicity, we feel this algorithm will have limited usage.

A number of alternative methods exist for solving the above nonlinear system of equations. We adopt a dynamical systems approach, wherein Eqn. (2.2.6.1.5) is formulated as the steady state solution to the system and rewritten in the terminal attractor formalism. Thus, the learning rule can then be stated as:

$$
\dot{T}_{nm} = \left\{ \left( B_{N,K} \cdot \tilde{A}_{K,N} \right)_{nm} - \left[ T_{N,N} \cdot \left( A_{N,K} \cdot \tilde{A}_{K,N} \right) \right]_{nm} \right\}^{\frac{3}{2}}
$$

(2.2.6.1.6)

At equilibrium the above system yields the learned synaptic strengths, $T_{nm}$. We now summarize the computational structure of the learning algorithm.

**Computation Learning Algorithm: SID.1**

/** This algorithm describes a computational structure for encoding nonlinear mappings using topographically partitioned terminal attractors ***/

**Input:** input/output attractor coordinates $x^k$ and $q^k$; network dimension; neurodynamical decay constants $\kappa_i$; neural response function $\varphi$; temporal grid; convergence criteria; initialization domain.

**Output:** learned interconnection matrix $T_{nm}$.

**Algorithm** Singularity Interaction Dynamics.1

1. Randomly initialize: $\forall n, m \in \{1, \cdots, N\}$ and $\forall k \in \{1, \cdots, K\}$:

   $$
   T_{nm} = \Re [-\epsilon, +\epsilon]
   $$

2. Learn synaptic matrix $T$:

   **Iterate** over $\nu = 1, \cdots, N_T$
[3] **Loop** over training samples, \( k = 1, \ldots, K \)

[3.1] Initialize \( u_n \) in \( \mathbb{R} \) \([-\epsilon, +\epsilon]\)

[3.2] Estimate virtual attractors, \( \{\tilde{u}_n^k \mid n \in S_H\} \)
from conservation equations Eqs. (2.2.5.4) to Eqs. (2.2.5.7)

[3.3] Evolve network dynamics using Eqs. (2.2.5.1)

\[
\dot{u}_n + \kappa_n u_n = \sum_m T_{nm}^\nu \varphi(u_m) + k I_n
\]

where

\[
k I_n = \begin{cases} 
[a_n^k - \varphi(u_n)]^{1/3} & \text{if } n \in S_X \cup S_Y \\
[\tilde{u}_n^k - \varphi(u_n)]^{1/3} & \text{if } n \in S_H
\end{cases}
\]

**Output:** \( \varphi^k \tilde{u}_n^\nu \) and \( k \tilde{I}_n^\nu \)

[4] **Endloop** over training samples \( \{k\} \)

[5] Update \( T \) using Eqs. (2.2.6.1.6)

\[
T_{nm}^{\nu+1} = T_{nm}^\nu + \tau \Delta \left\{ (B \cdot \tilde{A})_{nm} - T_{nm}^\nu (A \cdot \tilde{A})_{nm} \right\}^{1/3}
\]

where \( b_n^k = \varphi^{-1}(a_n^k) \)

[6] Check for convergence:

If yes then exit else goto [2]

[7] **Endloop** over learning iterations \( \{\nu\} \)

[8] **Exit:** Display results
2.2.6.2. Algorithm SID-2: Rigorous Formalism

In the preceding derivation of Algorithm SID-1, the synaptic update equation was derived using heuristics. We now modify our methodology to derive the learning rule using a relaxation procedure adapted from Pineda [238]. Returning to the computation of $\frac{\partial u^k_i}{\partial T_{nm}}$ in Eq. (2.2.3.11). Let us define

$$z_i^k = \sum_{\nu} T_{\nu} \ u_{\nu} \quad (2.2.6.2.1)$$

and denote

$$\varphi'_{lk} = \frac{\partial \varphi(\cdot)}{\partial z_i^k}. \quad (2.2.6.2.2)$$

Then at equilibrium, as $\dot{u}_i^k \rightarrow 0$ and $I_i^k \rightarrow 0$, we have

$$\frac{\partial u_i^k}{\partial T_{nm}} = \varphi'_{lk} \left[ \sum_{\nu} \frac{\partial T_{\nu}}{\partial T_{nm}} \ u_{\nu}^k + \sum_{\nu} T_{\nu} \ \frac{\partial u_{\nu}}{\partial T_{nm}} \right] \quad (2.2.6.2.3)$$

which can be rewritten as

$$\sum_{\nu} \left[ \delta_{\nu} - \varphi'_{lk} T_{\nu} \right] \frac{\partial u_{\nu}}{\partial T_{nm}} = \varphi'_{lk} \delta_{ln} u_{m}^k \quad (2.2.6.2.4)$$

In the above expression $\delta_{ij}$ denotes the Kronecker symbol. We now define, following [238], a weighted coupling matrix

$$A^k_{\nu} = \delta_{\nu} - \varphi'_{lk} T_{\nu}. \quad (2.2.6.2.5)$$

Then, substituting (2.2.6.2.5) in (2.2.6.2.4), and premultiplying both sides with $[A^{-1}]_{nl}^k$ and summing over $l$ yields

$$\sum_l [A^{-1}]_{nl}^k \ A_{\nu}^k \ \frac{\partial u_{\nu}}{\partial T_{nm}} = \sum_l [A^{-1}]_{nl}^k \ \varphi'_{lk} \delta_{ln} u_{m}^k. \quad (2.2.6.2.6)$$
Carrying out the algebra, and relabeling the dummy indices results in:

\[
\frac{\partial u^k_l}{\partial T_{nm}} = [A^{-1}]_{ln}^k \varphi_{nk}^l u^k_m. \tag{2.2.6.2.7}
\]

The above expression can now be substituted in Eq. (2.2.6.2.5); the learning equation thus takes the form

\[
\tau_T \dot{T}_{nm} = -\sum_l \sum_k \dot{I}_l^k [A^{-1}]_{ln}^k \varphi_{nk}^l u^k_m \tag{2.2.6.2.8}
\]

where the indices \(l\) and \(k\) run over the complete sets of neurons and training samples.

### 2.2.6.2.1. Error Propagation Dynamics

A computation of the synaptic interconnection matrix as suggested by Eq. (2.2.6.2.8) would involve a matrix inversion. Since direct matrix inversion is typically nonlocal, we adopt the relaxation heuristic suggested by Pineda [239] to compute the synaptic updates defined by (2.2.6.2.8). Consider the following change of variable

\[
v^k_n = \sum_l [A^{-1}]_{ln}^k \varphi_{nk}^l \tag{2.2.6.2.1.1}
\]

Then substituting (2.2.6.2.1.1) in (2.2.6.2.8) we have

\[
\sum_n A_{np}^k \frac{u^k_n}{\varphi_{nk}^l} = \sum_l \dot{I}_l^k \sum_n [A^{-1}]_{ln}^k A_{pn}^k \\
= \sum_l \dot{I}_l^k \delta_{lp} \\
= \dot{I}_p^k \tag{2.2.6.2.1.2}
\]

One can also use the explicit form of \(A_{np}^k\) from (2.2.6.2.5) and by substitution in (2.2.6.2.8), we obtain
Regrouping the previous equations (2.2.6.2.1.2) and (2.2.6.2.1.3), and relabeling the dummy indices yields

\[
\sum_n A_{np}^k \frac{v_n^k}{\varphi_{nk}'} = \sum_n \delta_{np} \frac{v_n^k}{\varphi_{nk}'} - \sum_n \varphi_{nk}' T_{np} \frac{v_n^k}{\varphi_{nk}'} = \frac{v_p^k}{\varphi_{pk}'} - \sum_n T_{np} v_n^k \]  \hspace{1cm} (2.2.6.2.1.3)

We see that \( v_n^k \) represents a fixed point solution of a neural network having the following coupled dynamics

\[
v_n^k = \varphi_{nk}' \cdot [\sum_p T_{pn} v_p^k + \hat{I}_n^k]. \hspace{1cm} (2.2.6.2.1.4)
\]

Recall that \( \hat{I}_n^k \) was defined in Eq. (2.2.5.2). By comparing Eqs. (2.2.6.2.8, 2.2.6.2.1.1 and 2.2.6.2.1.5) we see that the resulting neural learning equations couple the terminal attractor dynamics for \( u_m^k \) with the error propagation dynamics for \( v_n^k \), i.e.,

\[
\tau_T \hat{I}_{nm} = - \sum_k v_n^k u_m^k \hspace{1cm} (2.2.6.2.1.6)
\]

The complete algorithm is summarized below.

**Computational structure of Algorithm SID_2**

** This algorithm abstracts nonlinear transcendental functions from input-output examples, subject to design and network constraints using the method of Lagrange Multipliers. */
**Input**: Attractor coordinates, $a_n^k$, network dimension and topographic partitioning, neurodynamical decay constants, neural response function and gains, temporal grid, convergence and scaling criteria, initialization domain.

**Output**: learned synaptic matrix, $T_{nm}$.

**Algorithm** Singularity interaction Dynamics 2

1. Initialize $\hat{T}$, $\hat{\lambda}$
2. Learn $\hat{T}$: iterate $\text{IT} = 1, .., \text{NIT}$
   1.0. Loop over training samples, $k = 1, .., K$
   2. Initialize $\hat{u}^k$, $\hat{v}^k$
      2.1. Estimate virtual attractors, $\{\hat{u}^k_j | j \in S_H\}$ from conservation equations (2.2.5.5)-(2.2.5.7)
      2.2. Evolve $\hat{u}^k$ for inverse mapping $\hat{x}^k \rightarrow \hat{q}^k$ using terminal attractor dynamics (2.2.5.1)-(2.2.5.2)
      2.3. Compute $\hat{v}^k$ using the error propagation network
      2.4. Store outer product $\hat{u}^k \land \hat{v}^k$ increment
      2.5. Enddo {k}
   1.2. Update $\hat{T}$ using Eq. (2.2.6.2.1.6)
   1.3. Update $\hat{\lambda}$ using Eq. (2.2.3.9)
   1.4. Check for convergence:
      If yes then exit else go to [1]
   1.5. Enddo {IT}
   2. Exit

In the following section, we apply the above learning algorithms to real-life problems in signal processing and robotics.
2.3. Simulation Results

We consider the performance of SID_1 and SID_2 in the context of two applications: (1) multidimensional reconstruction of noisy signals; (2) neurokinematics of redundant manipulators.

2.3.1. Signal Sorting with Algorithm SID_1

The sorting of radio signals is central to many applications of signal analysis including the identification and characterization of signals in a dense RF environment. A generic architecture [263] which is currently utilized for rapid identification and characterization of communication signals and interference is depicted in Fig. 2.3.1.1 Briefly, the system works as follows: a noise processor and rapid scanning spectrum analyzer (either digital or analog) are used as the first steps in processing the received RF signal. The output from the spectrum analyzer is initially sorted based on the various measured discriminants available from the spectrum analyzer, e.g., amplitude, frequency, time, and angle-of-arrival data. The results of this initial sorting of signal externals is an emergence of distinct signals which can be used for subsequent signal identification and characterization. In addition, once a characteristic signal frequency is identified on subsequent scans, a set-on receiver can be rapidly tuned to the signal of interest for purpose of extracting signal internals (e.g., modulation type).

In developing an effective system for signal identification, a key consideration is the signal sorter. Existing signal sorters typically incorporate some form of histogram analysis or clustering algorithm for sorting the signals into distinct classes and incorporate either content of window-addressable memories for rapid signal identification. The problem with these existing techniques is that they impose the typical estimate-and-process architecture which cannot easily accommodate a rapidly time varying signal environment. In addition, these techniques
do not necessarily incorporate multiple signal discriminant information in an optimal way. Thus, the performance of these existing techniques tends to rapidly degrade as the received signal-to-noise ratio decreases.

Algorithmically, the problem can be formulated as follows: find a mathematical transformation which maps a set of measured data into a set of signal characteristics, e.g., angle-of-arrival, amplitude. The main difficult lies in the fact that it is not a one-to-one mapping: due to inherent uncertainties one set of measured data can correspond to a number of signals with different characteristics. In other words, the formal mathematical approach requires overcoming the well known difficulties (ill-posedness, ill-conditioning) associated with inverse
Fig. 2.3.1.2 shows the feedforward neural network architecture that we implemented for purposes of benchmarking Algorithm $SID_1$. The inputs to the network are the outputs from the spectrum analyzer with a pair of input neurons being assigned to each frequency resolution cell of the spectrum analyzer. One member of each pair corresponds to amplitude data whereas the other member corresponds to angle-of-arrival (AOA) data. This input data is combined via the connection weights and hidden layers of the network and the output is a binary vector indicating whether the $i$-th emitter (or emitter class) is currently active or not. The control setup comprised of a feedforward network with 24 neurons: 16 input neurons, 6 hidden neurons and 2 output neurons. The training data was obtained from the output of simulated wideband spectrum analyzer. We assumed fixed frequency emitters with prematched amplitudes. The training set comprised of a 1000 linearly separable data from 16 frequency channels with varying noise levels. The classical back-propagation algorithm required $O(10^4)$ training iterations to learn the embedded relationship. The multiscale version of terminal-attractor based $SID_1$ Learning Algorithm, on the other hand was presented only 50 randomly sampled training samples from the set of 1000. It required only 170 training iterations (corresponding to an effective time of 17 milliseconds) to abstract the statistical relationship. More important, during recall, SID algorithm did not perform any false tagging with dropped classes. Detailed results are included in Gulati and Barhen [104].

2.3.2. Neurokinematics with Algorithm $SID_2$

Before presenting our simulation results on SID_2 on inverse kinematics of redundant manipulators, we motivate the relevance of neural networks to solving robotics problems. Space telerobots envisaged for exacting applications in unstructured and hazardous space environments, e.g., satellite servicing, space system construction and maintenance, planetary missions etc., must be able to dex-
structured and hazardous space environments, e.g., satellite servicing, space system construction and maintenance, planetary missions etc., must be able to dexterously and adaptively manipulate objects in a nonstationary task workspace. Redundancy in the design of robot manipulators has been suggested as one means to enhance their dexterity and adaptability. In contradistinction to other engineering contexts where redundancy implies fault-tolerance or superfluity, redundancy in robotics is determined relative to the task [58]. It refers to a manipulator with more than the minimum number of degrees of freedom necessary to accomplish general tasks. The major objective motivating introduction of redundancy in robot design and control is to use the additional degrees of freedom to improve performance in complex and unstructured environments. It helps overcome kine-
matic, mechanical and other design limitations of non-redundant manipulators. Also, the extra degrees of freedom can be used during real-time manipulator operation to simultaneously achieve end-effector trajectory control while satisfying additional constraints.

There are two primary problems in developing control strategies which take advantage of redundancy. First, given the initial and final end-effector task coordinates, simultaneously generate, in real time a Cartesian-space trajectory that can achieve a goal (the path planning problem) and a set of joint space trajectories which cause the end-effector to follow the desired trajectory (inverse kinematics problem) while satisfying additional constraints, such as obstacle avoidance, servo-motor torque minimization, singularity avoidance, and joint limit avoidance. Developing algorithms to use the additional degrees of freedom to satisfy constraints is known as the redundancy resolution problem [30,33,34,58,107,110]. Secondly, provide adaptive mechanisms for responding to any unforeseen changes in the workspace or the manipulator geometry. Despite a tremendous growth in research activity on "model-based" adaptive control algorithms, the above problems entail a level of computational and paradigmatic complexity far exceeding that what can be provided by the existing strategies. Artificial neural networks, on the other hand, as discussed in Chapter One, due to their ability to perform functional synthesis in real-time, could provide an attractive alternate basis towards designing real-time manipulator control architectures.

2.3.2.1. Manipulator Inverse Kinematics

Manipulator kinematics addresses the problem of computing temporal evolution of joint coordinates from the motion of robot end-effector. A forward kinematic function, $\Phi$, is a nonlinear differentiable function which uniquely relates a set of $N_Q$ joint variables, $\dot{q}$, to a set of $N_X$ task-space coordinates, $\dot{x}$:
\( \ddot{x} = f(\Phi) \). For serial chain robot manipulators the forward kinematic function is easily derived [233]. The more difficult problem which is of primary practical interest in manipulators kinematics is the inverse problem:

\[
\ddot{q} = \Phi^{-1}(\ddot{x}) \tag{2.3.2.1.1}
\]

i.e., determine one or more sets of joint configurations which take the end-effector into a desired task position and orientation in the workspace. While the inverse kinematic function is highly nonlinear, closed form analytical solutions can be found for a number of non-redundant manipulators with special architecture. Complete positioning capability in Cartesian space can be nominally achieved using only six degrees of freedom. However, most manipulators have degenerate configurations, or kinematic singularities, near which small displacements of the end-effector requires physically unrealizable joint speeds. These singularities effectively lead to a loss of usable workspace and capability, and there is a strong incentive to design robots with additional degrees of freedom. Thus, a robot manipulator is kinematically redundant if the number of its degrees of freedom is greater than the dimension of the end-effector task space. In contradistinction to other engineering contexts, where redundancy per se, implies fault-tolerance, i.e. component duplication allowing for continued system functionality in the event of an element failure or superfluity i.e. an unneeded excess capacity, redundancy in robotics is determined relative to the task [58]. For example, a 6-DOF manipulator could be redundant with respect to tasks with symmetry about one axis, while an arm with 3 or more joints is redundant for achieving any end-effector position in a two-dimensional space. The major objective motivating introduction of redundancy in robot design and control is to use the additional degrees of freedom to improve performance in complex and unstructured environments. It helps overcome kinematic, mechanical and other design limitations of non-redundant manipulators, and simultaneously satisfy additional constraints, such
as obstacle avoidance, minimization of actuator torques, singularity avoidance, providing greater dexterity, minimization of kinetic energy, improvement of some measure of manipulability, etc.

However, incorporation of redundancy injects additional complexity into the problem. For redundant manipulators, the kinematic equations relating the specified end-effector task coordinates to the unknown joint angles may not have a unique solution, and in general the problem is both ill-posed and ill-conditioned [149]. i.e., solutions may not necessarily exist, and if they do exist at all, they are likely to be nonunique. Further, such solutions, if they do exist, in general depend discontinuously on the input, i.e., \( \bar{x} \) and hence are likely to be unstable to small errors in the input. For elucidation consider Fig. 2.3.2.1.1., which represent the transformation, \( K : \bar{Q} \rightarrow \bar{X} \). Let \( K \) denote the kinematics operator \( \Phi \). Inevitable measurement errors or signal noise can lead to data which do not lie in the range of \( K \) and hence not in the domain of the inverse operator \( K^{-1} \); thus no solution will exist. Similarly, the transformation may not be one-to-one, so that inverse transformation does not yield a unique result. Jeffry and Rosner [149] have analyzed the unstable behavior of such systems, by examining the matrix form of equation \( \bar{X} = \Phi \bar{Q} \). If \( \bar{X} \) contains errors (say observational) \( \Delta X \), then a direct inverse in the least-squares sense, i.e., generalized pseudoinverse, would yield the elementary solution

\[
\bar{Q} = (\Phi^T \Phi)^{-1} \Phi^T [X + \delta X].
\]

If the row vectors of \( \Phi^T \Phi \) are not fully linearly independent, then \( \Phi^T \Phi \) will be nearly singular, and the above inversion will greatly magnify the error, possibly driving it to dominate the solution. Thercin lies the basis for ill-conditioned nature of the problem.

Often an infinite number of joint-configurations can be obtained to satisfy a given end-effector configuration. However, it can be shown [58] that the infinity
of solutions can be mapped into a finite set of manifolds. Because of this infinity of solutions, many redundant manipulator investigators have chosen to focus on the instantaneous or differential kinematics, which uses a jacobian-matrix to relate end-effector velocities to the joint velocities. The jacobian is defined as

$$\dot{x} = J(\tilde{q}) \dot{\tilde{q}}$$  \hspace{1cm} (2.3.2.1.2)

For redundant robots the manipulator Jacobian is not uniquely invertible, and pseudo-inverse techniques can be used to select a solution from the infinity of possible solutions in the null space of $J(\tilde{q})$. Eq. (2.3.2.1.2) is often referred to as the inverse kinematics solution, although (2.3.2.1.1) is the true inverse kinematics problem.
Given a desired end-effector velocity, \( \dot{x} \), the joint velocities, \( \dot{\mathbf{q}} \), can simply be determined by:

\[
\dot{\mathbf{q}} = \mathbf{J}^\dagger(\mathbf{q}) \dot{x}
\]  

(2.3.2.1.3)

where \( \mathbf{J}^\dagger(\mathbf{q}) \) is the pseudo-inverse, or a weighted pseudo-inverse, of the manipulator Jacobian matrix. This redundancy resolution solution minimizes a weighted quadratic norm of instantaneous joint velocities. The end-effector velocities are typically generated by a path planning algorithm, and the joint velocities computed by Eq. (2.3.2.1.3) are used as the reference input to a joint-space control system.

This solution can be modified by adding a null space component to the joint velocities [66,78,184,388]:

\[
\dot{\mathbf{q}} = \mathbf{J}^\dagger(\mathbf{q}) \dot{x} + (I - \mathbf{J}^\dagger(\mathbf{q}) \mathbf{J}(\mathbf{q})) \mathbf{\ddot{z}}
\]  

(2.3.2.1.4)

where \( \mathbf{\ddot{z}} \) is an arbitrary vector. The term \( (I - \mathbf{J}^\dagger(\mathbf{q}) \mathbf{J}(\mathbf{q})) \) projects this arbitrary vector into the null space of the manipulator. Physically, any motion in the null space is an instantaneous internal motion of the manipulator which causes no motion of the end-effector. Many redundancy resolution criteria can be developed as potential functions, and \( \mathbf{\ddot{z}} \) might be the gradient of the resolution potential function, i.e., \( \mathbf{\ddot{z}} = \alpha \nabla \Psi(\mathbf{\ddot{q}}) \), where \( \alpha \) is a weighting factor. Then for a given end-effector configuration, the gradient of this function is used to control joint velocity in the redundant directions, in a manner that forces the manipulator to seek an optimal configuration. However, the pseudo-inverse resolution techniques are generally not cyclic [78,256,310], i.e. these techniques do not generate closed joint-space trajectories corresponding to closed end-effector trajectories, thereby posing a serious limitation for practical implementations. Other researchers have used the null space of the jacobian, which corresponds to the self-motion of the robot, to optimize various performance criteria. For
example, Liegeois [184] has developed a gradient projection scheme that utilizes the null space of the Jacobian to optimize a joint-position dependent, scalar performance criterion. However, the existing algebraic methods are, in general, very expensive computationally, and are unable to find global redundancy resolution optima with respect to multiple criteria in real-time. Also, the manipulators can have more than one distinct internal motion for a given end-effector location but the instantaneous methods only optimize over one internal motion, and therefore can miss the true optimum which lies on another internal motion [58].

So in the absence of closed form solutions, off-line iterative approximation techniques based on "local-methods" have been used to solve the inverse transformation problem. In this context, Goldenberg et al. [92] have proposed an "augmented task method" that uses a modified Newton-Raphson method to simultaneously obtain all the joint variables. They partition the augmented Jacobian matrix into an invertible non-redundant component and a redundant component to obtain approximate bounds on the magnitude of the joint angles. A nonlinear constrained optimization is then performed to determine the angular displacements for the redundant joints by satisfying some auxiliary criteria. The resulting values are used to compute the Newton-Raphson correction that minimizes an error-residual between desired and current end-effector coordinates. Despite its versatility, this technique suffers from algorithmic singularities, since it fails to ensure the non-singularity of the Jacobian-matrix partition prior to start of each iteration. Also, for a large number of degrees of freedom, the nonlinear optimization algorithm during each iteration induces a significant computational complexity.

In a significantly different approach Burdick [58] conducts a topological and geometrical analysis of the kinematics of redundant manipulators. Formulating inverse kinematics as a global manifold mapping problem, he uses the singular-
ties of the forward kinematics to partition the configuration space manifold into disjoint regions. The topological characteristics of these regions and their forward mapping are then used to rigorously analyze kinematic properties, such as bounds nature and number of singularities that must be encountered along an arbitrary cyclic path and bounds on the number of inverse kinematic solutions. Currently formal procedures are being developed for translating this qualitative insight to quantitative algorithms that could aid the design and control of redundant manipulators.

In contrast to the algebraic and iterative strategies mentioned above, neuro-morphic approaches to the inverse kinematics problem entail systems composed of many simple processors (“neurons”), fully or sparsely interconnected, whose function is determined by the topology and strength of the interconnections. The synaptic elements of such neural systems must capture the transcendental kinematic transformations using a priori generated examples enabling subsequent generalization to other points in the workspace. Thus, the inverse transformation equations do not need to be explicitly programmed or derived. Once they have been learned, the network’s inherent self-organizing abilities enable it to adapt to changes in the environment, e.g. planning joint trajectories in the presence of obstacles, or to any unforeseen changes in the mechanical structure of the manipulator, with little effort [197]. Within a neuromorphic framework, a solution of the inverse kinematic involves two phases, a training phase and a recall phase. The training phase involves encoding the inverse mapping in the network’s synaptic weight space, through repeated presentations of a finite set of a priori generated examples, linking cartesian space end-effector coordinates to the corresponding joint angles. Once the network has acquired the nonlinear mapping imbedded within the training set, it can be used to rapidly recall, or generalize the joint configuration corresponding to any given cartesian-space orientation within it’s workspace of training, thereby eliminating the computational overheads asso-
associated with the existing iterative techniques. Also, once the training cycle is completed, the time required to obtain a solution depends in a weak fashion on the number of degrees of freedom.

In the past, Josin [152], Guez [102] and Tawel et al. [267] have applied this generic neuromorphic paradigm to the inverse kinematics problem for a 3-DOF redundant manipulator. In particular, they train a heteroassociative, multi-layered feed-forward neural network using the backpropagation algorithm [250,251]. The following principle is commonly used during the training process. When the system produces a wrong output on presentation of an I/O pair, the learning update rule simply changes each weight in the direction which makes the size of the error decrease as rapidly as possible. The components of this steepest descent direction in weight space are evaluated by using the chain rule to compute the partial derivatives of an error function with respect to each weight. The implementation of this weight change requires recursively propagating an error signal backward through the network, changing weights that had a large effect on the output more than those that did not. This process is repeated until the residual error between the network and target output, over all patterns, falls below a minimum acceptable tolerance.

Despite its conceptual simplicity, there are a number of non-trivial issues, both from the kinematics perspective and from the computational cost perspective that have hitherto limited the efficacy of such neuromorphic solutions to the inverse kinematics problem for redundant motion control. The major limitations, as discerned from the existing implementations, include an unacceptably large number of training iterations (\(O(10^6)\) even for generalizing over small manifolds, see Tawel et al [267). Also the interpolated angular coordinates have relatively poor precision as compared to their algebraic or iterative counterparts. Besides, the backpropagation algorithm fails to efficiently scale-up to configura-
seven or more degrees of freedom could not be satisfactorily trained using the standard back-propagation algorithm even after several million iterations. Furthermore the back-propagation algorithm per se does not provide any intrinsic mechanism to simultaneously exploit redundancy to increase the task workspace (design constraints) and satisfy additional requirements inherent to operations in an unstructured environment such as obstacle avoidance in real-time.

2.3.2.2. Implementation Results

The neurodynamical learning framework, SID.2, developed in the preceding section 2.2. was applied to a planar 3-degree of freedom redundant manipulator and to a spatial 7-degree of freedom human-arm like manipulator. Though either of the manipulators encompasses configurations which exhibit sufficiently the problematic complexity presented by the inverse kinematics mapping, we experimented with both examples for a variety of reasons. The 3-DOF planar manipulator was primarily used to ascertain the algorithmic correctness of our terminal-attractor-based neural learning algorithm. It provided benchmarks for comparison with the existing backpropagation based neural network solutions [102,251,267], in terms of number of training iterations and training samples needed to stabilize the network, estimates on the number of synaptic elements or neurons required to successfully capture the inverse mapping and the accuracy of recalled or "generalized" joint configurations corresponding to the input end-effector coordinates. Though backpropagation-based neural networks can be applied to planar redundant manipulators with 3-DOF, they failed to scale up to cases involving seven or more joints. Their practical applicability would thus appear to be severely limited for kinematic control of most industrial robot manipulators. We also empirically analyzed the robustness and computational speed
Figure 2.3.2.2.1. (a) Arm configuration for a PUMA 560 Robot;

(b) PUMA 560 Robot Arm constrained to coplanar configurations.
Figure 2.3.2.2. (a) Convergence of state variables; (b) Convergence of joint angles during training of 3-DOF constrained PUMA 560 Robot Arm.
Figure 2.3.2.2.3. (a) Network activity; (b) Normalized behavior of output neurons during recall, in the case of 3-DOF constrained PUMA 560 Robot Arm.
of our artificial neural system on a 7-DOF redundant manipulator to illustrate its efficacy as a viable, real-time alternative to the existing quantitative techniques [30,107]. To provide a context for the subsequent analysis we precede our discussion on the simulation results with a brief description of each candidate manipulator.

The continuous-time, dynamical training procedure was simulated using parameters corresponding to a constrained configuration of the six-jointed PUMA 560 industrial robot [255]. By suppressing the motion of the shoulder, elbow and the wrist joints, the PUMA robot arm, Fig. 2.3.2.2.1(a) was restricted to motion in a vertical plane only as shown in Fig. 2.3.2.2.1(b) Fig. 2.3.2.2.2(a) illustrates the worst-case normalized behavior of the state variables and the synaptic elements during the learning phase, as the neural network acquires the inverse mapping. Figure 2.3.2.2.2(b) shows the convergence of the output neurons to the presented attractors during the learning phase for a particular sample. When learning has stabilized over all the training samples the network switches to its operational mode. Figure 2.3.2.2.3(a) displays the normalized convergence behavior of the neuronal activity, \( \bar{u} \) as the network generalizes the joint angles in response to arbitrary cartesian inputs. Figure 2.3.2.2.3(b) illustrates the convergence of interpolated joint angles. Notice the rapid rate of convergence in computing the joint configuration as juxtaposed to conventional techniques.

In addition, the dynamical training algorithm was applied to learn the inverse kinematics transformations for Hemami's simplified 7-DOF manipulator formulation [122] of the human-arm. As shown in Figure 2.3.2.2.4, the following joint motions are available: the joint \( \theta_1 \) provides back and forth motion about the shoulder, \( \theta_2 \) provides effector elevation in the vertical plane, \( \theta_3 \) enables rotation around the upper-arm axis, while \( \theta_4 \) provides the elbow motion, \( \theta_5 \) is around the forearm axis and \( \theta_6 \) and \( \theta_7 \) lead to the pitch and yaw motions of the wrist,
Figure 2.3.2.2.4. Seven DOF Human-arm like manipulator. Adapted from Hemami [122].
Figure 2.3.2.2.5. (a) Normalized behavior of state variables; (b) Convergence of joint angles, during training phase for a 7-DOF redundant manipulator.
Figure 2.3.2.2.6. (a) Convergence of network activity; (b) Convergence of joint angles, during operational phase for a 7-DOF redundant manipulator.
respectively. Details on the geometric parameters, namely link length, twist angle, joint limits and offsets may be found in [122]. Forward kinematics equations (see Paul [233]), were used to generate training samples of end-effector and joint-space coordinates over the workspace volume of the robot. Figure 2.3.2.2.5(a) displays the normalized, worst-case temporal behavior of state variables $\bar{u}$, i.e., 
$$\max_{\forall n} \left| \frac{u_{n}^{t+1} - u_{n}^{t}}{u_{n}^{t}} \right|,$$
adjoint variables $\bar{v}$ and the synaptic elements, $\hat{T}$, during the learning phase. Figure 2.3.2.2.5(b) shows the variation in activity at the output neurons during the learning cycle corresponding to one of the training pairs being presented to the network. Note that the system learns the inverse mapping in a few hundred iterations only, as compared to the several million iterations required by the gradient descent-based backpropagation algorithm. The computational efficacy of our neuromorphic learning algorithm may be estimated from the rate of variation in network activity during the operational phase of the network as shown in figures 2.3.2.2.6(a) and 2.3.2.2.6(b) As depicted in Fig. 2.3.2.2.6(a), once the network has acquired the inverse transformations, it may be used to recall or generate the joint angles needed to achieve any arbitrary end-effector coordinate, within the workspace of the manipulator, in very few dynamical iterations. The detailed results of this study will be reported elsewhere.

### 2.4. Summary

In this chapter we have provided a novel framework for solving a class of complex learning problems in the context of robot manipulation, namely the enhancement of manipulative capability and reliability. Our novel learning paradigm for neural network models, based on the terminal attractor concept, is shown to be computationally competitive with iterative methods currently used
in robotics to solve the inverse kinematics of redundant manipulators. The neuro-
morphic framework is expected to facilitate the development of robust real-time
algorithms for computing joint configurations to achieve arbitrary end-effector
trajectories. In addition, this strategy does not appear to suffer from non-
cyclicity of motion, as encountered in the pseudo-inverse resolution techniques
[58, 66, 78, 92, 288] or the algorithmic singularities common to augmented task ap-
proaches [92]. Furthermore, unlike the feed forward, backpropagation neural
learning approaches, the adaptive dynamical system formulation presented here,
provides the flexibility for incorporating arbitrary combinations of kinematic op-
timization criteria, without imposing high computational overheads. Two options
are available for including the redundancy resolution criteria in the algorithm to
resolve the nonuniqueness of joint configurations that may satisfy a given end-
effector configuration. The constraints may either be included \textit{a priori}, i.e.,
while generating the training samples themselves, thereby forcing the network to
learn only limited aspects of inverse kinematics mapping with a bias towards a
particular criterion; or they could be selectively applied in real-time to an op-
erational version of the network (trained to encode the emergent invariants of
the inverse kinematic mapping), to regularize the solutions (i.e. provide unique
best answers). In addition, it was found that this strategy scales-up to configu-
trations of practical interest, where conventional neural learning techniques, e.g.,
back propagation appear to fail.
Chapter Three

Constrained Learning in Dynamical Neural Networks

In this chapter we extend our previous results to rederive a theoretical framework for neural learning of nonlinear mappings, wherein both the topology of the network and synaptic interconnection strengths are evolved adaptively. The proposed methodology exploits a new class of mathematical constructs, terminal attractors (detailed in Chapter Two), which provide unique information processing capabilities to artificial neural systems. Terminal attractor representations are used not only to ensure infinite local stability of the encoded information, but also to provide a qualitative as well as quantitative change in the nature of the learning process. In particular, the loss of Lipschitz conditions at energy function minima results in a dramatic increase in the speed of learning. Typical performance improvements are in excess of three orders of magnitude over current state-of-the-art backpropagation techniques. To guarantee the unconditional stability of the neural activation dynamics during learning, we introduce the concept of "virtual terminal attractors". Finally, in a significant departure from prior neuromorphic formulations our algorithms also provide a framework for systematically incorporating both in-training and a posteriori regularization mechanisms to handle design as well as environmental constraints for applications in unstructured environments in real-time.

3.1. Introduction

A considerable effort has recently been devoted to the development of efficient computational methodologies for learning. Artificial neural networks, char-
characterized as massively parallel, coupled, adaptive dynamical systems, provide an ideal framework for interacting with objects of the real world and its statistical characteristics in the same manner as biological systems do. In contrast to existing notions on imperative and symbolic computing, the potential advantages of neuronal processing stem from their ability to perform concurrent, asynchronous and distributed information processing. Neurons with simple properties and interacting within relatively simple architectures can accomplish collectively complex functions such as generalization, error correction, information reconstruction, pattern analysis and learning. Their paradigmatic strength for potential applications arises from their spontaneous emergent ability to achieve functional synthesis, and thereby learn nonlinear mappings \([32,36,111]\), and abstract spatial \([62,63]\), functional \([180]\) or temporal \([177,178]\) invariances of these mappings. Thus, relationships between multiple continuous-valued inputs and outputs can be established, based on a presentation of a large number of a priori generated representative examples. Once the underlying invariances have been learned and encoded in the topology and strengths of the synaptic interconnections, the neural network can generalize to solve arbitrary problem instances. Since the mappings are acquired from real-world examples, network functionality is not limited by assumptions regarding parametric or environmental uncertainty, inherent to model-based approaches. Thus, neural networks provide an attractive self-organizing algorithmic paradigm, that can automatically learn like biological systems, rather than require explicit programming or symbolic search.

Fundamental to functional synthesis is the ability to accurately and efficiently acquire nonlinear transformations from examples. Although, a number of neural algorithms have been proposed for functional approximation, attention has largely focussed on the back-propagation algorithm because of its simplicity, generality and the promise that it has shown in regard to various applications. However, the increasing perception that back-propagation is too slow to be rel-
relevant to most real-world problems, has led to the development of a number of variant algorithms. For discrete systems, Baum [46] has proposed a polynomial time algorithm for learning union of half spaces. Lapedes and Farber [177, 178] proposed a master-slave network with sigmoidal nonlinearities to approximate a continuous time series for forecasting. Pineda [238] extended the methodology by deriving a recurrent generalization to back-propagation networks operating in continuous time. In a similar vein, Pearlmutter [234] constructed a procedure for approximating trajectories by minimizing an error functional between output and targeted temporal trajectories. More recently, Williams and Zipser [292] proposed a real-time learning algorithm for training recurrent, continually updated networks to handle temporal tasks.

In a radically different approach, we propose to use a new mathematical construct, i.e., terminal attractor dynamics [303] to acquire the nonlinear mapping. Terminal attractor representations are used not only to ensure infinite local stability of the encoded information, but also to provide a qualitative as well as quantitative change in the nature of the learning process. In particular, the loss of Lipschitz conditions at energy function minima results in a dramatic increase in speed of learning. Typical performance improvements are in excess of three orders of magnitude over current state-of-the-art backpropagation techniques. In a significant departure from prior neuromorphic formulations our algorithms also provide a framework for systematically incorporating event-driven constraints in real-time, avoiding the necessity to retrain the network. Finally, a fundamental problem in neural learning methodologies based on dynamical systems concerns the stability of the activation network as synaptic weights evolve during training. Previous approaches [234, 251, 305] do not guarantee stability. Here, we introduce the concept of “virtual” terminal attractors which yields an unconditionally stable neurodynamics.
In this context, we present a novel self-organizing neural formalism, which attempts to provide an efficient and accurate solution to the inverse kinematics problem and addresses some of the above concerns. The proposed methodology extends our work in Chapter Two [30,34,108,110], wherein we introduced topographically partitioned, but fully connected networks to acquire the kinematics mapping. Central to our approach is the concept of encoding the training samples as static “terminal-attractors” of the network.

Chapter Two focussed on coupling the mapping encoding and the resolution of kinematic redundancy in an objective function from which the learning equations were derived. Here, we argue a radically different approach, wherein redundancy resolution is carried out at the operational stage. Training now essentially aims at capturing the invariant properties of the nonlinear kinematic mapping, by minimizing the network’s “strength” energy, a regulator of the interconnection topology and synaptic strengths. Specifically, this chapter provides a new theoretical framework for learning using artificial neural networks.

3.2. Neurodynamics Model

3.2.1. Network Specification

Consider a densely connected neural network with $N$ graded-response neurons operating in continuously sampled time. To acquire a nonlinear transformation, $\zeta$, from a $N_X$-dimensional input domain to the $N_Y$-dimensional output space, the network is topographically partitioned into three mutually exclusive regions. As shown in Fig. 2.2.1.1, the partition refers to a set of input neurons, $S_X$, that receive the input components, an output set $S_Y$, which provides the desired output components and a set of “hidden” neurons, $S_{HI}$, that encode the representation of the $\zeta$-mapping. The network is presented with $K$ randomly sampled training vector-pairs of input- and output-space coordinates.
We formalize the neural network as an adaptive dynamical system whose temporal evolution is represented by the following coupled differential equations

\[ \dot{u}_n + \kappa u_n = \sum_m T_{nm} \varphi(u_m) + k I_n \]  

(3.2.1.1)

where \( u_n \) represents the mean soma potential of the \( n \)th neuron and \( T_{nm} \) denotes the synaptic coupling from the \( m \)th to the \( n \)th neuron. The constant \( \kappa \) characterizes the decay of neuron activity. The sigmoidal function \( \varphi(\cdot) \) modulates the neural response, with gain given by \( \gamma \); typically, \( \varphi(\gamma z) = \tanh(\gamma z) \). Without loss of generality, \( \gamma \) will be set to unity in the sequel. The "source" term, \( k I_n \), encodes component-contribution by the attractors of the \( k \)-th training sample via the expression

\[ k I_n = \begin{cases} [k a_n - \varphi(u_n)]^\beta & \text{if } n \in S_X \\ 0 & \text{if } n \in S_H \cup S_Y \end{cases} \]  

(3.2.1.1)

The specific attractor coordinates, \( k a_n \), are given by \( k x_n \) if \( n \in S_X \) and \( k y_n \) if \( n \in S_Y \), for \( \{ k x, k y \mid k = 1, \ldots, K \} \) taken from a training set scaled to the range \([-1, +1]\). In Section 2.2.4, it was shown that, for \( \beta = (2i + 1)^{-1} \) and \( i \) a strictly positive integer, such attractors have infinite local stability and provide opportunity for learning in real-time.

### 3.2.2. Energy Function and Network Stability

Our basic operating assumption for the dynamical system defined by Equations (3.2.1.1) is that at equilibrium, i.e., as \( \dot{u}_n \to 0 \), for \( n = 1, \ldots, N \),

\[ u_n \to k \tilde{u}_n(T). \]  

(3.2.2.1)

The superscript \( \sim \) will be used to denote quantities evaluated at steady state. This yields the fixed point equations:

\[ \kappa k \tilde{u}_n = \sum_m T_{nm} \varphi(k \tilde{u}_m) + k \tilde{I}_n \]  

(3.2.2.2)
Note that, in contradistinction to Hopfield [135], Pineda [235], and others [75], $kI_n$, is a function of the state variable $u_n$ and does not represent a constant external input bias to the network. It influences the system's degree of stability and provides a dynamically varying input modulation to the neuron, thereby enforcing convergence to fixed points in finite time, without affecting the location of existing static attractors. For an arbitrary synaptic matrix $T$, the asymptotic attractor contribution $kI_n$ differs from zero. The key objective of learning is then to

\[ kI_n = 0 \quad \forall \ n \in S_X \cup S_Y \]

To proceed formally with the development of a learning algorithm, we propose an approach based upon the minimization of a constrained "neuromorphic energy-like function" $E(T, \lambda)$ given by the following expression

\[ E(T, \lambda) = \frac{1}{2} \sum_n \sum_m \omega_{nm} \left( T_{nm}^2 - T_{nm} T_{mn} \right) + \frac{1}{\alpha} \sum_k \sum_n k\lambda_n k\Gamma_n^\alpha \quad (3.2.2.3) \]

where

\[ k\Gamma_n = \begin{cases} ka_n - \varphi(k\tilde{u}_n) & \text{if } n \in S_X \\ 0 & \text{if } n \in S_H \cup S_Y \end{cases} \quad (3.2.2.4) \]

Typically, positive values like $\frac{1}{3}$ and 2 are used for $\alpha$. The weighting factor $\omega_{nm}$ is constructed in such a fashion as to favor locality of computation. The indices $n, m$ span over all neurons in the network. Lagrange multipliers corresponding to the $k - n$th constraint are denoted by $k\lambda_n$. The proposed objective function includes contributions from two sources.
It enforces convergence of every neuron in $S_X$ and $S_Y$ to attractors corresponding to the components in the input-output training samples, thereby prompting the network to learn the underlying functional invariances.

It regulates the topology of the network by minimizing interconnection strengths between distant synaptic elements in line with Gauss’s least constraint principle [107].

As already discussed in Chapter Two, additional problem-specific constraints could also be incorporated in the neuromorphic energy function. But, in contradistinction to the traditional approaches, our methodology incorporates them directly into the trained (operational) network, as discussed in Section 3.5.

Lyapunov stability requires an energy-like function to be monotonically decreasing in time. Since in our model the internal dynamical parameters of interest are the synaptic strengths $T_{nm}$ of the interconnection topology and the Lagrange multipliers $^k\lambda_n$, this implies that

$$\dot{E} = \sum_i \sum_j \frac{\partial E}{\partial T_{ij}} \dot{T}_{ij} + \sum_i \sum_l \frac{\partial E}{\partial \lambda_i} \dot{\lambda}_i < 0 \quad (3.2.2.5)$$

One can always choose, with $\tau > 0$

$$\dot{T}_{ij} = -\tau \frac{\partial E}{\partial T_{ij}} \quad (3.2.2.6)$$

where $\tau$ introduces an adaptive parameter for learning to be specified in the sequel. Then, substituting in Eq. (3.2.2.5) and denoting by $\oplus$ tensor contraction, i.e., sum over all relevant indices, one obtains

$$\nabla_\lambda E \oplus \dot{\lambda} < \tau \nabla_T E \oplus \nabla_T E \quad (3.2.2.7)$$

The equations of motion for the Lagrange multipliers $^l\lambda_i$ must now be constructed in such a way that Eq. (3.2.2.7) be strictly satisfied. In addition, when the
constraints are satisfied, i.e., \( I_n \rightarrow 0 \), we require that \( \dot{\lambda}_i \rightarrow 0 \). We have adopted the following analytical model for the evolution of \( \lambda \),

\[
\dot{\lambda}_i = \tau \frac{\nabla_T E \oplus \nabla_{\Lambda} E}{\Lambda + 1/(\Lambda + \theta)} \frac{1}{[\nabla_{\lambda} E]_i}
\]

(3.2.2.8)

where \( \Lambda = \nabla_{\lambda} E \oplus \nabla_{\lambda} E \) and \( 0 < \theta \ll 1 \). It is straightforward to prove that this model fulfills the above requirements.

### 3.2.3. Adaptive Learning

We now focus on the derivation of an algorithm for computing \( \nabla_T E \) and \( \nabla_{\lambda} E \). An adiabatic framework is assumed. On differentiating Eqs. (3.2.2.3) with respect to \( T_{ij} \) we get

\[
\frac{\partial E}{\partial T_{ij}} = \omega_{ij} T_{ij} - \sum_k \sum_n k \lambda_n k \Gamma_n^{-1} k \hat{\varphi}_n \frac{d}{dT_{ij}} k \hat{u}_n.
\]

(3.2.3.1)

where \( k \hat{\varphi}_n \) denotes the derivative of the neural response. We must compute \( \frac{d}{dT_{ij}} k \hat{u}_n \) from the network fixed point equations (3.2.2.2). This requirement is a major distinction from previous results for associative memory [13]. There, the constraints ( \( k \Gamma_n \) in our notation ) were simply the fixed point equations for the \textit{complete} \( N \)-dimensional memory patterns, i.e., \( \varphi^{-1}(a^k_m) = \sum_m T_{nm} a^k_m \) (again in our notation). Such a representation and the resulting formalism are inadequate for learning nonlinear mappings ( \( S_X \rightarrow S_Y \) ) problems, since here \( | S_H | \neq 0 \).

We proceed as follows:

\[
\frac{d}{dT_{ij}} k \hat{u}_n = \frac{d}{dT_{ij}} \left\{ \sum_m T_{nm} \varphi(k \hat{u}_m) + k \hat{I}_n \right\}
\]

\[
= \sum_m \delta_{ni} \delta_{mj} \varphi(k \hat{u}_m) + \sum_m T_{nm} k \hat{\varphi}_m \frac{d}{dT_{ij}} k \hat{u}_m + \frac{d}{dT_{ij}} k \hat{I}_n
\]

(3.2.3.2)
which after some algebraic manipulation yields

\[
\frac{d}{dT_{ij}} k\tilde{u}_n = k [A^{-1}]_{ni} \varphi(k\tilde{u}_j) \quad (3.2.3.3)
\]

In the above expression, the matrix \(A\) is defined as

\[
kA_{ni} = k\eta_i \delta_{ni} - T_{ni} k\hat{\varphi}_i \quad (3.2.3.4)
\]

where

\[
k\eta_n = \begin{cases} 
\kappa + \frac{1}{3}[a_n^k - \varphi(k\tilde{u}_n)]^{-2/3} k\hat{\varphi}_n & \text{if } n \in S_X \cup S_Y \\
\kappa & \text{if } n \in S_H \quad (3.2.3.5)
\end{cases}
\]

To summarize the calculations up to this stage, we can write

\[
\frac{\partial E}{\partial T_{ij}} = \omega_{ij} T_{ij} - \sum_k \sum_n k\lambda_n k\Gamma_n^{\alpha-1} k\hat{\varphi}_n k[A^{-1}]_{ni} \varphi(k\tilde{u}_j) \quad (3.2.3.6)
\]

A computation of the energy gradient using Eq. (3.2.3.6) would involve a matrix inversion. Since direct matrix inversion is typically nonlocal, we use a variant of a relaxation procedure suggested by Pineda [10]. Consider the following change of variable

\[
k\tilde{v}_i = \sum_n k\lambda_n k\Gamma_n^{\alpha-1} k\hat{\varphi}_n k[A^{-1}]_{ni} \quad (3.2.3.7)
\]

Multiplying both sides of Eq. (3.2.3.7) by \(kA_{im}\) and summing over \(i\) yields

\[
\sum_i kA_{im} k\tilde{v}_i = \sum_n k\lambda_n k\Gamma_n^{\alpha-1} k\hat{\varphi}_n \sum_i k[A^{-1}]_{ni} kA_{im} = k\lambda_m k\Gamma_m^{\alpha-1} k\hat{\varphi}_m \quad (3.2.3.8)
\]

One can also directly use the explicit form of \(kA_{im}\) from (3.2.3.4) to obtain

\[
\sum_i kA_{im} k\tilde{v}_i = \sum_i k\eta_m \delta_{im} k\tilde{v}_i - \sum_i T_{im} k\hat{\varphi}_m k\tilde{v}_i = k\eta_m k\tilde{v}_m - k\hat{\varphi}_m \sum_i T_{im} k\tilde{v}_i \quad (3.2.3.9)
\]
Regrouping equations (3.2.3.8) and (3.2.3.9) results in the fixed point equation

\[ k \eta_m k \tilde{v}_m = k \tilde{\phi}_m \left[ \sum_i T_{im} k \tilde{v}_i + k \lambda_m k \Gamma_m^{a-1} \right] \quad (3.2.3.10) \]

To obtain \( k \tilde{v}_i \), we permute the dummy indices \( i \) and \( m \) and form the dynamical system

\[ \dot{v}_i + k \eta_i v_i = k \tilde{\phi}_i \left[ \sum_m T_{mi} v_m + k \lambda_i k \Gamma_i^{a-1} \right] \quad (3.2.3.11) \]

The equilibrium points \( k \tilde{v}_i \) (obtained when, \( \dot{v}_i \to 0 \)) are then used in the computation of \( \nabla_T E \), i.e.,

\[ \frac{\partial E}{\partial T_{ij}} = \omega_{ij} T_{ij} - \sum_k k \tilde{v}_i \varphi(k \tilde{u}_j) \quad (3.2.3.12) \]

Finally, by combining Eqs. (3.2.2.6) and (3.2.3.12) the neural learning equations can be expressed as

\[ \dot{T}_{ij} = -\tau [\omega_{ij} T_{ij} - \sum_k k \tilde{v}_i \varphi(k \tilde{u}_j)] \quad (3.2.3.13) \]

To compute \( \nabla_{\lambda} E \) we return to the definition of \( E \) to obtain

\[ \frac{\partial E}{\partial \lambda_i} = \frac{1}{\alpha} \sum_k \sum_n \delta_{ni} \delta_{kl} k \Gamma_n^a = \frac{1}{\alpha} t \Gamma_i^a \quad (3.2.3.14) \]

Thus, the temporal evolution of the Lagrange multipliers, Eqs. (3.2.2.8) can be described by the equation

\[ t \dot{\lambda}_i = \frac{\tau}{\alpha} \frac{\nabla_T E \oplus \nabla_T E}{\Lambda + 1/(\Lambda + \theta)} t \Gamma_i^a \quad (3.2.3.15) \]

based on the above results, we now summarize learning algorithm SID-3.
Algorithm: Singularity Interaction Dynamics.3

Input: input/output attractor coordinates, $a_n$; network dimension; neural response function; neural gain; neuronal decay constants; state variable initialization domain; topological constraints, time scales

Output: network topology; learned synaptic strengths, $T_{nm}$

Algorithm Singularity Interaction Dynamics.3

[1] Initialize: $\forall n, m \in \{1, \cdots, N\}$ and $\forall k \in \{1, \cdots, K\}$:

$$T_{nm}^0 = \Re [-\epsilon, +\epsilon]$$

$$k \lambda_n^0 = \Re [-\epsilon, +\epsilon]$$

[2] Learn synaptic matrix $T$:

Iterate $\nu = 1, \cdots, N_T$

Initialize outer product array: $\Sigma_{nm}^\nu = 0$.

[3] Loop over training samples, $k = 1, \cdots, K$

[3.1] Evolve network dynamics using

$$\dot{u}_n + \kappa u_n = \sum_m T_{nm}^\nu \varphi(u_m) + k I_n$$

where

$$k I_n = \begin{cases} 
\left[ a_n^k - \varphi(u_n) \right]^{1/3} & \text{if } n \in S_X \cup S_Q \\
0 & \text{if } n \in S_H.
\end{cases}$$

Output: $\varphi(k \tilde{u}_n^\nu)$ and $k \tilde{I}_n^\nu$

[3.2] Evolve "importance" dynamics using

$$\dot{v}_n + k \eta_n^\nu v_n = k \tilde{\varphi}_n^\nu \left[ \sum_m T_{mn}^\nu v_m + k \lambda_n^\nu k \Gamma_n^{\alpha-1,\nu} \right]$$

where
\[ k_i \eta_n^\nu = \begin{cases} 
\kappa_n^u + \frac{1}{3} \left[ a_n^k - \varphi(k\tilde{u}_n) \right] \frac{1}{k^2} & \text{if } n \in S_X \cup S_Q \\
\kappa_n^u & \text{if } n \in S_H \end{cases} \]

**Output:** \( k\tilde{v}_n^\nu \)

[3.3] Update outer product contribution

\[ \Sigma_n^\nu = \Sigma_n^\nu + k\tilde{v}_n^\nu \varphi(k\tilde{u}_m^\nu) \]

[4] **Endloop** over \( \{k\} \)

[5] Compute \( \nabla_T E \)

\[ (\nabla_T E)^n\nu_{nm} = \Sigma_n^\nu - \omega_{nm} T_n^\nu \]

[6] Compute \( \nabla_\lambda E \)

\[ k(\nabla_\lambda E)_n^\nu = \frac{1}{\alpha} k\Gamma_n^{\alpha,\nu} \]

[7] Update \( T \)

\[ T_n^{\nu+1} = T_n^\nu + \tau \Delta (\nabla_T E)_n^\nu \]

[8] Update \( \lambda \) using

\[ k\lambda_{n+1}^\nu = k\lambda_n^\nu + \tau \Delta \frac{\nabla_T E \oplus \nabla_T E}{\nabla_\lambda E \oplus \nabla_\lambda E + \theta} k(\nabla_\lambda E)_n^\nu \]

[9] Check for convergence:

**If** yes **then** exit **else** goto [2]

[10] **Endloop** over learning iterations \( \{\nu\} \)

[11] **Exit:** Display results
3.2.4. Adaptive Time Scales

So far the adaptive learning rate, i.e., $\tau$ in Eq. (3.2.2.6), has not been specified. Now we will show that by an appropriate selection of this parameter the convergence of the dynamical systems (3.2.3.13) and (3.2.3.15) can be considerably improved. We seek $\tau$ in the form $[36,40,105,305]

$$\tau \propto |\nabla E|^{-\beta}$$

(3.2.4.1)

where $\nabla E$ denotes the vector with components $\nabla_T E$ and $\nabla_\lambda E$. It is straightforward to show that

$$\frac{d}{dt} |\nabla E| = -\chi |\nabla E|^{1-\beta}$$

(3.2.4.2)

as $\nabla E$ tends to zero, where $\chi$ is an arbitrary positive constant. If we evaluate the relaxation time of the energy gradient, we find that

$$t_E = \int_{|\nabla E|_0}^{|\nabla E|_0=0} \frac{d |\nabla E|}{|\nabla E|^{1-\beta}} = \begin{cases} \infty & \text{if } \beta \leq 0 \\ \frac{1}{\beta} |\nabla E|_0^\beta < \infty & \text{if } \beta > 0 \end{cases}$$

(3.2.4.3)

Thus, for $\beta \leq 0$ the relaxation time is infinite, while for $\beta > 0$ it is finite. The dynamical systems (3.2.3.13) and (3.2.3.15) suffer a qualitative change for $\beta > 0$ : they lose uniqueness of solutions. The equilibrium point $|\nabla E| = 0$ becomes a singular solution being intersected by all the transients, and the Lipschitz condition is violated, as one can see from

$$\frac{d}{d |\nabla E|} \left( \frac{d |\nabla E|}{dt} \right) = -\chi |\nabla E|^{-\beta} \rightarrow -\infty$$

(3.2.4.4)

where $|\nabla E|$ tends to zero, while $\beta$ is strictly positive. Such infinitely stable points are "terminal attractors", as discussed in section 2.1. The qualitative
effect is depicted in Fig. 3.2.5.1. By analogy with these previous results we choose \( \beta = 2/3 \), which yields

\[
\tau = \left( \sum_n \sum_m \left[ \nabla T E \right]_{nm}^2 + \sum_k \sum_i k \left[ \nabla \lambda E \right]_n^2 \right)^{-\frac{1}{2}} \tag{3.2.4.5}
\]

Finally, inspection of Eq. (3.2.3.13), i.e., \( \dot{T}_{ij} \propto k \bar{v}_i \varphi(k \bar{u}_j) \), suggests a possible physical interpretation for the quantities \( k \bar{v}_i \). They measure the "importance" for neuron \( i \) of signals coming from all neurons \( j \) to which it is connected.

---

**Figure 3.2.4.1.** Qualitative illustration of the terminal attractor effect on the convergence of dynamical systems.

---

### 3.2.5. Virtual Terminal Attractors

Neural Learning methodologies based on dynamical systems must consider the fundamental problem of network stability as synaptic weights evolve during
training. Previously published approaches [235] ignored the issue and actually do not guarantee stability. To make some progress, we observe that if each node of the activation network had an associated terminal attractor, the resulting neurodynamics would be unconditionally stable. However, since by definition of a mapping, data are provided only for neurons in the input and output topographic partitions, "virtual" attractors must be determined for the hidden units. These attractors are virtual since they correspond to a current estimate of the synaptic connectivity matrix. Specifically, Eq. (3.2.1.2) has to be modified to read

\[
 k I_n = \begin{cases} 
 [k a_n - \varphi(u_n)]^3 & \text{if } n \in S_X \\
 [k z_n - \varphi(u_n)]^3 & \text{if } n \in S_H \cup S_Y
\end{cases} \tag{3.2.5.1}
\]

where the virtual attractor coordinates \( z_n \) are obtained by considering the fixed point equations (3.2.2.2), as adaptive conservation equations which utilize the extra degrees of freedom made available by the hidden neurons in \( S_H \). Thus, if we define

\[
k \tilde{H}_n = \sum_{l \in S_X \cup S_Y} T_{nl} \varphi(k a_l) \tag{3.2.5.2}
\]

we can compute the virtual attractors from

\[
 \dot{z}_n = -[\kappa z_n - \sum_{m \in S_H} T_{nm} \varphi(z_m) - k \tilde{H}_n]^{1/3} \tag{3.2.5.3}
\]

Note that the above expression also involves terminal attractor dynamics.

### 3.3. Computation Learning Algorithm - SID_4

First we introduce some nomenclature. Let \( \mathbb{R}[-\epsilon, +\epsilon] \) represent a uniform random number distribution over the real interval \([-\epsilon, +\epsilon]\), where \(|\epsilon| \ll 1\). Let \( N_T \) denote the maximum number of learning iterations, indexed by \( \nu \). The integration time-step is denoted by \( \Delta \). The learning rate being proportional to the outer product of the vectors \( k \tilde{v} \) and \( \varphi(k \tilde{u}) \), a two dimensional array \( \Sigma \) is
defined for collecting the contributions of each training sample during a particular iteration.

**Algorithm**: Singularity Interaction Dynamics 4

**Input**: input/output attractor coordinates, \( a_n \); network dimension; neural response function; neural gain; neuronal decay constants; state variable initialization domain; topological constraints;

**Output**: network topology; learned synaptic strengths, \( T_{nm} \);

**algorithm** Singularity Interaction Dynamics 4

[1] Initialize: \( \forall n, m \in \{1, \cdots, N\} \) and \( \forall k \in \{1, \cdots, K\} \):

\[
T_{nm}^0 = \mathbb{R} [-\varepsilon, +\varepsilon] \\
k\lambda_n^0 = \mathbb{R} [-\varepsilon, +\varepsilon]
\]

[2] Learn synaptic matrix \( T \):

\( \text{Iterate } \nu = 1, \cdots, N_T \)

initialize outer product array: \( \Sigma_{nm}^\nu = 0 \).

[3] Loop over training samples, \( k = 1, \cdots, K \)

[3.1] Evolve network dynamics using

\[
\dot{u}_n + \kappa u_n = \sum_m T_{nm}^\nu \varphi(u_m) + k I_n
\]

where

\[
k I_n = \begin{cases} 
[a_n^k - \varphi(u_n)]^{1/3} & \text{if } n \in S_X \cup S_Q \\
0 & \text{if } n \in S_H.
\end{cases}
\]

**Output**: \( \varphi^{(k u_n^\nu)} \) and \( k \dot{I}_n^\nu \)

[3.2] Evolve "importance" dynamics using

\[
\dot{v}_n + k \eta_n^\nu v_n = k \dot{\varphi}_n^\nu \left[ \sum_m T_{mn}^\nu v_m + k \lambda_n^\nu k \Gamma_{n}^{\alpha-1,\nu} \right]
\]
where

\[ k_{\eta n}^{\nu} = \begin{cases} \kappa_n^{\nu} + \frac{1}{3} \left[ a_k^{\nu} - \phi(\tilde{u}_n^{\nu}) \right] \tilde{k} & \text{if } n \in S_X \cup S_Q \\ \kappa_n^{\nu} & \text{if } n \in S_H \end{cases} \]

Output: \( k_{\tilde{v}_n}^{\nu} \)

[3.3] Update outer product contribution

\[ \Sigma_{nm}^{\nu} = \Sigma_{nm}^{\nu} + k_{\tilde{v}_n}^{\nu} \phi(\tilde{u}_m^{\nu}) \]

[4] Endloop over \( \{k\} \)

[5] Compute \( \nabla_T E \)

\[ (\nabla_T E)^{\nu}_{nm} = \Sigma^{\nu}_{nm} - \omega_{nm} T^{\nu}_{nm} \]

[6] Compute \( \nabla_\lambda E \)

\[ k(\nabla_\lambda E)^{\nu}_n = \frac{1}{\kappa} k \Gamma_n^{\alpha_{\nu}} \]

[7] Compute \( \tau \) using Eq. (3.2.4.5)

\[ \tau = \left( \sum_n \sum_m [\nabla_T E]^2_{nm} + \sum_k \sum_i k [\nabla_\lambda E]^2_n \right)^{-\frac{1}{2}} \]

[8] Update \( T \)

\[ T_{nm}^{\nu+1} = T_{nm}^{\nu} + \tau \Delta (\nabla_T E)^{\nu}_{nm} \]

[9] Update \( \lambda \) using

\[ k\lambda_{n}^{\nu+1} = k\lambda_{n}^{\nu} + \tau \Delta \frac{\nabla_T E \oplus \nabla_T E}{\nabla_\lambda E \oplus \nabla_\lambda E + \theta} k(\nabla_\lambda E)^{\nu}_n \]

[10] Check for convergence:
If yes then exit else goto [2]


[12] Exit : Display results

Note that even though the formulae given for algorithmic steps 8 and 9 above are based on the Euler approximation for simplicity of notation, more sophisticated integration techniques must always be used. In addition, since it is well known that a discrete approximation of a continuous dynamical system subsumes absence of singularities, extreme caution needs to be exercised during implementation of the above algorithm in a digital computational environment. For example, infinitesimal integration steps are typically required to overcome effects that can be induced by interacting terminal attractors, or, spatial singularities induced by the fractal boundaries of attraction.

3.4. Operational Network

During run-time, i.e., after the invariant characteristics of the nonlinear transformation have been encaptured by the network, the above neurodynamics can be used to compute joint-space configurations corresponding to arbitrary task-space coordinates. However, the “operational” version of the neural network differs from the ”in-training” model in two respects. Firstly, network dynamics in the operational phase no longer includes the “source” contribution for neurons in the output set \(S_Q\). It is assumed that if the system has truly acquired the topological invariances of the inverse kinematics from the presented training samples, then the network’s emergent generalization ability will always force convergence to the appropriate fixed points of the neurodynamics. States of the output neurons in \(S_Q\) can then be examined to extract the joint-space configuration computed by the network. For inputs that correspond to one of the training
examples this implies heteroassociative recall. On the other hand, presenting inputs that do not correspond to the stored states of the system, entails burning new fixed points in the phase-space landscape of the network. An analytical argument validating the neural network's capability for computing a continuum of outputs in response to an arbitrary input stimuli is included in [235].

Secondly, we attempt to resolve kinematic redundancy during run-time by directly encoding application-specific as well as environmental constraints into the dynamics of the operational network. This is a significant departure from existing models. There are essentially three modes for handling kinematic, design and workspace constraints using neural networks:

(a) generate the training samples such that they always conform to certain selected criteria. For example, Tawel et al. [267] train their network using only those samples that yield a manipulator configuration with minimal potential energy. They therefore eliminate the need for redundancy resolution as all joint-configuration computed by the network will conform to the above kinematic criteria.

(b) In our earlier derivation in Chapter Two, we provided a systematic mechanism for incorporating constraint information into the neuromorphic objective function.

(c) Here, in a radically different approach from renormalization group theory (as summarized in Section 1.6.4), we propose to add constraint information directly into the dynamics of the operational network, without disturbing the synaptic elements or the interconnection topology.

The first two approaches skew the network behavior in that it learns only limited aspects of the inverse kinematic mapping, and are limited in applicability to situations targeting structured environments. If a manipulator trained in such a
specific manner were to be deployed in unstructured environments, where each different task necessitates a different constraint resolution, we would need to retrain the network for each such additional constraint, thereby severely limiting real-time performance.

In the present approach, the network is initially made to learn all inverse kinematics solution manifolds. Subsequently, mechanisms are provided at runtime whereby a specific pose that can satisfy the problem constraints is selected. The network dynamics in the operational mode then takes the following form:

\[ \dot{u}_n + \kappa u_n = \sum_m W_{nm} \varphi_r(u_m) + I_n^r + \sum_r \lambda_n \left[ \nabla_{\ddot{u}} g_r(\rho_r, \ddot{u}) \right] \]  

(3.4.1)

where \( W_{nm} \) denotes the learned interconnection matrix, and the "working" input source \( I_n^r \) is now defined as.

\[ I_n^r = [u_n - \varphi(u_n)]^{-1/3} \]  

(3.4.2)

if \( n \in S_X \) and 0 if \( n \in S_H \cup S_Q \). The constraints \( g_r(\cdot) \) relate to application-specific considerations, e.g., obstacle avoidance, singularity avoidance, manipulability etc. The arguments \( \rho_r \) denote constraint-specific normalization parameters, so constructed that the gradient contribution to the dynamics vanishes whenever the actual constraint is satisfied by the neuronal activities. For example, if our only requirement were to maximize the joints configurational entropy (an "academic" but conceptually simple constraint!), then the last term of Eq. (3.4.1) would reduce to \( \lambda \left[ 1 + \log_e(\rho u_m) \right] \delta_{mn} \), where \( m \in S_Q \), and the renormalization parameter \( \rho \) would be given by \( N_Q / \left[ e \sum_{m' \in S_Q} u_{m'} \right] \). The Lagrange multipliers \( r \lambda \) reflect the importance of the \( r \)-th constraint and \( \kappa \) is again related to the characteristic decay of neuron activity.
3.5. Simulation Results

The computational framework developed in the preceding section has been applied to a number of problems including signal reconstruction [104] and robotics, e.g., inverse kinematics of redundant manipulators [35,105], that involve learning nonlinear mappings. In the sequel we discuss two of our experiments which involved learning a continuous clipping nonlinearity and the inverse kinematics of redundant 3-DOF planar manipulator. This function has been extensively benchmarked in [189], and provides an adequate basis for illustrating the computation efficacy of our proposed formulation as compared to the existing neural learning algorithms. The test setup included a fully connected network with one neuron in the input and output sets respectively, and two hidden neurons. The training set consisted of 8 randomly chosen training samples. Since our learning methodology involves singular solutions of highly coupled, continuous dynamical systems, extreme caution must be exercised when simulating the algorithms in a digital computing environment. For example, explicit methods such as Euler or Runge-Kutta cannot be used, since the presence of singularities induces extreme stiffness. Practically this would require an integration time-step of infinitesimal size, resulting in numerical round-off errors of unacceptable magnitude. Clearly, fully implicit integration techniques have to be used. For the simulations reported below, Eqs (3.2.1.1. and 2.3.11) are integrated using a fourth-order Kaps-Rentrop scheme discussed in [241].

To illustrate our remarks on the sensitivity of results to the integration schemes we first comment on the results shown in Fig. 3.5.1(a)-(d), which were obtained using the simplistic Euler discretization. Fig. 3.5.1(a) shows the evolution of the normalized least-mean-square (LMS) error, i.e., the difference between the network output and the target output averaged over all training samples. Fig 3.5.1(b) displays the worst-case temporal behavior of the input and output neuron
states normalized to the unit interval. Notice the rapid convergence of the input state due to the terminal attractor effect. However, as the system approaches a singularity, the adjoint equations (3.2.3.5) becomes hyperstiff. Clearly, the coefficient \( \eta \) in Eqn. (3.2.3.9), tends to infinity near the singularity, and induces strong instabilities as shown by the spikes in the graph. This change is subsequently reflected in the oscillations of the energy-gradient contractions, \( \nabla \lambda E \oplus \nabla \lambda E \) and \( \nabla T E \oplus \nabla T E \), plotted in Fig. 3.5.1(d) Finally, the behavior of the adaptive timescale parameter is depicted in Fig. 3.5.1(c). The system as a whole is never stable and the state of the output neuron oscillates in a close neighborhood of the singularity.

The learning algorithm was then implemented using a fourth-order Kaps-Rentrop implicit integration framework. At this stage only the activation dynamics Eq. (3.2.1.1) and the “adjoint” dynamics Eqn. (3.2.3.11) are integrated implicitly. Figure 3.5.2 shows the LMS error during the training phase. The worst-case convergence of the output state neuron to the presented attractor is displayed in Fig. 3.5.3. Note that the system learns the nonlinear map orders of magnitude faster than by the back-propagation algorithm (0.2 secs vs 5000 secs effective time). Fig. 3.5.4 shows the evolution of the energy gradient components. This network yielded an interpolation/recall precision with error under 0.3% for 80% of the test samples. The worst-case error detected was 3.5%. In contrast, a multi-layer perceptron network with 2 hidden layers (detailed network configuration is discussed in [189]) and trained using the backpropagation algorithm, required 5000 seconds effective training time on Neural Ware's Neuralworks-II package. The worst-case error detected was 5% using 20 training samples. In reference [189] 1000 training samples were used to yield an error of 0.01%.
Figure 3.5.1(a-d). Oscillations resulting from numerical instabilities when naive integration techniques, e.g., Euler, Runge-Kutta, are used to implement SID neural learning formalisms.
Figure 3.5.2. Profile of LMS error during learning of the clipping nonlinearity.

Figure 3.5.3. Worst case convergence of input and output state to the presented attractors.
Figure 3.5.4. Temporal evolution of the energy gradient tensor contractions.
Figure 3.5.5(a-d). Learning the inverse kinematics of a 3-DOF planar arm (ref: [314]) using Algorithm SID_4.
Figure 3.5.5(a-d) illustrates our results during learning the manipulator inverse kinematics of the 3-dof planar robot arm described in [267], using randomly sampled joint and cartesian-coordinates. Figure 3.5.5(a) shows the evolution of the normalized least-mean square (LMS) error, i.e.,
\[
\sqrt{\frac{\sum_{k=1}^{K} \text{Output}_{\text{network}} - \text{Output}_{\text{actual}}}{N_Y}}^2.
\]
The algorithm SID.4 enabled learning with an LMS error under 0.05% in an effective time of 2.5ms. Fig. 3.5.5(b) displays the worst-case temporal behavior of the input and output neuron states normalized to the unit interval. From the graph we can immediately get a qualitative feel for the terminal attractor effective during learning. The behavior of adaptive time constant \( \tau \) is shown in Figure 3.5.5(c). Finally, in Fig. 3.5.5(d) we present the temporal evolution of the energy gradient tensor contractions, \( \nabla_T \oplus \nabla_T \) and \( \nabla_\lambda \oplus \nabla_\lambda \). Specifics on network parameters, training sample selection and additional implementation details are included in Gulati and Barhen [105].

### 3.6. Summary

In this chapter we have presented a new theoretical framework for adaptive learning using artificial neural networks. Continuous nonlinear mappings and topological transformations constitute the main application targets for the proposed methodology. Our methodology introduces the concept of topographically partitioned, but fully connected networks, to facilitate the encoding of training samples as terminal attractors. In a significant departure from prior neuromorphic formulations to the inverse kinematics problem, we completely decouple redundancy resolution issues from learning the inherent properties of the inverse kinematic transformation. Rather than training with samples optimized \textit{a priori} with respect to a particular kinematic objective, or, encoding such considerations as learning goals, we suggest an \textit{a posteriori} regularization approach.
Hence, initially the network is trained using pairs sampled over one or more solution manifolds. Then, during run-time, the desired constraints are included in the dynamics such that network convergence necessarily ensures constraint satisfaction. Notice that this method requires no additional training.
Chapter Four

Application of Adjoint Sensitivity Theory in Neural Networks

In continuation to our incremental derivation of high performance computational neural learning algorithms we draw from mathematical constructs in sensitivity theory (introduced in Chapter One) for nonlinear systems to provide a brief introduction to the notion of forward and adjoint operators. The formalism exploits the concept of adjoint operators to enable a fast global computation of the network’s response to perturbations in all system parameters. This formalism eliminates the heuristic overtones adopted in previous derivations. The concepts are used to derive another version of neural learning algorithm - SID.4.

4.1. Introduction

A considerable effort has recently been devoted to the development of efficient computational methodologies for learning. Attention has largely focussed on the back-propagation algorithm because of its simplicity, generality and the promise that it has shown in regard to various applications [250,251]. More recently, Pineda [134,135] has derived a generalization to back-propagation for recurrent networks. In a similar vein, Williams and Zipser [292] have presented algorithms for learning tasks with temporal dependencies. Pearlmutter [234] has proposed a similar technique which minimizes an error functional between output and targeted temporal trajectories. In a significantly different approach, Barhen, Gulati, Zak, Toomarian [35,36,105,111] recently introduced neural formalisms to efficiently learn nonlinear mappings using a new mathematical construct, i.e., terminal attractors [303]. Terminal attractor representations were used not only
to ensure infinite local stability of the encoded information, but also to provide a qualitative as well as quantitative change in the nature of the learning process. In particular, they imply loss of Lipschitz conditions at energy function minima, which results in a dramatic increase in the speed of learning.

The development of learning algorithms is generally based upon the minimization of a "neuromorphic" energy-like function. A fundamental requirement of all previously mentioned methods is the computation of the gradient of this objective function with respect to the various parameters of the neural architecture, e.g., synaptic weights, neural gain, etc. In the present paper we introduce a new methodology for their efficient analytical computation, as a single solution of a set of "adjoint" equations. Cacuci, Barhen, Oblow, Toomarian, etc., have already successfully used adjoint operators in the fields of energy economy modeling [10] and nuclear reactor thermal hydraulics [27,273] at the Oak Ridge National Laboratory, where the concept flourished during the past decade [223,311].

4.2. Sensitivity Theory

Consider, for the sake of generality, that a problem of interest is represented by the following system of $N$ coupled nonlinear equations

$$\varphi(\bar{u},\bar{p}) = 0 \quad (4.2.1)$$

where $\varphi$ denotes a nonlinear operator. If differential operators appear in Eq. (4.2.1), then a corresponding set of boundary and/or initial conditions to specify the domain of $\varphi$ must also be provided. The learning model discussed in this paper focuses on the adiabatic approximation only (steady state networks).

Let $\bar{u}$ and $\bar{p}$ represent the $N$-vector of dependent variables and the $M$-vector of system parameters, respectively. We will assume that generally $M \gg N$
and that elements of $\bar{p}$ are, in principle, independent. Furthermore, we will also assume that, for a specific choice of parameters, a unique solution of Eq. (4.2.1) exists. Hence, $\bar{u}$ is an implicit function of $\bar{p}$. A system response, $R$, represents any result of the calculations that is of interest. Specifically

$$R = R(\bar{u}, \bar{p})$$

(4.2.2)

i.e., $R$ is a known nonlinear function of $\bar{p}$ and $\bar{u}$ and may be calculated from (4.2.2) when the solution $\bar{u}$ in Eq. (4.2.1) has been obtained for a given $\bar{p}$. The problem of interest is to compute the "sensitivities" of $R$, i.e., the derivatives of $R$ with respect to parameters $p_\mu$, $\mu = 1, \cdots, M$. By definition

$$\frac{dR}{dp_\mu} = \frac{\partial R}{\partial p_\mu} + \frac{\partial R}{\partial \bar{u}} \cdot \frac{\partial \bar{u}}{\partial p_\mu}$$

(4.2.3)

4.2.1. Forward Sensitivity Theory

Since the response $R$ is known analytically, the computation of $\partial R/\partial p_\mu$ and $\partial R/\partial \bar{u}$ is straightforward. The quantity that needs to be determined is the vector $\partial \bar{u}/\partial p_\mu$. Differentiating the state equations (4.2.1), we obtain a set of equations to be referred to as "forward" sensitivity equations

$$\frac{\partial \bar{\varphi}}{\partial \bar{u}} \cdot \frac{\partial \bar{u}}{\partial p_\mu} = - \frac{\partial \bar{\varphi}}{\partial p_\mu}$$

(4.2.1.1)

To simplify the notations, we are omitting the "transposed" sign and denoting the $N \times N$ forward sensitivity matrix $\partial \bar{\varphi}/\partial \bar{u}$ by $A$, the $N$-vector $\partial \bar{u}/\partial p_\mu$ by $\mu \bar{z}$ and the "source" $N$-vector $-\partial \bar{\varphi}/\partial p_\mu$ by $\mu \bar{s}$. Thus

$$A^{\mu \bar{z}} = \mu \bar{s}$$

(4.2.1.2)
4.2.2. Adjoint Sensitivity Theory

Computation of the response gradient using the forward sensitivity equations would require solving a system of $N$ nonlinear algebraic equations for each parameter $p_\mu$, since the source term in Eq. (4.2.1.2) explicitly depends on $\mu$. This difficulty is circumvented by introducing adjoint operators. Let $A^*$ denote the formal adjoint of the operator $A$ [10.27,311]. However, note that Adjoint operators can only be considered for densely defined linear operators on Banach spaces. For the neural application under consideration we will limit ourselves to real Hilbert spaces only. Such spaces are self-dual. Furthermore, the domain of an adjoint operator is determined by selecting appropriate adjoint boundary conditions. The associated bilinear form evaluated on the domain boundary must generally be also included. The *adjoint sensitivity equations* can then be expressed as

$$A^* \mu \mathbf{\tilde{z}}^* = \mu \mathbf{\tilde{s}}^*.$$  

(4.2.2.1)

By definition, for algebraic operators

$$\mu \mathbf{\tilde{z}}^* \cdot (A^* \mu \mathbf{\tilde{z}}) = \mu \mathbf{\tilde{z}}^* \cdot \mu \mathbf{\tilde{s}} = \mu \mathbf{\tilde{z}}^* \cdot (A^* \mu \mathbf{\tilde{s}}^*).$$  

(4.2.2.2)

Since Eq. (4.2.3) can be rewritten as

$$\frac{dR}{dp_\mu} = \frac{\partial R}{\partial p_\mu} + \frac{\partial R}{\partial \tilde{u}} \mu \mathbf{\tilde{z}},$$  

(4.2.2.3)

if we identify

$$\frac{\partial R}{\partial \tilde{u}} \equiv \mu \mathbf{\tilde{s}}^* \equiv \mathbf{\tilde{s}}^*$$  

(4.2.2.4)

we observe that the source term of the adjoint equations is independent of the specific parameter $p_\mu$. Hence, the solution of a single set of adjoint equations will
provide all the information required to compute the gradient of $R$ with respect to all parameters. To underscore that fact we shall denote $\mu \tilde{z}^*$ as $\bar{v}$. Thus

$$\frac{dR}{d\mu} = \frac{\partial R}{\partial \mu} + \bar{v} \cdot \mu \tilde{z}.$$  

(4.2.2.5)

4.3. Applications to Neural Learning

Along the lines adopted in Chapter Two, consider a densely connected neural network with $N$ graded-state response neurons operating in continuously sampled time. To acquire a nonlinear transformation, $\zeta$, from a $N_X$-dimensional input domain to the $N_Y$-dimensional output space, the network is topographically partitioned into three mutually exclusive regions with no topological restrictions. As illustrated in Fig. 2.3.1.1, the partition refers to a set of input neurons, $S_X$, that receive the input components, an output set $S_Y$, which provides the desired output components and a set of “hidden” neurons, $S_H$, that encode the representation of the $\zeta$-mapping. The network is presented with $K$ randomly sampled training vector-pairs of input- and output-space coordinates.

4.3.1. Neurodynamics Derivation

We formalize the neural network as an adaptive dynamical system whose temporal evolution is governed by the following energy function

$$E_N = \sum_n \kappa_n \int_o^{u_n} u' \frac{d\varphi(\gamma u')}{du'} du' - \frac{1}{2} \sum_n \sum_m T_{nm} \varphi(\gamma u_n) \varphi(\gamma u_m)$$

$$+ \frac{3}{4} \sum_n \left[ a_n - \varphi(\gamma u_n) \right]^{4/3}$$  

(4.3.1.1)

where $u_n$ represents the mean soma potential of the $n$th neuron. The constant $\kappa_n$ characterizes the decay of neuron activity. The sigmoidal function $g(\cdot)$ modulates
the neural response, with gain given by $\gamma_m$; typically, $g(\gamma z) = \tanh(\gamma z)$ or $1/(1+exp(-\gamma z))$. Further, $W$ denotes a symmetric positive matrix, whose $W_{mn}$-th element corresponds to the coupling between the $m$-th to the $n$-th neuron. In the sequel we explicate the conditions for constructing $W$. While the first two terms, are derived from an underlying electrical circuit interpretation [134], the third term enforces the convergence of a neuron to its presented attractor, if any, typifying the nonlinear mapping to be learned.

The specific attractor coordinates are given by

$$k a_n \equiv k x_n \quad \text{if } n \in S_X$$
$$k a_n \equiv k y_n \quad \text{if } n \in S_Y$$

for $\{k x, k y \mid k = 1, \cdots, K\}$ taken from a training set scaled to the range $[-1, +1]$.

As shown by Cohen and Grossberg [70,98], Hopfield [135] and others [15,74,75], such neurodynamical systems, e.g., Eqs. (4.3.1.1), will approach an equilibrium point in response to an arbitrary, but sustained input if the underlying function is globally Lyapunov, i.e., $\frac{dE_N}{dt} < 0$. For the purpose of deriving the activation neurodynamics, the only “parameter” of $E_n$ are $\vec{u}$; i.e., $\kappa$, $W$ and $\vec{a}$ are fixed. The neural response, $\varphi$ and its corresponding gain are assumed to be available. In order to ensure global stability, we require

$$\frac{d}{dt} E_N = \sum_i \frac{dE}{du_i} \frac{du_i}{dt} < 0 \quad (4.3.1.2)$$

Computing $\frac{dE}{du} \frac{du}{dt}$ from Eqn. (4.3.1.1), we obtain

$$\frac{dE}{du_i} = \kappa_i u_i \phi_i - \frac{1}{2} \sum_m W_{im} \phi_i \varphi(u_m)$$
$$- \frac{1}{2} \sum_n W_{ni} \varphi(u_n) \phi_i - [a_i - \varphi(u_i)]^{1/3} \phi_i \quad (4.3.1.3)$$
where \( \dot{\varphi}_i \) denotes the derivative of the neural response. So for \( \gamma \neq 1 \),

\[
\dot{\varphi}_i = \gamma \cdot \varphi'(\gamma u_i).
\]

Since the matrix \( W \) is symmetric, and \( n \) is a dummy index,

\[
\frac{dE}{du_i} = \kappa_i u_i \dot{\varphi}_i - \dot{\varphi}_i \sum_m W_{im} \varphi(u_m) - \dot{\varphi}_i \left[ a_i - \varphi(u_i) \right].
\] (4.3.1.4)

Enforcing the Lyapunov stability requirement on Eqs. (4.3.1.4) yields

\[
\sum_i \dot{u}_i \left[ \kappa_i u_i - \sum_j W_{ij} \varphi(u_j) - [a_i - \varphi(u_i)]^{1/3} \right] \dot{\varphi} < 0.
\] (4.3.1.5)

Since \( \dot{\varphi}_i \) is always positive, we can choose as our network dynamics

\[
\dot{u}_i = -\kappa_i u_i + \sum_j W_{ij} \varphi(u_j) + \left[ a_i - \varphi(u_i) \right]^{1/3}.
\] (4.3.1.6)

The symmetric interconnection matrix \( W \) can be simply constructed from the learned synaptic matrix \( T \) such that

\[
W_{ij} = \sum_t T_{ti} T_{tj} = T^T T.
\] (4.3.1.7)

Taking into account the \( k \)-dependence, the \( n \)-th neuron's temporal evolution can be symbolically represented as

\[
\dot{u}_n + \kappa u_n = \sum_m W_{nm} \varphi(\gamma \cdot u_m) + k I_n
\] (4.3.1.8)

where the "source" term, \( k I_n \) encodes component-contribution by the presented attractors of the \( k \)-th training sample via the expression

\[
k I_n = \begin{cases} [k a_n - \varphi(u_n)]^\beta & \text{if } n \in S_X \cup S_Y \\ 0 & \text{if } n \in S_H \end{cases}
\] (4.3.1.9)

The topographic input, output and hidden network partitions \( S_X \), \( S_Y \) and \( S_H \) are architectural requirements related to the encoding of mapping-type problems.
In previous chapters we have demonstrated that in general, for $3 = (2i + 1)^{-1}$ and $i$ a positive integer, such attractors have infinite local stability and provide opportunity for learning in real-time.

4.3.2. Computational Learning Objectives

To proceed formally with the development of a learning algorithm, we consider an approach based upon the minimization of a constrained "neuromorphic" energy-like function $E$ given by the following expression:

$$
E(\tilde{u}, \tilde{\lambda}, \tilde{p}) = \frac{1}{2} \sum_n \sum_m \omega_{nm} \left( T_{nm}^2 - T_{nm} T_{mn} \right) + \frac{1}{\alpha} \sum_k \sum_n k \lambda_n^k \Gamma_n^k
$$

where the constraints are of the form

$$
k \Gamma_n = \begin{cases} 
ka_n - g(\gamma_n k \tilde{u}_n) & \text{if } n \in S_X \\
0 & \text{if } n \in S_H \cup S_Y
\end{cases}
$$

As derived in Chapter Two, a positive value such as 2 is used for $\alpha$. The weighting factor $\omega_{nm}$ is constructed in such a fashion, as to favor locality of computation. The indices $n$, $m$ span over all neurons in the network. Lagrange multipliers corresponding to the $nk$-th constraint are denoted by $k \lambda_n$. The superscript $\sim$ denotes quantities evaluated at steady state.

The proposed objective function, Eqn. (4.3.2.1), includes contributions from two sources.

[1] It enforces convergence of every neuron in $S_X$ and $S_Y$ to attractor coordinates corresponding to the components in the input-output training patterns, thereby prompting the network to learn the underlying invariances.
[2] It regulates the topology of the network by enforcing symmetry, and by minimizing interconnection strengths between distant synaptic elements to favor locality of computation.

Lyapunov stability requires an energy-like function to be monotonically decreasing in time. In our model the internal dynamical parameters of interest are the synaptic strengths $T_{ij}$ of the interconnection topology, the characteristic decay constants $\kappa_i$, the gain parameters $\gamma_i$ and the Lagrange multipliers $k\lambda_i$. This implies that we require

$$
\dot{E} = \sum_i \sum_j \frac{dE}{dT_{ij}} \dot{T}_{ij} + \sum_i \frac{dE}{d\kappa_i} \dot{\kappa}_i + \\
\sum_i \frac{dE}{d\gamma_i} \dot{\gamma}_i + \sum_i \sum_j \frac{dE}{d\lambda_i} \dot{\lambda}_i < 0 \quad (4.3.2.3)
$$

One can always choose, with $\tau_T > 0$

$$
\dot{T}_{ij} = -\tau_T \frac{dE}{dT_{ij}} \quad (4.3.2.4)
$$

where $\tau_T$ introduces an adaptive parameter for learning, as detailed in Chapter Three. Similar expressions can be constructed for $\dot{\kappa}$ and $\dot{\gamma}$, e.g.,

$$
\dot{\kappa}_i = -\tau_\kappa \frac{dE}{d\kappa_i} \quad (4.3.2.5)
$$

and

$$
\dot{\gamma}_i = -\tau_\gamma \frac{dE}{d\gamma_i} \quad (4.3.2.6)
$$

with $\tau_\kappa, \tau_\gamma > 0$. Then, substituting in Eq. (4.3.2.3) and denoting tensor contraction $\oplus$, i.e., sum over all relevant indices (e.g., $\nabla_\kappa E \oplus \nabla_\gamma E = \sum_i \sum_j dE/d\kappa \cdot dE/d\kappa$), one obtains

$$
\nabla_\lambda E \oplus \dot{\lambda} < \tau_T ( \nabla_T E \oplus \nabla_T E ) + \tau_\kappa ( \nabla_\kappa E \oplus \nabla_\kappa E ) + \tau_\gamma ( \nabla_\gamma E \oplus \nabla_\gamma E ) \quad (4.3.2.7)
$$
Without loss of generality, one can assume \( \tau = \tau_T = \tau_\kappa = \tau_\gamma \).

The equations of motion for the Lagrange multipliers \( \lambda_i \) must now be constructed in such a way that Eqn. (4.3.2.7) is strictly satisfied. In addition, when the constraints are satisfied, i.e., as \( \lambda_i \to 0 \) in Eqn. (4.3.9), we require that \( \lambda_i \to 0 \quad \forall \ i \). We have adopted the following analytical model for the evolution of \( \lambda_i \).

\[
\lambda_i = \frac{\Pi}{\Lambda + \left(1/(\Lambda + \theta)\right)} \left[\nabla \lambda_i E\right]
\]

(4.3.2.8)

where

\[
\Pi = \nabla_T E \oplus \nabla_T E + \nabla_\kappa E \oplus \nabla_\kappa E + \nabla_\gamma E \oplus \nabla_\gamma E
\]

and

\[
\Lambda = \nabla_\lambda E \oplus \nabla_\lambda E.
\]

Also, \( \theta \) denotes an arbitrary positive constant. Using simple backsubstitution, it can be immediately shown that this model fulfills the above requirements.

### 4.3.3. Adaptive Learning Algorithms

We now focus on the derivation of an efficient algorithm for computing the “sensitivity” or parametric gradient contributions, \( \nabla_\mu E \) for \( \mu \in \{T, \kappa, \gamma, \Lambda\} \). An adiabatic computational framework is assumed. For instance, on differentiating Eqs. (4.3.2.1) with respect to \( T_{ij} \) we get

\[
\frac{\partial E}{\partial T_{ij}} = \omega_{ij} T_{ij} - \sum_k \sum_n k \lambda_n k \Gamma_n^{\alpha-1} \gamma_n k \hat{\phi}_n \frac{d}{dT_{ij}} k \hat{u}_n.
\]

(4.3.3.1)

where \( k \hat{\phi}_n \) denotes the derivative of the neural response. We must compute \( \frac{d}{dT_{ij}} k \hat{u}_n \) from the network fixed point equations (4.3.1.8).

A fundamental issue that needs to be addressed at this stage is the computational complexity of obtaining \( \nabla_\mu E \). For example, the computation of \( \nabla_T E \) in
Eqs. (4.3.2.4) requires that $N$ algebraic equations be solved for each parameter $T_{ij}$, that is $N^3$ equations at each iterative relaxation step. Similar requirements exist for evaluating $\nabla_\gamma E$ and $\nabla_\kappa E$ as given by Eqs. (4.3.2.5) and (4.3.2.6), since one must obtain the values of $\frac{d^k\hat{u}_m}{d\kappa_i}$ and $\frac{d^k\hat{u}_m}{d\gamma_i}$ respectively.

In relating adjoint theory to the neural learning algorithms, we identify the neuromorphic energy-like function, $E$ in Eq. (4.3.2.1), with the system response. Let $\bar{p}$ denote the following system parameters:

$$\bar{p} = \{ T_{11}, \cdots T_{NN} | \kappa_1, \cdots \kappa_N | \gamma_1, \cdots \gamma_N | \cdots \} \quad (4.3.3.2)$$

The adiabatic solution to the nonlinear equations of motion (4.3.1.8), for each training pattern $k$, $k = 1, \cdots, K$ is given by

$$k \varphi_n (k \hat{u}, \bar{p}) = -\kappa_n k \hat{u}_n + \sum_m T_{nm} g(\gamma_m k \hat{u}_m) + k I_n = 0. \quad (4.3.3.3)$$

So, in principle, $k \hat{u}_n = k \hat{u}_n [T, \bar{\kappa}, \bar{\gamma}, k a_n, k \lambda_n, \cdots]$. Using Eqs. (4.2.2.1), the forward sensitivity matrix can be computed and compactly expressed as

$$k A_{nm} = \frac{\partial k \varphi_n}{\partial k \hat{u}_m} = [-\kappa_n + \frac{\partial k I_n}{\partial k \hat{u}_m}] \delta_{nm} + T_{nm} k \hat{g}_m \gamma_m$$

$$= k \eta_n \delta_{nm} + \gamma_m k \hat{g}_m T_{nm} \quad (4.3.3.4)$$

where $\hat{g}_m$ represents the derivative of $g_m$ with respect to $u_m$, and

$$k \eta_n = \begin{cases} \kappa + \frac{1}{3} [a_n k - \varphi(\gamma_n k \hat{u}_n)]^{-2/3} \gamma_n k \varphi_n & \text{if } n \in S_X \\ \kappa & \text{if } n \in S_H \cup S_Y \end{cases}. \quad (4.3.3.5)$$

By analogy with Eqs. (4.2.3.3), the adjoint sensitivity matrix can be expressed as

$$k A_{nm} = k \eta_m \delta_{mn} + \gamma_n k \hat{g}_n T_{mn}. \quad (4.3.3.6)$$

Using Eqs. (4.2.3.3) and (4.3.2.1), we can compute the adjoint source, $k s_n^* = \frac{\partial E_n}{\partial k \hat{u}_n}$ as
\[
\kappa \xi_n^* = \frac{1}{\alpha} \sum_{k'} \sum_{n'} k' \lambda_{n'} \kappa \Gamma_{n'} \frac{d}{d \kappa} \Gamma_{u'} \\
= -k \lambda_n \left[ k a_n - \phi (\gamma_n \tilde{u}_n) \right] \gamma_n k \tilde{\nu}_n \tag{4.3.3.7}
\]

For any parameter \( p_{\mu} \), we have chosen \( p_{\mu} \propto -\tau_{\mu} \frac{dE_L}{dp_{\mu}} \), (e.g. in Eqs. (4.3.2.4), (4.3.2.5) and (4.3.2.6) ) to strictly enforce Lyapunov's stability criteria, where

\[
\frac{dE_L}{dp_{\mu}} = \frac{\partial E_L}{\partial p_{\mu}} + \sum_k \sum_n \frac{\partial E_L}{\partial \kappa} \frac{d \tilde{u}_n}{dp_{\mu}},
\]

the parametric gradient contribution can be rewritten as

\[
\frac{dE_L}{dp_{\mu}} = \frac{\partial E_L}{\partial p_{\mu}} - \sum_k \sum_n k \nu_n \frac{\partial k \phi_n}{dp_{\mu}}. \tag{4.3.3.8}
\]

In the above expression \( k \nu_n \) denotes an element of the solution to the adjoint system,

\[
k \Lambda^* k \tilde{\nu} = k \xi_n, \tag{4.3.3.9}
\]

To proceed with our derivation of learning equation, \( dE/dT_{ij} \) in the adjoint operator formalism, we differentiate the activation dynamics, Eqs. (4.3.1.8), with respect to each synaptic element, \( T_{ij} \) to obtain

\[
\sum_m \left[ k \eta_m \delta_{mn} + T_{mn} k \tilde{g}_n \gamma_n \right] k \tilde{\nu}_m = -k \lambda_n k \Gamma_n^{-1} \gamma_n k \tilde{g}_n \tag{4.3.3.10}
\]

Notice that the above system, (4.3.3.10), is linear in \( k \tilde{\nu} \). Furthermore, its components can be obtained as the equilibrium points, (i.e., \( \dot{v}_i \rightarrow 0 \)) of the concomitant dynamical system

\[
\dot{v}_n - k \eta_n v_n = \gamma_n k \tilde{g}_n \left[ \sum_m T_{mn} v_m + k \lambda_n k \Gamma_n^{-1} \right] \tag{4.3.3.11}
\]

To proceed with our derivation of learning algorithms, we differentiate the steady-state equations, Eqs. (4.3.3.2), with respect to each parameter, \( p_{\mu} \), to obtain the
forward source term, \( \mu s_n^k \):

\[
\mu s_n^k = - \left( \left[ -k \tilde{u}_i \right] \delta_{p_\mu, \kappa_i} + \left[ \delta_{n_i} g(\gamma_j k \tilde{u}_j) \right] \delta_{p_\mu, T_{ij}} + \left[ T_{ni} k \tilde{g}_i k \tilde{u}_i + \frac{\partial k^I_n}{\partial \gamma_i} \right] \delta_{p_\mu, \gamma_i} \right)
\]

(4.3.3.12)

Substituting Eq. (4.3.3.12) in (4.2.3.3), and recalling that our abstract response corresponds here to the energy function \( E \), yields

\[
\frac{dE}{dp_\mu} = \frac{\partial E}{\partial p_\mu} + \sum_k k \tilde{v}_i \mu \delta^k
\]

The explicit energy gradient contributions for parameters \( p_\mu = T, \tilde{k}, \tilde{\gamma} \) immediately result:

\[
\frac{dE}{dT_{ij}} = \omega_{ij} T_{ij} - \omega_{ji} T_{ji} - \sum_k k \tilde{v}_i g(\gamma_j k \tilde{u}_j)
\]

(4.3.3.13)

\[
\kappa_i = -\tau_\kappa \frac{dE}{d\kappa_i} = -\tau_\kappa \left[ \frac{\partial E}{\partial \kappa_i} + \sum_k \frac{\partial E}{\partial k \tilde{u}} \frac{\partial k \tilde{u}}{\partial \kappa_i} \right]
\]

\[
= -\tau_\kappa \left[ \frac{\partial E}{\partial \kappa_i} - \sum_k \sum_n k \tilde{v}_n \frac{\partial k f_n}{\partial \kappa_i} \right]
\]

(4.3.3.14)

Since \( \frac{\partial E}{\partial \kappa_i} = 0 \) and \( \frac{\partial k f_n}{\partial \kappa_i} = -k \tilde{u}_n \delta_{ni} \) we have

\[
\frac{dE}{d\kappa_i} = \sum_k k \tilde{u}_i \sum_n k \tilde{v}_n
\]

(4.3.3.15)

Also, from Eqs. (4.3.2.7), (4.3.3.3) and (4.3.3.8) we can write

\[
\tilde{\gamma}_i = -\tau_\gamma \frac{dE}{d\gamma_i} = -\tau_\gamma \left[ \frac{\partial E}{\partial \gamma_i} + \sum_k \frac{\partial E}{\partial k \tilde{u}} \frac{\partial k \tilde{u}}{\partial \gamma_i} \right]
\]

\[
= -\tau_\gamma \left[ 0 - \sum_k \tilde{v}_n \frac{\partial k f_n}{\partial \gamma_i} \right].
\]

(4.3.3.16)
Differentiating Eqn. (4.3.3.12), \( \frac{\partial k \phi_n}{\partial \gamma_i} = T_n k \tilde{\varphi}_i k \tilde{u}_i \) and substituting in Eqn. (4.3.1.6), yields

\[
\frac{dE}{d\gamma_i} = - \sum_k k \lambda_i k \Gamma_i^{-1} k \tilde{g}_i k \tilde{u}_i + \sum_k \sum_n \left[ T_n k \tilde{g}_i k \tilde{u}_i + \frac{\partial k I_n}{\partial \gamma_i} \right] k \tilde{v}_n \tag{4.3.3.17}
\]

Substituting Eqs. (4.3.3.2)-(4.3.3.17) into Eqs. (4.3.1.5) and (4.3.1.6), we then obtain the complete learning dynamics.

The above derivation can be summarized to yield computational learning algorithm SID.5.

**Input**: attractor coordinates, \( a_k^x \), network dimension and topographic partitioning, neural response function, temporal grid, convergence and scaling criteria, initialization domain.

**Output**: Learned synaptic matrix, \( T_{nm} \) and network topology.

**Algorithm**: Singularity Interaction Dynamics.5

1. Initialize: \( \forall n, \ m \in \{ 1, \cdots, N \} \) and \( \forall k \in \{ 1, \cdots, K \} \):

\[
T_{nm}^0 = \Re [-\epsilon, +\epsilon] \\
k \lambda_n^0 = \Re [-\epsilon, +\epsilon] \\
\kappa_n^0 = \Re [-\epsilon, +\epsilon] \\
\gamma_n^0 = \Re [-\epsilon, +\epsilon]
\]

2. Learn synaptic matrix \( T \): **Iterate** \( \nu = 1, \cdots, N_T \)

   initialize outer product array: \( \Sigma_{nm}^\nu = 0 \).

3. **Loop** over training samples, \( k = 1, \cdots, K \)
[3.1] Evolve network dynamics using Eqs. (4.3.2.1)-(4.3.2.2)

\[ \dot{u}_n + \kappa u_n = \sum_m T_{nm} \varphi(u_m) + kI_n \]

where

\[ kI_n = \begin{cases} [a_n^k - \varphi(u_n)]^{1/3} & \text{if } n \in S_X \\ 0 & \text{if } n \in S_H \cup S_Y \end{cases} \]

Output: \( \varphi(k\dot{u}_n^\nu) \) and \( k\tilde{I}_n^\nu \)

[3.2] Evolve "importance" dynamics using Eqs. (4.3.3.11)

\[ \dot{v}_n - k\eta_n v_n = \gamma_n k^3 \tilde{g}_n [\sum_m T_{mn} v_m + k\lambda_n \Gamma_n^{\alpha-1}] \]

Output: \( k\tilde{v}_n^\nu \)

[3.3] Update outer product contribution

\[ \Sigma_{nm}^\nu = \Sigma_{nm}^\nu + k\tilde{v}_n^\nu \varphi(\gamma_m \dot{u}_m^\nu) \]

[4] Endloop over \( \{k\} \)

[5] Compute \( \nabla T E \)

\[ (\nabla T E)_{nm}^\nu = \Sigma_{nm}^\nu - \omega_{nm} T_{nm}^\nu + \omega_{mn} T_{mn}^\nu \]

[6] Compute \( \nabla \lambda E \)

\[ k(\nabla \lambda E)_n^\nu = \frac{1}{\alpha} k\Gamma_n^{\alpha,\nu} \]

[7] Compute \( \tau \) using Eq. (3.2.4.5)

[8] Update \( T \)

\[ T_{nm}^{\nu+1} = T_{nm}^\nu + \tau \Delta (\nabla T E)_{nm}^\nu \]
[9] Update $\lambda$ using

$$
  k^{\lambda_{n+1}^\nu} = k^{\lambda_n^\nu} + \tau \frac{\Pi}{\Lambda + (1/(\Lambda + \theta))} k^{[\nabla \lambda E]^\nu_n}
$$

where

$$
\Pi = \nabla_T E \oplus \nabla_T E + \nabla_\kappa E \oplus \nabla_\kappa E + \nabla_\gamma E \oplus \nabla_\gamma E
$$

and,

$$
\Lambda = \nabla_\lambda E \oplus \nabla_\lambda E.
$$

[10] Update $\kappa_n$ using Eqs. (4.3.3.15)

[11] Update $\gamma_n$ using Eqs. (4.3.3.17)

[12] Check for convergence:

  If yes then exit else goto [2]

[13] Endloop over learning iterations \{\nu\}

[14] Exit : Display results

4.4. Summary

In this chapter we have presented a powerful theoretical framework for learning continuous nonlinear mappings using artificial neural networks. Central to our approach is the concept of adjoint operators which enables a fast computation of energy function gradients with respect to all system parameters using a single solution of the adjoint equations. In the next chapter, we exploit the powerful mathematical constructs introduced in this chapter to derive fast learning algorithms for dynamical neural networks.
Chapter Five

Adjoint Operator Algorithms for Fast Learning

In this chapter we extend our results on application of adjoint operators to neural learning, presented in Chapter Four, to derive a new computational framework for faster supervised learning in dynamical nonlinear neural networks is presented. It exploits the concept of adjoint operators to enable computation of changes in the network's response due to perturbations in all system parameters, using the solution of a single set of appropriately constructed linear equations. The lower bound on speedup per learning iteration over conventional methods for calculating the neuromorphic energy gradient is $O(N^2)$, where $N$ is the number of neurons in the network.

5.1. Introduction

The biggest promise of artificial neural networks as computational tools lies in the hope that they will enable fast processing and synthesis of complex information patterns. In particular, considerable efforts have recently been devoted to the formulation of efficient methodologies for learning (e.g., Rumelhart et al. [251], Pineda [239], Pearlmutter [234], Williams and Zipser [292], Barhen et al.[35,36], Gulati et al. [105,107] and Zak [305-307]). The development of learning algorithms is generally based upon the minimization of a neuromorphic energy function. The fundamental requirement of such an approach is the computation of the gradient of this objective function with respect to the various parameters of the neural architecture, e.g., synaptic weights, neural gains, etc. The
paramount contribution to the often excessive cost of learning using dynamical
neural networks arises from the necessity to solve, at each learning iteration, one
set of equations for each parameter of the neural system, since those parameters
affect both directly and indirectly the network’s energy.

In this chapter we show that the concept of adjoint operators (discussed
in Section 4.2.), when applied to dynamical neural networks, not only yields a
considerable algorithmic speedup, but also puts on a firm mathematical basis
prior results for “recurrent” networks, the derivations of which sometimes in­
volved much heuristic reasoning. The applications of adjoint operators to neural
learning has been discussed in detail in [38,39] and references therein.

In the sequel we first motivate and construct, in the most elementary fashion,
a computational framework based on adjoint operators. We then apply our
results to the Cohen-Grossberg-Hopfield (CGH) additive model, enhanced with
terminal attractor capabilities. We conclude by presenting the results of a few
typical simulations.

5.2. Adjoint Operator Theory

For completeness sake, we proceed by recapitulating some of the key results
in nonlinear sensitivity theory, introduced in Section 1.6.2 and later discussed in
Section 4.2. Consider, for the sake of simplicity, that a problem of interest is
represented by the following system of \( N \) coupled nonlinear equations

\[
\varphi(\bar{u}, \bar{p}) = 0
\]  

(5.2.1)

where \( \varphi \) denotes a nonlinear operator. If differential operators appear in Eq.
(5.2.1), then a corresponding set of boundary and/or initial conditions to specify
the domain of \( \varphi \) must also be provided. In general an inhomogeneous “source” term can also be present. The learning model discussed in this chapter focuses on the adiabatic approximation only. Nonadiabatic learning algorithms, wherein the response is defined as a functional, will be discussed in a forthcoming article. Let \( \tilde{u} \) and \( \tilde{p} \) represent the N-vector of dependent state variables and the M-vector of system parameters, respectively. We will assume that generally \( M >> N \) and that elements of \( \tilde{p} \) are, in principle, independent. Furthermore, we will also assume that, for a specific choice of parameters, a unique solution of Eq. (2.1) exists. Hence, \( \tilde{u} \) is an implicit function of \( \tilde{p} \). A system “response”, \( R \), represents any result of the calculations that is of interest. Specifically

\[ R = R(\tilde{u}, \tilde{p}) \]  

(5.2.2)
i.e., \( R \) is a known nonlinear function of \( \tilde{p} \) and \( \tilde{u} \) and may be calculated from Eq. (5.2.2) when the solution \( \tilde{u} \) in Eq. (5.2.1) has been obtained for a given \( \tilde{p} \). The problem of interest is to compute the "sensitivities" of \( R \), i.e., the derivatives of \( R \) with respect to parameters \( p_\mu \), \( \mu = 1, \ldots, M \). By definition

\[ \frac{dR}{dp_\mu} = \frac{\partial R}{\partial p_\mu} + \frac{\partial R}{\partial \tilde{u}} \cdot \frac{\partial \tilde{u}}{\partial p_\mu} \]  

(5.2.3)

Since the response \( R \) is known analytically, the computation of \( \partial R/\partial p_\mu \) and \( \partial R/\partial \tilde{u} \) is straightforward. The quantity that needs to be determined is the vector \( \partial \tilde{u}/\partial p_\mu \). Differentiating the state equations (5.2.1), we obtain a set of equations to be referred to as “forward” sensitivity equations

\[ \frac{\partial \varphi}{\partial \tilde{u}} \cdot \frac{\partial \tilde{u}}{\partial p_\mu} = -\frac{\partial \varphi}{\partial p_\mu} \]  

(5.2.4)

To simplify the notations, we are omitting the “transposed” sign and denoting the \( N \) by \( N \) forward sensitivity matrix \( \partial \varphi/\partial \tilde{u} \) by \( A \), the N-vector \( \partial \tilde{u}/\partial p_\mu \) by \( ^\mu \tilde{q} \) and the “source” N-vector \(-\partial \varphi/\partial p_\mu \) by \( ^\mu \tilde{s} \). Thus

\[ A ^\mu \tilde{q} = ^\mu \tilde{s} \]  

(5.2.5)
Since the source term in Eq. (5.2.5) explicitly depends on \( \mu \), computing \( dR/dp_\mu \), requires solving the above system of \( N \) algebraic equations for each parameter \( p_\mu \).

This difficulty is circumvented by introducing adjoint operators. Let \( A^* \) denote the formal adjoint of the operator \( A \). Adjoint operators can only be considered for densely defined linear operators on Banach spaces (see e.g., Cacuci [310]). For the neural application under consideration we will limit ourselves to real Hilbert spaces. Such spaces are self-dual. Furthermore, the domain of an adjoint operator is determined by selecting appropriate adjoint boundary conditions.

The associated bilinear form evaluated on the domain boundary must thus be also generally included. The adjoint sensitivity equations can then be expressed as

\[
A^* \mu \tilde{q}^* = \mu \tilde{s}^*.
\] (5.2.6)

By definition, for algebraic operators

\[
\mu \tilde{q}^* \cdot (A \mu \tilde{q}) = \mu \tilde{q}^* \cdot \mu \tilde{s} = \mu \tilde{q} \cdot (A^* \mu \tilde{q}^*) = \mu \tilde{q} \cdot \mu \tilde{s}^*.
\] (5.2.7)

Since Eq. (5.2.3), can be rewritten as

\[
\frac{dR}{dp_\mu} = \frac{\partial R}{\partial p_\mu} + \frac{\partial R}{\partial \bar{u}} \mu \tilde{q},
\] (5.2.8)

if we identify

\[
\frac{\partial R}{\partial \bar{u}} \equiv \mu \tilde{s}^* \equiv \tilde{s}^*.
\] (5.2.9)

we observe that the source term for the adjoint equations is independent of the specific parameter \( p_\mu \). Hence, the solution of a single set of adjoint equations will provide all the information required to compute the gradient of \( R \) with respect to all parameters. To underscore that fact we shall denote \( \mu \tilde{q}^* \) as \( \bar{v} \). Thus

\[
\frac{dR}{dp_\mu} = \frac{\partial R}{\partial p_\mu} - \bar{v} \cdot \frac{\partial \varphi}{\partial p_\mu}
\] (5.2.10)

We will now apply this computational framework to a CGH network enhanced with terminal attractor dynamics. The model developed in the sequel differs
from our earlier formulations in Chapter Two, in avoiding the use of constraints in the neuromorphic energy function, thereby eliminating the need for differential equations to evolve the concomitant Lagrange multipliers. Also, the usual activation dynamics is transformed into a set of equivalent equations which exhibit more “congenial” numerical properties, such as “contraction”.

5.3. Applications to Neural Learning

We formalize a neural network as an adaptive dynamical system whose temporal evolution is governed by the following set of coupled nonlinear differential equations

\[ \dot{z}_n + \kappa_n z_n = \sum_m \omega_{nm} T_{nm} g_\gamma(z_m) + k_I n \]  

where \( z_n \) represents the mean soma potential of the \( n \)-th neuron and \( T_{nm} \) denotes the synaptic coupling from the \( m \)-th to the \( n \)-th neuron. The weighting factor \( \omega_{nm} \) enforces topological considerations. The constant \( \kappa_n \) characterizes the decay of neuron activity. The sigmoidal function \( g_\gamma(\cdot) \) modulates the neural response, with gain given by \( \gamma_m \); typically, \( g_\gamma(z) = \tanh(\gamma z) \). The “source” term \( k_I n \), which includes dimensional considerations, encodes contribution in terms of attractor coordinates of the \( k \)-th training sample via the following expression

\[ k_I n = \begin{cases} [k a_n]^{1-\beta} \cdot (k a_n - g_\gamma(z_n))^\beta & \text{if } n \in S_X \\ 0 & \text{if } n \in S_H \cup S_Y \end{cases} \]

The topographic input, output and hidden network partitions \( S_X, S_Y \) and \( S_H \) are architectural requirements related to the encoding of mapping-type problems for which a number of possibilities exist [35,36]. In previous chapters we have recapitulated that in general, for \( \beta = (2i+1)^{-1} \) and \( i \) a strictly positive integer, such attractors have infinite local stability and provide opportunity for learning in real-time. Typically, \( \beta \) can be set to 1/3. Assuming an adiabatic framework,
the fixed point equations at equilibrium, i.e., as \( z_n \to 0 \), yield

\[
\frac{\kappa_n}{\gamma_n} g^{-1}(k \tilde{u}_n) = \sum_m \omega_{nm} T_{nm} k \tilde{u}_m + k \tilde{I}_n \tag{5.3.3}
\]

where \( u_n = g_\gamma(z_n) \) represents the neural response. The superscript \( \sim \) denotes quantities evaluated at steady state. Operational network dynamics is then given by

\[
\dot{u}_n + u_n = g_\gamma \left[ \frac{\gamma_n}{\kappa_n} \sum_m \omega_{nm} T_{nm} u_m + \frac{\gamma_n}{\kappa_n} k I_n \right] \tag{5.3.4}
\]

To proceed formally with the development of a supervised learning algorithm, we consider an approach based upon the minimization of a constrained "neuromorphic" energy function \( E \) given by the following expression

\[
E(\tilde{u}, \tilde{p}) = \frac{1}{2} \sum_k \sum_n \left[ k \tilde{u}_n - k a_n \right]^2 \quad \forall n \in S_X \cup S_Y \tag{5.3.5}
\]

We relate adjoint theory to neural learning by identifying the neuromorphic energy function, \( E \) in Eq. (5.3.5), with the system response \( R \). Also, let \( \tilde{p} \) denote the following system parameters:

\[
\tilde{p} = \{ T_{11}, \cdots T_{NN} | \kappa_1, \cdots \kappa_N | \gamma_1, \cdots \gamma_N | \cdots \}
\]

The proposed objective function enforces convergence of every neuron in \( S_X \) and \( S_Y \) to attractor coordinates corresponding to the components in the input-output training patterns, thereby prompting the network to learn the embedded invariances. Lyapunov stability requires an energy-like function to be monotonically decreasing in time. Since in our model the internal dynamical parameters of interest are the synaptic strengths \( T_{nm} \) of the interconnection topology, the characteristic decay constants \( \kappa_n \) and the gain parameters \( \gamma_n \) this implies that

\[
\dot{E} = \sum_n \sum_m \frac{dE}{dT_{nm}} \dot{T}_{nm} + \sum_n \frac{dE}{d\kappa_n} \dot{\kappa}_n + \sum_n \frac{dE}{d\gamma_n} \dot{\gamma}_n < 0 \tag{5.3.6}
\]
For each adaptive system parameter, $p_\mu$, Lyapunov stability will be satisfied by the following choice of equations of motion

$$\dot{p}_\mu = -\tau_p \frac{dE}{dp_\mu} \quad (5.3.7)$$

Examples include

$$\dot{T}_{nm} = -\tau_T \frac{dE}{dT_{nm}} ; \quad \dot{\gamma}_n = -\tau_\gamma \frac{dE}{d\gamma_n} ; \quad \dot{\kappa}_n = -\tau_\kappa \frac{dE}{d\kappa_n}$$

where the time-scale parameters $\tau_T$, $\tau_\kappa$ and $\tau_\gamma > 0$. Since $E$ depends on $p_\mu$ both directly and indirectly, previous methods required solution of a system of $N$ equations for each parameter $p_\mu$ to obtain $dE/dp_\mu$ from $du/dp_\mu$. Our methodology (based on adjoint operators), yields all derivatives $dE/dp_\mu, \forall \mu$, by solving a single set of $N$ linear equations.

Using the neurodynamics, Eqs. 5.3.1, the nonlinear neural operator for each training pattern $k$, $k = 1, \cdots K$, at equilibrium is given by

$$k \varphi_n (k \tilde{u}, \tilde{p}) = g \left[ \frac{1}{\kappa_n} \sum_{m'} \omega_{nm'} T_{nm'} k \tilde{u}_{m'} + k \frac{1}{\kappa_n} \tilde{I}_n \right] - k \tilde{u}_n = 0 \quad (5.3.8)$$

where, without loss of generality we have set $\gamma_n$ to unity. So, in principle $k \tilde{u}_n = k \tilde{u}_n [T, \bar{\kappa}, \bar{\gamma}, k \alpha_n, \cdots]$. Using Eqs. (5.3.8), the forward sensitivity matrix can be computed and compactly expressed as

$$k A_{nm} = \frac{\partial k \varphi_n}{\partial k \tilde{u}_m} = k \hat{g}_n \frac{1}{\kappa_n} \left[ \omega_{nm} T_{nm} + \frac{\partial k \tilde{I}_n}{\partial k \tilde{u}_m} \right] - \delta_{nm}$$

$$= \frac{1}{\kappa_n} k \hat{g}_n \omega_{nm} T_{nm} - k \eta_n \delta_{nm}. \quad (5.3.9)$$
where

\[
k \eta_n = \begin{cases} 
1 + \frac{(k a_n)^{2/3}}{3 \kappa_n} k \hat{g}_n [(k a_n - k \hat{u}_n)^{-2/3}] & \text{if } n \in S_X \\
1 & \text{if } n \in S_H \cup S_Y 
\end{cases} \tag{5.3.10}
\]

Above, \( k \hat{g}_n \) represents the derivative of \( g \) with respect to \( k \hat{u}_n \), i.e., if \( g \equiv \tanh \), then

\[
k \hat{g}_n = 1 - (k g_n)^2
\]

where

\[
k g_n = g \left[ \frac{1}{\kappa_n} \left( \sum_m \omega_{nm} T_{nm} k \hat{u}_m + k \bar{T}_n \right) \right] \tag{5.3.11}
\]

Recall that the formal adjoint equation is given as \( A^* \vec{v} = \vec{s}^* \); here

\[
k A_{nm}^* = \frac{1}{\kappa_m} k \hat{g}_m \omega_{mn} T_{mn} - k \eta_m \delta_{mn} \tag{5.3.12}
\]

Using Eqs. (5.2.9) and (5.3.5), we can compute the formal adjoint source

\[
k s_{n}^* \equiv \frac{\partial E}{\partial k \hat{u}_n} = \begin{cases} 
k \hat{u}_n - k a_n & \text{if } n \in S_X \cup S_Y \\
0 & \text{if } n \in S_H 
\end{cases} \tag{5.3.13}
\]

The system of adjoint fixed-point equations can then be constructed using Eqs. (5.3.12) and (5.3.13), to yield:

\[
\sum_m \frac{1}{\kappa_m} k \hat{g}_m \omega_{mn} T_{mn} k \hat{v}_m - \sum_m k \eta_m \delta_{mn} k \hat{v}_m = k s_{n}^* \tag{5.3.14}
\]

Notice that the above coupled system, (5.3.14), is linear in \( k \hat{v} \). Furthermore, it has the same mathematical characteristics as the operational dynamics (5.3.4).
Its components can be obtained as the equilibrium points, (i.e., \( \dot{v}_i \rightarrow 0 \)) of the adjoint neural dynamics

\[
\dot{v}_n + k \eta_n v_n = \sum_m \frac{1}{\kappa_m} k \hat{g}_m \omega_{mn} T_{mn} v_m - k s_n^* \tag{5.3.15}
\]

As an implementation example, let us conclude by deriving the learning equations for the synaptic strengths, \( T_{ij} \). Recall that

\[
\frac{dE}{dT_{ij}} = \frac{\partial E}{\partial T_{ij}} + \sum_k k \hat{\varphi}_{ij} k \hat{s}_j \quad \mu = (i, j) \tag{5.3.16}
\]

We differentiate the steady state equations (5.3.8) with respect to \( T_{ij} \), to obtain the forward source term,

\[
\hat{\varphi}_{ij} = -\frac{\partial \varphi_{ij}}{\partial T_{ij}} = -k \hat{g}_n \left[ \frac{1}{\kappa_n} \sum_l \omega_{nl} \delta_{in} \delta_{jl} k \hat{u}_l + 0 \right] = -\frac{1}{\kappa_n} k \hat{g}_n \delta_{in} \omega_{nj} k \hat{u}_j \tag{5.3.17}
\]

Since by definition, \( \partial E/\partial T_{nm} = 0 \), the explicit energy gradient contribution is obtained as

\[
T_{nm} = -\tau_T \left[ -\frac{\omega_{nm}}{\kappa_n} \sum_k k \hat{v}_n k \hat{g}_n k \tilde{u}_m \right] \tag{5.3.18}
\]

We compute the adaptive learning rates, i.e., \( \tau_p \) in Eq.(5.3.7), along the lines specified in Section 3.2.4. Without loss of generality, we shall assume \( \tau_T = \tau_\kappa = \tau_\gamma = \tau \), and we shall seek \( \tau \) in the form []

\[
\tau \propto |\nabla E|^{-\beta} \tag{5.3.19}
\]
where \( \nabla E \) denotes the vector with components \( \nabla_T E, \nabla_\gamma E \) and \( \nabla_\kappa E \). It is straightforward to show that

\[
\frac{d}{dt} |\nabla E| = -\chi |\nabla E|^{1-\beta} \tag{5.3.20}
\]

as \( \nabla E \) tends to zero, where \( \chi \) is an arbitrary positive constant. If we evaluate the relaxation time of the energy gradient, we find that

\[
t_E = \int_{|\nabla E|_0}^{|\nabla E| \to 0} \frac{d |\nabla E|}{|\nabla E|^{1-\beta}} = \left\{ \begin{array}{ll}
\infty & \text{if } \beta \leq 0 \\
\frac{1}{3} |\nabla E|_0^3 < \infty & \text{if } \beta > 0 \end{array} \right. \tag{5.3.21}
\]

Thus, for \( \beta \leq 0 \) the relaxation time is infinite, while for \( \beta > 0 \) it is finite. The dynamical system (5.3.19) suffers a qualitative change for \( \beta > 0 \) : it loses uniqueness of solution. The equilibrium point \( |\nabla E| = 0 \) becomes a singular solution being intersected by all the transients, and the Lipschitz condition is violated, as one can see from

\[
\frac{d}{dt} \left( \frac{d |\nabla E|}{dt} \right) = -\chi |\nabla E|^{-\beta} \to -\infty
\]

where \( |\nabla E| \) tends to zero, while \( \beta \) is strictly positive. Such infinitely stable points are "terminal attractors". By analogy with our previous results we choose \( \beta = 2/3 \), which yields

\[
\tau = \left( \sum_n \sum_m [\nabla_T E]^2_{nm} + \sum_n [\nabla_\gamma E]^2_n + \sum_n [\nabla_\kappa E]^2_n \right)^{-1/3} \tag{5.3.22}
\]

The introduction of these adaptive time-scales dramatically improves the convergence of the corresponding learning dynamical systems.

We now summarize the complete neural learning formalism.
5.4. Algorithm SID_6

**Input**: Network dimension and topographic partitions; Attractor coordinates, $k a_n$; Neural response function, $g$; Topology matrix, $w$; Temporal grid and convergence criteria; Initialization domain and scaling parameters;

**Output**: Learned synaptic interconnection matrix, $T$;

**Algorithm**: Singularity Interaction Dynamics_6

1. Initialize: $\forall n, m \in \{1, \cdots, N\}$ and $\forall k \in \{1, \cdots, K\}$:
   
   $$T_{nm}^0 = \mathbb{R}[-\epsilon, +\epsilon]$$
   $$k \lambda_n^0 = \mathbb{R}[-\epsilon, +\epsilon]$$

2. Learn synaptic matrix $T$:
   
   - **Iterate** $\nu = 1, \cdots, N_T$
     
     initialize outer product array: $\Sigma_{nm}^\nu = 0$.

3. **Loop** over training samples, $k = 1, \cdots, K$
   
   3.1 Evolve network dynamics using Eqs. (5.3.1)
   
   $$\dot{z}_n + \kappa_n z_n = \sum_m \omega_{nm} T_{nm} g(z_m) + k I_n$$
   
   where from Eqs. (5.3.2)
   
   $$k I_n = \begin{cases} [k a_n]^{1-\beta} [k a_n - g(z_n)]^\beta & \text{if } n \in S_X \\ 0 & \text{if } n \in S_H \cup S_Y \end{cases}$$

   **Output**: $k \tilde{\eta}^\nu_n$ and $k \tilde{I}_n^\nu$

3.2 Evolve "importance" dynamics, Eqs. (5.3.15), using

$$\dot{v}_n + k \eta_n v_n = \sum_m \frac{1}{\kappa_m} k \tilde{g}_m \omega_{mn} T_{mn} v_m - k s_n^*$$
where

\[ k_{s n}^* = \begin{cases} 
  k \hat{u}_n - k a_n & \text{if } n \in S_X \cup S_Y \\
  0 & \text{if } n \in S_H
\end{cases} \]

and from Eqs. (5.3.11)

\[ k \hat{g}_n = 1 - [k g_n]^2 \]

\[ k g_n = g \left[ \frac{1}{\kappa_n} \left( \sum_m \omega_{nm} T_{nm} k \hat{u}_m + k \hat{I}_n \right) \right] \]

**Output**: \( k \hat{\nu}_n^\nu \)

[3.3] Update outer product contribution

\[ \Sigma_{nm}^\nu = \Sigma_{nm}^\nu - \frac{1}{\kappa_n} k \hat{\nu}_n \cdot k \hat{g}_n \omega_{nm} k \hat{u}_m \]

[4] **Endloop** over \( \{k\} \)

[5] Compute \( \nabla_T E \)

\[ (\nabla_T E)_{nm}^\nu = \Sigma_{nm}^\nu \]

[6] Compute \( \tau \) using Eq. (5.3.22)

\[ \tau = \left( \sum_n \sum_m [\nabla_T E]^2_{nm} + \sum_n [\nabla_\gamma E]^2_n + \sum_n [\nabla_\kappa E]^2_n \right)^{-1/3} \]

[7] Update \( T \)

\[ T_{nm}^{\nu+1} = T_{nm}^\nu - \frac{\omega_{nm}}{\kappa_n} T_{nm}^\nu \Delta \left[ -\frac{\omega_{nm}}{\kappa_n} \sum_k k \hat{\nu}_n \cdot k \hat{g}_n \cdot k \hat{u}_m \right] \]

[8] Check for convergence:
If yes then exit else goto [2]

[9] Endloop over learning iterations \( \{ \nu \} \)

[10] Exit: Display results

5.5. Simulation Results

The computational framework developed in the preceding section has been applied to a number of problems that involve learning nonlinear mappings, including Exclusive-OR, the hyperbolic tangent and trigonometric functions, e.g., sin. Some of these mappings (e.g., XOR) have been extensively benchmarked in the literature, and provide an adequate basis for illustrating the computational efficacy of our proposed formulation. Figures 5.5.1(a)-5.5.1(d) demonstrate the temporal profile of various network elements during learning of the XOR function. A six neuron feedforward network was used, that included self-feedback on the output unit and bias. Fig. 5.5.1(a) shows the LMS error during the training phase. The worst-case convergence of the output state neuron to the presented attractor is displayed in Fig. 5.5.1(b). Notice the rapid convergence of the input state due to the terminal attractor effect. The behavior of the adaptive time-scale parameter \( \tau \) is depicted in Fig. 5.5.1(c). Finally, Fig. 1(d) shows the evolution of the energy gradient components.

The test setup for signal processing applications, i.e., learning the sin function and the tanh sigmoidal nonlinearity, included a 8-neuron fully connected network with no bias. In each case the network was trained using as little as 4 randomly sampled training points. Efficacy of recall was determined by presenting 100 random samples. Fig. 5.5.2 and 5.5.3(a)-(b) illustrate that we were able to approximate the sin and the hyperbolic tangent functions using 16 and 4 pairs
Figure 5.5.1(a-d). Temporal evolution of state variables, RMS error, time scales and energy gradient contractions during learning of Exclusive-OR (XOR) function.
Figure 5.5.2. Learning the Sin function using a fully connected, 8-neuron network with no bias. Training set comprised of 4 randomly chosen points.

Figure 5.5.3. Learning the Hyperbolic tangent function using a fully connected 8-neuron network with no bias. (a) Using 4 randomly selected samples; (b) Using 16 randomly selected training samples.
Figure 5.5.4. Approximating the Gaussian pulse function. (a) Results obtained by Lippmann and Beckman [189]. (b) Results using Algorithm SID_6.
respectively. Fig. 5.5.3(a) demonstrates the network performance when 4 pairs were used to learn the hyperbolic tangent. Fig. 5.5.4 and Fig. 5.5.5 show our results while learning the Gaussian pulse. These results reflect a performance improvement of over two orders of magnitude as compared to state-of-the-art supervised neural learning algorithms [189,239,251], both in terms of learning time and the number of training sample. Further, our models require at least an order of magnitude less number of neurons as compared to the backpropagation algorithm. For example, as shown in Fig. 5.5.6, Lippmann and Beckman in [189] required over 2000 samples to learn the Gaussian pulse function using a 27 neuron, multilayered perceptron with linear input and output nodes. The network comprised of 1 unit in the input layer, 20 units in the hidden layer, 5 units in the second hidden layer and a single unit output layer.

We would like to mention that since our learning methodology involves terminal attractors, extreme caution must be exercised when simulating the algorithms in a digital computing environment. Our discussion on sensitivity of results to the integration schemes in Chapter Three emphasizes that explicit methods such as Euler or Runge-Kutta shall not be used, since the presence of terminal attractors induces extreme stiffness. Practically, this would require an integration time-step of infinitesimal size, resulting in numerical round-off errors of unacceptable magnitude. Implicit integration techniques such as the Kaps-Rentrop scheme should therefore be used.

5.6. Summary

In this chapter we have presented a theoretical framework for faster learning in dynamical neural networks. Central to our approach is the concept of adjoint operators which enables computation of network neuromorphic energy gradients with respect to all system parameters using the solution of a single set of linear
equations. If $C_F$ and $C_A$ denote the computational costs associated with solving the forward and adjoint sensitivity equations (Eqs. 2.5 and 2.6), and if $M$ denotes the number of parameters of interest in the network, the speedup achieved is

$$S^{F-A} = \frac{M C_F}{C_A}$$

If we assume that $C_F \approx C_A$ and that $M = N^2 + 2N + \cdots$, we see that the lower bound on speedup per learning iteration is $O(N^2)$. Finally, particular care must be exercised when integrating the dynamical systems of interest, due to the extreme stiffness introduced by the terminal attractor constructs.
Chapter Six

"Chaotic Relaxation" in Concurrently Asynchronous Neural Networks

Upto this stage our focus has been primarily on deriving a computationally enabling framework for learning using dynamical neural networks. In this chapter, we now analyze a fundamental issue which directly impacts the scalability of current theoretical neural network models to applicative embodiments, in both software as well as hardware. This pertains to the inherent and unavoidable concurrent asynchronicity of emerging fine-grained computational ensembles and the consequent chaotic manifestations in the absence of proper conditioning. The latter concern is particularly significant since the computational inertia of neural networks in general and our dynamical learning formalisms manifests itself substantially, only in massively parallel hardware - optical, VLSI or optoelectronic. We introduce a mathematical framework for systematically reconditioning additive-type models and derive a neuro-operator, based on the chaotic relaxation paradigm, whose resulting dynamics is neither "concurrently" synchronous nor "sequentially" asynchronous. Necessary and sufficient conditions guaranteeing concurrent asynchronous convergence are established in terms of contracting operators. Lyapunov exponents are also computed to characterize the network dynamics and to ensure that throughput-limiting "emergent computational chaos" behavior in models reconditioned with concurrently asynchronous algorithms was eliminated.

The organization of this chapter is as follows: In Section 6.2. we present a characterization of asynchronous iterative computation and introduce the chaotic
relaxation paradigm. Section 6.3. describes the reformulation of the Hopfield model in terms of contracting neuro-operators. We further define the necessary and sufficient conditions for convergence. To guide the implementation and validation of our asynchronous neuro-operator, we simulate an associative memory model in a concurrent environment in section 6.4. In section 6.5., we compute the Lyapunov exponents, for both the existing and modified model, to provide a fundamental insight to the network dynamics and to dispel potential misgivings as to the main origin of oscillatory behavior observed hitherto.

6.1. Introduction

The bulk of existing neural network models are defined as an aggregation of adaptive dynamical systems, interacting through a densely interconnected synaptic network. Computation to be performed by the network is then encoded in terms of the connection strengths between pairs of neurons. Based on mathematical idealizations to biological behavior, the updating regimes of existing models, both discrete and continuous, may be classified into two basic algorithmic modes [68,135,111,315]. A concurrent synchronous mode, where all neurons are updated simultaneously and an asynchronous mode, wherein only one randomly selected neuron is allowed to update its state on the basis of its inputs. The firing decision for a particular neuron is allowed only after state information has been received from all other neurons to which it is connected. However, computational connotation of asynchronicity implies uncoordinated systemwide concurrent activity, while the biological manifestation of global asynchrony results from delays in nerve signal propagation, refractory periods and adaptive thresholding [190,198]. So, under their current framework, neural network models per se do not compute using a systemwide on-off uncoordinated switching (with random delays) of individual neurons. In fact, asynchrony as discussed by [68,135], in the context of existing artificial neural networks is essentially a
"sequential randomness", lacking implicit concurrency. Thus, the paradigmatic advantages of neuronal processing, that essentially stem from an ability to perform massively parallel, asynchronous and distributed information processing, cannot be fully realized under the existing neurodynamical relaxation models. Further, the biggest promise of artificial neural networks as computational tools lies in the hope that they will resemble the information processing in biological systems. Notwithstanding many successes along such intent, as indicated in Chapter One, it is rapidly becoming evident that current neurodynamical models are plagued by fundamental limitations. We elucidate the argument using the Cohen-Grossberg-Hopfield (CGH) additive model [98] (that provided the basis of our preceding derivations), as a typical representative of artificial neural networks:

\[
\dot{u}_i + \kappa_i u_i = \sum_{j=1}^{n} T_{ij} g_\gamma(u_j) + I_i, \quad i = 1, \ldots, n \tag{6.1.1}
\]

where \( u_i(t) \) is the mean soma potential of the \( i \)-th neuron, \( T_{ij} \) are the synaptic interconnections, and \( g_\gamma \) is the sigmoidal function modulated by gain \( \gamma \). The external input is denoted by \( I_i \). It is claimed that the neuronal performance in this model is collective, but not parallel (Barhen et al. in [81],[29,306]). For example, a small perturbation in the activity of the \( i \)-th neuron instantaneously affects all other neurons:

\[
\frac{\partial \dot{u}_i}{\partial u_j} = \frac{d g_\gamma}{du_j} T_{ij} \neq 0 \quad i \neq j \tag{6.1.2}
\]

In contradistinction, the biological systems exhibit both collective and parallel performances. For instance, the different limbs in the human body mechanically independent. Their performance is parallel. At the same time they exhibit collective performance since their activity is coordinated by the brain.

We analyze the implications of this lack of true behavioral asynchrony at two levels, namely, problems encountered during digital VLSI, optical or opto-
electronic computations and during discrete-time simulations on large-scale asynchronous computational ensembles. Concurrent synchronous activation typically requires complex global synchronization circuitry to neutralize the clock skew effects resulting from the variations in the physical [209,224] or optical path lengths [257] of the actual synaptic interconnections. This extra circuitry would limit the overall network performance to operate at the rate of slowest neuron (i.e., one with the largest time constant). An alternate strategy involves clocking the system at a time constant slower than the slowest neuron, but again, throughput suffers. Not only does such circuitry lack a biological basis, it also enforces rigid firing sequences that are often difficult to sustain because of signal leakages and component instability. Macukow et al. [198], showed that in large-scale networks such self-induced pathological activation could destabilize the entire neuromorphic system.

Even though the computational and paradigmatic gains expected from neuromorphic architectures will actually manifest from systems built around massively parallel and analog hardware, discrete-time simulations on asynchronous multiprocessors remain the primary benchmarking testbed for large-scale problems. Therefore, the algorithmic implications of "sequential" or the tightly coupled "synchronous" nature of neuronal interrogation in simulations cannot be ignored. In general, during synchronous computation the processors must communicate their partial results to each other, at every instance of time specified by the precedence-constrained task graph obtained from the problem decomposition [37,109,112,172]. Hence, the distributed concurrent algorithms are mathematically equivalent to the sequential algorithms. These overheads, in the form of load imbalance due to processor inactivity, lower processor utilization and enhance resource contention due to communication and coordination requirements, and lead to a severe performance degradation in real-time neural network applications [113]. For instance, simulating the sequentially asynchronous nature
of backpropagating networks on a concurrent computer introduces latencies, for which specific time bounds can be obtained in terms of the critical path of the corresponding task graph. Additionally, the existing approaches are lacking in fault tolerance, as updating decisions by a particular neuron require global interrogation, i.e., the status of each neuron to which it is connected. Failure to receive firing input from some inoperative neuron in the sequentially asynchronous setup could lead to blocking of the entire network. Thus, a model is necessitated wherein each neuron is associated with a decision algorithm that requires only local information to reach globally optimal decisions, as in the cellular automata approach. This also precludes the necessity for neural signals or activation potentials to remain stable for long intervals as in synchronous implementation.

In this chapter we introduce a mathematical framework for reconditioning artificial neural network algorithms such that their embodiments are truly asynchronous and concurrent. For illustrative purposes, the discussion will focus on CGH-type additive networks. The ideas however, generalize in a straightforward fashion to other classes of neurodynamics, e.g., shunting type [95]. Hereafter, we do not distinguish between the simulation of a neural network on a concurrent computer or its subsequent hardware implementation, i.e., a neuron is considered as a "virtual" computing processor. Besides yielding a closer emulation of biological information processing, this approach is expected to provide guidance for large-scale fabrication of concurrent hardware.

6.2. “Chaotic Relaxation” Paradigm

In order to obviate the throughput-limiting “Feigenbaum bottleneck” arising from an extensive usage of the cooperative problem-solving approach, and the resulting "sequentiality" in the neurodynamical activation profile, we introduce
a chaotic relaxation paradigm in the neural network dynamics. It is inspired from the seminal work of Chazan and Miranker [67], who showed that chaotic relaxation schemes could significantly reduce programming effort, communication overheads and turnaround time during concurrent computing on asynchronous multiprocessors. In our effort to design truly asynchronous neural networks we further draw motivation from fixed point techniques by Baudet [45], Miellou [212], Kung [172] and Bertsekas [48]. But before introducing the chaotic relaxation schema in conjunction to neurocomputation, we briefly summarize key attributes abstracted from concurrent asynchronous computational algorithms, to reinforce the paradigmatic divergence of neurodynamical relaxation in existing models from the biological phenomena and future hardware embodiments.

6.2.1. Concurrent Asynchronous Computation

In contrast to the synchronized iterative techniques (see Kung [172]), the execution profile of concurrent asynchronous algorithms is not constrained by the underlying task decomposition graph for the problem. Concurrent tasks capable of uncoordinated execution are implemented as a collection of functionally, but not dynamically, cooperating processes, with no explicit dependencies to enforce waiting at synchronization points for the purpose of swapping partially computed results. Thus, instead of waiting for specific inputs from other tasks, they may continue, or terminate according to whatever information is available in the state variables. The computation per se is essentially iterative in nature, with the dynamics controlled by state variables and, possibly, previous history.

Thus, asynchronous computation provides an implicitly effective strategy for designing systems capable of delivering high throughput and real-time operational responses, since the synchronization and coordination restrictions are
eliminated, and computations can be carried out without having to wait to receive all the messages implied by the precedence constraints. Also, the chaotic relaxations during asynchronous computation stagger data communication and memory accesses, alleviating the Von Neumann bottleneck [31]. In a neural network model, this implies that in contradistinction to the existing schema, computational functions could be implemented using neurons that are allowed to fire without having to wait to receive excitatory or inhibitory input signals from all other neurons to which they are connected, in order to evaluate if a firing threshold is exceeded.

In addition, asynchronous dynamics may lead to true fault tolerance, as it will enable neurons to remain idle for finite periods. This is analogous to the existence of "refractory" of recharging period in biological neurons as discussed by Choi [69]. But more important is the implication for hardware embodiments. Elimination of inter-neuron dependence, facilitates immediate replacement (or rerouting) of the failed segment, and resumption of processing without disturbing or reinitializing the entire configuration. Another advantage is the potential for implementation on large-scale heterogeneous computational ensembles, i.e., systems in which the different processing nodes may have different performance capabilities, to achieve hierarchical neuronal processing. The latter ability would lead to a reduction of complexity in interleaving operations, to provide for unpredictable activity fluctuations during neurocomputation. In summary, concurrently asynchronous dynamics defines an operational framework that implicitly confers to that essential for neurocomputation.

6.2.2. Concurrent Asynchronous Neurodynamics

In the subsequent development of our theory on concurrently asynchronous neural networks, we adopt a terminology in line with the generalized definition of
chaotic iterations, originally introduced by Chazan and Miranker [67], and later generalized by Baudet [45]. Consider an additive-type neural network with $N$ neurons, and let $\bar{u}$ denote the continuous-valued configuration vector of neuron activations in $\mathbb{R}^n$. Let the components of $\bar{u}$ be given by $u_i$, for $i = 1, \ldots, N$. A temporal state sequence in terms of the neural coordinates $u_i$ will be denoted by $u_i(t)$, for $t = 0, 1, \ldots$. Let $\bar{\varphi}$ be the nonlinear network operator from $\mathbb{R}^n$ to $\mathbb{R}^n$, whose components will be expressed as $\varphi_i(u_1, u_2, \ldots, u_N)$.

A concurrently asynchronous neural iteration, denoted by the tuple $(\bar{\varphi}, \bar{u}(0), \xi, \nu)$, corresponding to the neuro-operator $\bar{\varphi}$, and starting with a given vector $\bar{u}(0)$, is then a sequence of state iterates, $\bar{u}(t)$, of vectors on $\mathbb{R}^n$, defined recursively by:

$$u_i(t) = \begin{cases} u_i(t - 1) & \text{if } i \not\in S_t \\ \varphi_i(u_1(x_1(t)), \ldots, u_n(x_n(t))) & \text{if } i \in S_t \end{cases}$$

(6.2.2.1)

where $S_t$: $1 \leq |S_t| \leq N$ denotes the set of neurons that update during the $t$-th iterate, and $x_i(t)$ indexes the availability of the $i$-th neuron's most recent updated state. Previous updating regimes implicitly assumed $x_i(t) = t - 1$. The set $\xi = \{S_t \mid t = 1, 2, \cdots\}$ is a sequence of nonempty subsets of neurons, that fired during each successive iterate. Also, $\psi = \{(x_1(t), \cdots, x_N(t)) \mid t = 1, 2, \cdots\}$ denotes the latest update configuration for the network with respect to the $t$-th iterate. In addition, the following assumptions are made on sets $\xi$ and $\psi$:

(a) $x_i(t) \leq t - 1$, $t = 1, 2, \cdots$, [6] i.e., each subsequent neuronal update uses only previously available state information;
(b) \( x_i(t) \), considered as a function of \( t \), tends to infinity as \( t \) tends to infinity [45], i.e., more and more recent state information must be used in evolving the set of neurons in the network;

(c) non-starvation condition [45], i.e., \( i \) occurs infinitely many often in the update-sets \( S_t \), for \( t = 1, 2, \ldots \), i.e., \( \exists s < \infty \) such that each neuron is considered at least once in every \( s \) successive updates.

Manifestation of chaotic relaxation in neural networks with concurrent asynchronous updating can be intuited as follows: at some operating instant \( t \), an idle neuron, \( i \), initiates the update of its state to \( u^t_i = \varphi_i(\tilde{u}_{N-i}^{t-1}) \). If the state \( \tilde{u}(t) \) differs from \( \tilde{u}(t-1) \) by a set of components \( \{ u_i \mid i \in S_t \} \), then the \( i \)-th neuron may update itself using state information already available from the previous updates, and not wait to receive the results of ongoing activations. The precise strategy for selecting state information available depends on the degree of synchronization desired in the system. For example, in a fully asynchronous operation, the most recently available states could be selected. Alternately, in the vein of Chazan and Miranker [67], a more restricted selection could be considered, which limits the choice of available components to those that are produced no prior to some fixed number, \( k \), of steps, such that for \( t = 1, 2, \ldots \), the inequality \( t - x_i(t) \leq k \) be satisfied. We now state a criterion for the asynchronous convergence of the neuro-operator, \( \tilde{\varphi} \).

### 6.2.3. Contraction Theorems

Amari [11,13] and others [75,127,128,134-136,207] have shown that, in general, the phenomenology of nonlinear neural networks, modeled as adaptive dynamical systems, is essentially a phase space flow towards static attractors. Associative recall, combinatorial optimization, learning, etc. on the other hand, are merely different functional manifestations of this phenomenology, wherein
the nature of activation neurodynamics exercises an integral regulatory influence on functional efficacy, stability and scalability. We exploit this commonality in dynamical behavior to derive in the sequel a contracting neuro-operator, that significantly enhances the scalability of existing systems to massively parallel asynchronous embodiments.

The concept of contraction plays a fundamental role in the iterative solution of nonlinear equations. It is most useful [226] to express contraction in terms of vector norms, which induces a partial ordering \( \mathbb{R}^n \).

**Definition [226]**: An operator \( \varphi: D \subset \mathbb{R}^n \rightarrow \mathbb{R}^n \) is called a \( \Phi \)-contraction on a set \( D_o \subset D \), if there exists a linear operator \( \Phi \in L(\mathbb{R}^n) \) with the following properties:

1. \( |\varphi(\tilde{u}) - \varphi(\tilde{v})| \leq \Phi |\tilde{u} - \tilde{v}| \quad \forall \tilde{u}, \tilde{v} \in D_o \)
2. \( \Phi \geq 0 \)
3. \( \rho(\Phi) < 1 \)

The first property implies Lipschitz-continuity; indeed \( \Phi \) is often referred to as the Lipschitz matrix of \( \varphi \). The latter requirements (non-negativity and spectral radius of \( \Phi \)) generalize the typical specification of the contractive constant used in conjunction with the usual norm on \( \mathbb{R}^n \). The existence of a fixed point is then given by the following theorem.

**Contraction-Mapping [226]**: Suppose that \( \varphi: D \subset \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a \( \Phi \)-contraction on the closed set \( D_o \subset D \), such that \( \varphi(D_o) \subset D_o \). Then, for any \( \tilde{u}(0) \in D_o \), the sequence \( \tilde{u}(t+1) = \varphi[\tilde{u}(t)] \), \( t = 0, 1, \ldots \) converges to the only fixed point of \( \varphi \) in \( D_o \), and the error estimate

\[
|\tilde{u}(t) - \tilde{u}(\infty)| \leq (I - \Phi)^{-1} \Phi |\tilde{u}(t) - \tilde{u}(t-1)|
\]
for \( t = 0, 1, \cdots \), holds.

Chazan and Mirankar [67] first applied these concepts to establish the convergence of asynchronous iterations. Their results were later generalized by Baudet [45].

**Baudet's Theorem**: If \( \varphi: \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a \( \Phi \)-contraction mapping on a closed subset \( D \subset \mathbb{R}^n \) and if \( \varphi(D) \subset D \), then any asynchronous iteration corresponding to \( \varphi \) and starting with a vector \( \bar{u}(0) \in D \), converges to a unique fixed point of \( \varphi \) in \( D \).

We now derive necessary and sufficient conditions for convergence of the concurrent asynchronous neurodynamics characterized by Eqs. (2.2.1).

### 6.3. Asynchronous Neuro-Operator Derivation

Consider the temporal evolution of a fully connected, additive-type neurodynamical system, e.g., a Hopfield model defined by the following system of coupled differential equations:

\[
\dot{u}_i + a_i u_i = \sum_j T_{ij} g_j(\gamma_j u_j) + I_i. \tag{6.3.1}
\]

Here \( u_i \) represents the internal state (e.g., mean soma potential) of the \( i \)-th neuron, \( T_{ij} \) denotes the synaptic coupling from the \( j \)-th to the \( i \)-th neuron and \( I_i \) is the external input bias. The sigmoidal function \( g_j \) modulates the neural response, \( \gamma_j \) denotes the transfer function gain for the \( j \)-th neuron and \( a_i \) represents the inverse of a characteristic time constant or the decay scaling term. Let \( \varphi_i(\bar{u}) \) denote the \( i \)-th component of the asynchronous operator introduced in (2.2). Using Euler's difference approximation to the above system of continuous-time differential equations, i.e., \( \dot{u}_i = (u_i^{i+1} - u_i^i) / \Delta \), where \( \Delta \) denotes the
discretization stepsize, the $i$-th component of the above defined Hopfield operator is given by

$$\varphi_i(\bar{u}) = u_i + \Delta \left[-a_i u_i + \sum_j T_{ij} g_j(\gamma_j u_j) + I_i \right] \quad (6.3.2)$$

Then for any two phase-space coordinates, $\bar{u}, \bar{v}$ in the domain of attraction

$$\varphi_i(\bar{u}) - \varphi_i(\bar{v}) = (u_i - v_i) \left(1 - \Delta a_i \right)$$

$$+ \Delta \sum_j T_{ij} \left[ g_j(\gamma_j u_j) - g_j(\gamma_j v_j) \right] \quad (6.3.3)$$

On taking the vector norm, the above system yields,

$$\left| \varphi_i(\bar{u}) - \varphi_i(\bar{v}) \right| \leq |u_i - v_i| \cdot |1 - \Delta a_i| +$$

$$\Delta \sum_j |T_{ij}| \cdot |g_j(\gamma_j u_j) - g_j(\gamma_j v_j)| \quad (6.3.4)$$

We assume that for each neuron the response function, $g_j: \mathbb{R} \rightarrow [-1, +1]$, is of class $C^1$, and that $|g_j'\| \leq 1$. This is obviously the case for the usually considered neural response functions, i.e., $g(\gamma u) = \tanh(\gamma u)$ or $g(\gamma u) = [1 + e^{-\gamma u}]^{-1}$. Then the Mean Value Theorem implies that there exists a $z \in \mathbb{R}$ such that,

$$g_j(\gamma_j u_j) - g_j(\gamma_j v_j) = g_j'(z) \gamma_j (u_j - v_j)$$

Thus

$$\left|g_j(\gamma_j u_j) - g_j(\gamma_j v_j)\right| < \gamma_j \left|u_j - v_j\right| \quad (6.3.5).$$

Regrouping all terms, we obtain

$$\left|\varphi_i(\bar{u}) - \varphi_i(\bar{v})\right| \leq |1 - \Delta a_i| \cdot |u_i - v_i| +$$

$$\Delta \sum_j |T_{ij}| \cdot |\gamma_j| \cdot |\bar{u}_j - \bar{v}_j| \quad (6.3.6)$$
Let us now define a matrix $\Phi$ as follows:

$$
\Phi_{ij} = |1 - \Delta a_i| \cdot \delta_{ij} + \Delta \cdot |\gamma_j| \cdot |T_{ij}|
$$

(6.3.7)

We see that $\Phi$ is nonnegative; furthermore, since

$$
|\varphi_i(\bar{u}) - \varphi_i(\bar{v})| \leq \sum_j \Phi_{ij} |u_j - v_j|
$$

or equivalently

$$
|\bar{\varphi}(\bar{u}) - \bar{\varphi}(\bar{v})| \leq \Phi \cdot |\bar{u} - \bar{v}|
$$

(6.3.8)

we deduce that the neuro-operator $\bar{\varphi}$ is Lipschitzian with Lipschitz matrix $\Phi$.

From Baudet's theorem, for $\bar{\varphi}$ to converge to a fixed point in an appropriate basin of attraction, the spectral radius of $\Phi$ must be less than one. Now, using Bechenbach and Bellman's theorem [226] we can write

$$
\min_{1 \leq i \leq N} \left\{ \frac{\sum_{j=1}^{N} \Phi_{ij} y_j}{y_i} \right\} < \rho(\Phi) < \max_{1 \leq i \leq N} \left\{ \frac{\sum_{j=1}^{N} \Phi_{ij} y_j}{y_i} \right\}
$$

(6.3.9)

where $\bar{y}$ denotes any positive vector. In particular, we can choose all vector components equal. The contraction then translates into

$$
\rho(\Phi) < 1 \iff \left\{ \max_i \sum_j \Phi_{ij} < 1 \quad \Phi_{ij} > 0 \right\}
$$

(6.3.10)

for all $i, j$. This induces constrained interrelationships between the values of $a_i$, $\Delta$, $\gamma_j$ and $T_{ij}$, i.e.,

$$
\max_i \left\{ |1 - \Delta a_i| + \Delta \sum_j |\gamma_j||T_{ij}| \right\} < 1
$$

(6.3.11)

and

$$
|1 - \Delta a_i| \cdot \delta_{ij} + \Delta |\gamma_j||T_{ij}| > 0
$$

(6.3.12)
To fix the ideas, without loss of generality, consider simplest the situation where all gain parameters are equal to $\gamma$. Then convergence under a concurrently asynchronous regime will be guaranteed if one chooses, e.g.,

$$[1] \quad a_i < \frac{1}{\Delta} \ ; \quad \gamma < \frac{a_{ij}}{\sum_j |T_{ij}|} \ ; \quad |\gamma_j| = \gamma$$

$$[2] \quad a_i < \frac{1}{\Delta} \ ; \quad \gamma < -\frac{a_{ij}}{\sum_j |T_{ij}|} \ ; \quad |\gamma_j| = -\gamma$$

$$[3] \quad \frac{2}{\Delta} > a_i > \frac{1}{\Delta} \ ; \quad \gamma < \frac{2 - a_{ij}}{\Delta \sum_j |T_{ij}|} \ ; \quad |\gamma_j| = \gamma$$

$$[4] \quad \frac{2}{\Delta} > a_i > \frac{1}{\Delta} \ ; \quad \gamma < -\frac{2 - a_{ij}}{\Delta \sum_j |T_{ij}|} \ ; \quad |\gamma_j| = -\gamma$$

Notice that the latter inequality invalidates the often made "high gain" approximation, at least for chaotic relaxation regimes. In the following sections, we discuss concurrent simulations on massively parallel neural networks.

### 6.4. Simulation Results

The concurrently asynchronous conditioning methodology developed in the preceding section, was implemented on a hypercube multiprocessor [31] for Hopfield's content associative memory model [134]. In our initial implementations, a fully-connected network with 128 neurons and six orthogonal patterns were used. Despite its conceptual simplicity, this model encompasses the paradigmatic essence of additive neuronal interactions, and has been extensively benchmarked in terms of correctness, efficacy, capacity and scalability [68,198,200-201]. The study precluded a critique on the model's functionality and focussed instead on the activation mode implications. In particular, our experimentation was aimed at the following objectives: (a) verify algorithmic correctness and asynchronous
convergence in a concurrent processing environment; (b) analyze the implications of ill-conditioned parameters, e.g., violation of conditions necessary for contraction, Eqs. (6.3.13), and; (c) benchmark computational efficacy with respect to the existing updating regimes.

Figure 6.4.1, juxtaposes the discretized temporal evolution of a noise corrupted input probe to the nearest stored memory under synchronous, "concurrently" asynchronous (specified using Eqs. (2.2.1), (6.3.2) and (6.3.13)), and sequentially asynchronous updating. With proper conditioning, all three systems converged to the nearest stored memory. In this example, synchronous update yields the fastest rate of convergence. Recall, however, that it often suffers from, both horizontal as well as vertical oscillations [68]. In addition, it imposes severe clock synchronization constraints, the implications of which were outlined in Section 6.1. Though the concurrently asynchronous update mode was simulated in a partially concurrent (e.g., 32 neurons / hypercube node) environment, convergence to the stored attractor indeed validates our methodology. Note that convergence in the latter case was achieved despite communication delays on the hypercube and globally inconsistent state information, i.e., neurons on different nodes operated assuming different states for the network. Also, as expected, the "sequentially" asynchronous mode led to the slowest convergence.

When the conditions, given by Eqs. (6.3.13) were violated, undesirable behavior abounded. The system failed to converge and oscillated instead, as depicted in Figure 6.4.2. This behavior raises a hitherto unaddressed fundamental issue regarding network dynamics, i.e., the exact nature of noise observed in concurrent neural networks. Is it due to horizontal oscillations, vertical oscillations [68] or is it a manifestation of chaos, or merely numerical instability induced by discretizing continuous dynamical systems? These issues are briefly taken up in the next section.
Figure 6.4.1. Concurrent simulation on NCUBE/Four to benchmark relaxation rate with synchronous, "sequentially" asynchronous and concurrently asynchronous updating regimes.

Figure 6.4.2. Chaotic oscillations with improper conditioning in concurrently asynchronous updating.
Figure 6.4.3. (a)-(d) Evolution of state variables under concurrently asynchronous updating.
Figure 6.4.4 (a)-(d) Evolution of state variables under concurrently asynchronous updating with small time delays.
Figure 6.4.5 (a)-(d) Evolution of state variables under concurrently asynchronous updating with large time delays.
Figure 6.4.6. (a)-(d) Evolution of state variables under concurrently asynchronous updating with one ill-conditioned neuron.
Figure 6.4.7. (a)-(d) Evolution of state variables under concurrently asynchronous updating with two ill-conditioned neurons.
Figure 6.4.8. (a)-(d) Temporal evolution of neuronal activities in the presence of varying time delay.
In order to study the scalability and validity of our results to massively parallel network implementations, we simulated the associative memory network on a number of neural network models, ranging from 8 neurons to 10000 neurons (100 million synaptic interconnect). The latter simulations were performed on the JPL Cray XMP-18. It was found that when the neurodynamical parameters were derived using results from Section 6.3, the network was robust even in the presence of extremely large time delays (over $2000\Delta$). Also, we found that the network always converged to the nearest stored memory. In the absence of proper conditioning, the network exhibited sustained oscillations and convergence to spurious memories.

The color plates 6.4.3 to 6.4.7 display the neuronal and network behavior under different conditions of time delay and dynamical parameter conditioning, for the associative memory example discussed in the previous section. The network comprises of 8 neurons, $V_1, V_2, \ldots, V_8$. Although, the formalism is universally robust (as our tests in the previous paragraph indicate), here we use a low-dimensional network to illustrate the qualitative behavior observed. The following indexing strategy has been adopted in the plates: upper left region, (a), indicates the frequency of sign changes, i.e., zero crossing, in the state of the neuron (e.g., a neuron changing state from +ve to -ve and vice versa) over an interval of 100 discretized time iterations; upper right region, (b), indicates the absolute magnitude of neuronal activity as it evolves in time; lower left region, (c), includes the plot of all neuronal activities against the activity of neuron $V_2$; and lower right region, (d), includes the temporal evolution of Euclidean distance of the test probe from the nearest stored memory to which the network is expected to converge to. Plate 6.4.3, displays convergence under concurrently "synchronous" neurodynamical conditions (i.e., with no propagation time delay). Plates 6.4.4 and 6.4.5, illustrate convergence under concurrently asynchronous conditions with propagation delays upto $10\Delta$ and $100\Delta$, respectively. Plates
6.4.6 and 6.4.7 provide a good example of aperiodic oscillations that occur when the stable dynamical bounds (derived using Eqs. 6.3.11 and Eqs. 6.3.12) are ignored. We violate the condition for one neuron, V1, in Figure 6.4.6 and for two neurons, V1 and V4 in Figure 6.4.7. These effects are summarized in the composite Figure 6.4.8.

6.5. Elimination of "Emergent" Computational Chaos

In contradistinction to prevalent notions on instability in neural networks [68], that attribute oscillatory behavior mainly to the topology of the interconnection matrix, we hypothesize that it is primarily a manifestation of "emergent computational chaos" induced by ill-conditioned parameters in the model. This hypothesis is strengthened by the following observations. Simulations have shown that the same type of model may exhibit radically different dynamical behavior with slightly different parameters. For example, small perturbations in time scales, delay distribution, transfer gain, etc., may lead the system to oscillate back-and-forth from one basin of attraction to another. An analysis of the Lyapunov spectrum, computed using the time series, obtained from a mapping which follows the evolution of a mapping which follows the evolution of the average component difference from a stored memory provided a validation to the chaotic dynamics in such ill-conditioned models.

Lyapunov exponents [1,299] essentially provide a dynamical diagnostic for measuring the exponential rates of convergence or divergence of phase trajectories. For a continuous dynamical system in n-dimensional phase space, the i-th dimensional Lyapunov exponent is defined as,

\[
\lambda_i = \lim_{t \to \infty} \frac{1}{t} \log_2 \frac{p_i(t)}{p_i(0)}
\]  

(6.5.1)
Figure 6.5.1. Power spectrum for time series generated during chaotic oscillations.

Figure 6.5.2. Autocorrelation function for the time series obtained during chaotic oscillations.
where $p_i(t)$ denotes the length of contracting / expanding principal ellipsoid axis, corresponding to the temporal deformation of the phase space. Any dynamical system characterized by a negative sum of Lyapunov exponents, but containing one or more positive terms is said to be chaotic, with the magnitude of such exponents reflecting the time scale on which the system dynamics becomes unpredictable [1,299]. Our simulations for an ill-conditioned neural model ($\Delta = 0.002$, $a = 1000$, $\gamma = 10000$ and $\sum |T_{ij}| = 84$ ) led to a value of $\approx +1.49$ for the largest exponent. Since $\lambda_1$ is positive, we conclude the system to be if not chaotic, at least exponentially stochastic (since we did not compute the sum of all exponents). Also, when the largest Lyapunov exponent was determined for

Figure 6.5.3. Strange Attractor for the chaotic time series (e.g., zero crossing), when the neurodynamical constants for neurons were ill-conditioned.
a contracting concurrently asynchronous network \( \Delta = 0.002, a = 100, \gamma = 1 \). the value \( \lambda_1 = -1.09 \), was found, thereby proving that our conditioning methodology eliminates "emergent" chaos in concurrent neuromorphic models.

Dissipative nonlinear chaotic systems which evolve on a strange attractor can generate a broadband power spectrum, while the strange attractor "lives" in a phase space of finite (and often small) dimension. Figure 6.5.1(a) illustrates the power spectrum for the time series generated during asynchronous convergence to the stored memory, while Figure 6.5.1(b) displays the power spectrum during chaotic oscillations. The autocorrelation function,

\[
A(K) = X_N \int_0^T x(k+t) x(t) \, dt, \quad k \geq 1
\]

where \( X_N \) is the normalization constant, chosen such that \( A(0) = 1 \). Figure 6.5.2. shows the autocorrelation function during chaotic oscillations. The strange attractor for the chaotic time series is shown in Figure 6.5.3.

### 6.6. Summary

This chapter presents a radically different insight into the neurodynamical implications of "sequentially" asynchronous and synchronous neuronal algorithms. Despite significant advances in concurrent hardware technology, full realization of the potential advantages of neural processing in solving real-life problems has been severely limited due to previous assumptions for asynchronicity. Electronic embodiments based on current mathematical frameworks lead to biological inconsistencies and require substantially complex circuitry. In a similar vein, such frameworks also limit the network scalability, stability and throughput in discrete-time simulations. It was hypothesized that, contrary to existing notions that attribute dynamical instability in the current models to the topology of the interconnection matrix, we ascribe it to "emergent chaos". Lyapunov
exponents were computed to prove that improperly conditioned neurodynamical equations of motion do indeed exhibit chaotic relaxation behavior.

We exploited this insight to provide a strategy for systematically reconditioning the existing mathematical framework for additive networks, such that their VLSI, optical and opto-electronic embodiments are truly asynchronous, and thereby, eliminate the network instability ascribed to "emergent" chaos. We derived a neuro-operator that enables chaotic relaxations to achieve concurrently asynchronous updating. Necessary and sufficient conditions guaranteeing concurrently asynchronous convergence were defined in terms of $\Phi$-contraction mapping. Lyapunov exponents were calculated for our proposed neuro-operator to ensure that the reconditioned system is devoid of chaotic behavior. Future directions include extension of our theory to shunting-type [8] neural networks. We also intend to theoretically analyze the implications of chaotic relaxation on network parameters, such as synaptic efficacies, transfer characteristics, network architecture and capacity.
Chapter Seven

Neural Learning Formalisms for Perceptual Manipulation Systems

7.1. Introduction

In this chapter we analyze the relevance of our theoretical results as an enabling technology, in the context of their applicability to difficult real-life problems in robotics. Leveraging the powerful repertoire of neural learning formalisms developed in the preceding chapters, we introduce a modular architectural framework for synthesizing a new generation of robot control systems that could potentially provide a previously unattainable level of robustness during task execution. To put our arguments in perspective, we choose a specific manifestation of this generalized architecture, that relates to synergistic man-machine systems [117] (i.e., for space applications: namely, Robot-Assisted Extravehicular Activity). A key requirement of such systems is a high degree of operational safety, robustness, execution speed and stable adaptation to active unstructured environments (humans) in the workspace. We conduct an analysis of the functional and architectural requirements to show such robotic systems to be well beyond the state-of-the-art, "model-directed" robotic methodologies. The latter, best suited for problems where reliable and accurate models can be determined prior to control design, break down in this context. Consequently, we conceptualize the architecture in a "perception-directed" framework. A technical critique of the proposed architecture in comparison to the existing robot architectures is included. Additional details may be found in Venkataraman and Gulati [281].
We begin with a brief review of the state-of-the-art in symbiotic (cooperative) man-machine systems for space operations, along with some insight into the applications context. In the past, man-machine integration has typically been implemented in the form of bilateral teleoperation, shared/traded control or supervised autonomy \([258]\). The primary emphasis has been on the enhancement of task execution speed and robustness in the presence of uncertainties through an effective integration of human perception, planning and control skills into the robot command structures (human may be considered as a complex time dependent, nonlinear command shaping/filtering function). Synergistic man-machine task execution for space applications \([117]\), however, has not received adequate attention, with the exception of Akin \([5]\) who has proposed teleoperated robotic assistants for astronauts, with limited capability and the Extravehicular Activity Retriever [EVAR] robotic system being developed at NASA/JSC (Erickson et al. \([81]\)). Notwithstanding its methodological and computational simplicity, Akin’s approach \([5]\) is limited by its ability to render the teleoperator with sufficient task-observability vis-a-vis the state-of-the-art in robotic telepresence. Also, since the robot simultaneously interacts with two humans (operator and the astronaut), both of whom potentially represent active unstructured dynamical environments (i.e., with time-varying interaction impedance) its range of stable operations \([158]\) is rather limited. The EVAR \([81]\) system, on the other hand, is targeted for autonomous robotic retrieval of “free floating astronauts”, tools, debris, etc. in space. However, its architectural design precludes capabilities such as adaptation to dynamically varying kinesthetic interactions with the astronauts, adaptive sensory motor-control, time-boundedness responses and true shared task execution (i.e., robot and astronaut jointly accomplish a task). Since the latter are essential for developing space-based systems, the necessity to revisit the problem groundup cannot be overstated.

Of fundamental concern in realistic synergistic man-machine systems for
space applications is human safety (e.g., avert astronaut tumble during Orbital Replacement Unit (ORU) handoff, avoid space suit [or Extravehicular Mobility Unit (EMU)] damage during astronaut rescue). This implies that task executions in space would be subjected to robustness and response requirements far more stringent than ground-based robotic activities, e.g., industrial assembly. Further, overall system stability (e.g., dampen vibrations arising from energy release of preloaded items during ORU deinsertion) assume significantly complex dimensions in the presence of hybrid elements: man and machine and constraints on power. For instance, as the robot stability depends upon the muscular impedance of the human it is interacting with, the robot must dynamically adapt itself to the astronaut's kinesthetic characteristics during contact operations, e.g., tool handoff, shared transportation of objects, etc. In addition, the execution performance of robotic elements is driven by two conflicting motivations: execute tasks successfully (e.g., precise trajectory tracking for a motion task), while accommodating the changes in astronauts' kinesthetic properties and posture (dynamical obstacle avoidance). In this context the following requirements naturally emerge

[1] Operational safety: the robotic system representation must exhibit methodological completeness in addition to algorithmic performance and robustness. i.e., an internal representation that is "formally" sufficient for capturing possible eventualities during control execution. For example, an X,Y,Z, Roll, Pitch, Yaw representation in [51] is methodologically complete for representing the kinematics of rigid bodies. Also, a hybrid force-position coordinate system (Raibert and Craig in [244] would be complete for representing frictionless point contacts between two rigid bodies. On the other hand, same representation would become insufficient in the presence of friction. In a similar vein, we require a representation that can capture the complete physics of interaction with the environment, that occurs during prototypical
mechanical task execution by robots. The architecture needs to be based on a vocabulary of formal task primitives, necessary and sufficient for targeted functionality. Many of the existing architectures take an engineering approach to matching system with requirements, and may not be able to guarantee completeness, e.g., subsumption architecture [54] contains a collection of intuitively engineered finite state machines (FSM), and promote the "add an FSM as and when needed philosophy". It is only with the availability of such a representation, can the controllers be designed for autonomous task execution involving arbitrary forces and motions.

[2] Stable adaptation to dynamically changing environments is another key requirement. An essential component of latter is overall system stability, especially during shared task executions when the robotic system is in contact with the human/astronaut. Stability issues assume significantly complex proportions in the presence of a human, since the latter represents a dynamic environment which is both active (i.e., has its own actuators), and unstructured (i.e., dynamic models that characterize the human’s kinesesthetic behavior, i.e., time-varying muscular elasticity may not be known). For adaptation, the robot must dynamically avoid a human, whose motions may be unpredictable (i.e., geometric workspace sharing), as well as stabilize contact interactions with a human whose kinesthetic properties may be dynamically changing (i.e., kinesthetic workspace sharing).

[3] Execution Performance, in general, would have to include a set of metrics that can monitor tracking behavior (e.g., errors in joint angles during a motion trajectory following task in the robot’s configuration space), and another to guarantee system stability in the presence of unmodeled system dynamics, or unforeseen events (e.g., large changes in structural frequencies due to mechanical contacts). We denote the former a precision metric
that guarantees expectation-based tracking performance and the latter, a \textit{compliance metric} that accommodates stable interaction behavior with unmodeled environments. In general, these metrics compete with each other ([281,282] provides a example of this for linear compliance and motion trajectory tracking during surface tracing experiments). For example, accurate motion tracking performance can be realized by making the system stiff (high gains), e.g., during placement of gripper around tool. On the other hand, stability in the presence of unprecedented contacts can be ensured only by making the system lax (low gain), e.g., during tool acquisition. Additional details on precise-compliant controllers are available in [115,281].

In order to motivate our targeted application domain, we briefly sketch the practical problems impeding deployment of robots for space operations. Current in-space servicing options (for details see [114] and references therein) include, Astronaut Extravehicular Activity (EVA), teleoperation off the shuttle [Intravehicular Activity (IVA)] or the space station, Ground Controlled Remote Manipulator (GCRM), or Flight Telerobotic Server (FTS) [144]. In a recent study [114], we have analyzed the technological and feasibility limitations of these options in the context of near-term space operations. Pure teleoperation, for instance is severely limited by operator's kinesthetic precision, task perception and bounds on operator fatigue, in additional to design limitation in space hardware, e.g., backlash, stiction, structural instabilities, etc. [51]. On the other hand, the GCRM approach will cater only to a small portion of in-situ serviceable tasks, a majority of which have been designed to be human serviceable [114]. So regardless of any particular strategy for exploiting teleoperation technologies using the FTS, Remote Manipulator System (RMS), Special Purpose Dexterous Manipulator (SPDM), a sizeable fraction of low earth orbit servicing will be performed by astronauts in EVA or IVA. However, the productivity of astronauts will be limited by the rigors of working in space. Performance will be degraded even
further during EVA due to pre- and post-breathing requirements, a lack of dexterity and payload maneuverability imposed by the space suit, and elaborate safety requirements. It can be summarized, therefore, that any improvement to the productivity of astronauts in space would prove extremely valuable. In light of this, we propose an application of telerobotics to develop astronaut assistants and thereby provide the necessary enhancement to EVA-Astronauts.

Motivated by the above concerns, we conceived the Robot-Assisted Extravehicular Activity (RAEVA) paradigm [114-117,280-282], aimed at the development of robotic systems that can assist astronauts during EVA, i.e., in-space servicing, assembly and inspection. Within this framework, an EVA-Astronaut would perform the actual servicing, inspection and assembly operations, while one or more voice-activated robots would fetch and return servicing tools and Orbital Replacement Units (ORU) from and to their respective placeholders, help the astronaut transport large ORUs and truss members, and share task execution, e.g., supporting thermal blankets during ORU changeout, truss assembly, cryogenic fluid replenishment. Such a system could potentially exploit the benefits of an unexplored class of man-machine systems and improve effective use of crew-EVA time through task sharing (e.g., an astronaut would install an ORU fetched by a robot). In addition, it could amplify crew-EVA capability through task-space sharing (e.g. assembly of long truss members in space) and increase astronaut productively, thereby reducing operational costs and fatigue.

The technological elements underlying RAEVA have several ramifications for space deployment, e.g., Robot-goelogist, Physiotherapy Assistant, Planetary Prospector, Sample Analysis and Preservation Systems for planetary exploration, etc [114]. In the remainder of this chapter, we derive a framework for designing and sequencing versatile high performance controllers that could potentially provide above envisaged capabilities for robotic assistants. However, for ensuring
enhanced readability, without any loss of generality, we limit our arguments and illustrative examples to the RAEVA domain.

7.2. Perceptual Manipulation Systems

Typically, conventional model centered robotic systems, such as HANDEY [195] would implement the above desired functionality as follows: At the core of such systems is a high fidelity database comprising of geometric, kinematic and dynamic models for the robot and environment. These explicit descriptions are manipulated by goals to be achieved, effects of elementary operations available to the system and sensory input to predictively derive planning and control actions. Thereafter, goal conditions for the termination of each task primitive would be provided by a supervisory agent. Paths leading to the goal state will be generated, decomposed into sequence of discrete segments, and fed to a controller to compute the required actuation torques. Task-related constraints, e.g., grasp stability, grasp forces etc., would be incorporated to lend structure to this overall problem solving process. The robot would thus alternate between periods of planning a motion and periods of executing it, while sensing is done between the completion of motion and the beginning of planning.

However, model-directed control and planning approaches (50,51,143,144, 195] rely upon the existence of reliable world-models that can capture the kinematic and dynamical properties of the robot and its environment. Therefore, they are of limited applicability in active environments, whose dynamical properties either vary in an unpredictable manner, or are too complex to be utilized on-line (e.g., models that capture the dynamically varying geometric (posture) and muscular (kinesthetic) properties of the astronaut with high fidelity are either extremely difficult to derive and/or computationally intractable to be utilized on-line). But, in the context of performance-critical robotic systems such as
RAEVA, it is hard to model the kinesthetic (elasticity of muscular interactions) properties of the every object (including human) during contact interactions with the robot. This is a nontrivial consideration, since any simplifying assumptions, such as using linear second order impedance to model kinesthetic coupling, could lead to instabilities during shared task executions. So, reliance on models alone, could lead to reduced operational robustness and loss of range of applicability. Also, since in space we expect a large range of variations in the interactions between the robot and its environment, simple PID control laws that provide local stability may not suffice. And it is very difficult to design optimal control laws that attempt to minimize tracking errors [56], since the exact dynamic models for objects such as flexible thermal blankets, do not exist. Contact stability would require matching robot-environment impedances, so that force controllers may be designed to provide global contact stability with passive environments (lacking actuation capability). Note that simple compliance, stiffness methods that guarantee only local contact stability may not suffice [282].

Thus, the robot control architecture must be able to execute perception-directed formal task primitives, indicating recourse to indicates the need for sensor-directed planning and control. Architectures such as NASREM [8], HANDEY [195], HICS [253], and Meystel’s Intelligent Control (IC) Architecture [210] have a tendency to be model-driven, and do not allow real-time integration of information from multiple sensors in real-time. In fact, very few semi-autonomous robotic systems built to date, can provide operational speed, performance and robustness matching the requirements outlined in the previous section.

Further, control of contact interactions will require real-time matching of the contact impedance between the robot and its environment, and the accommodation of unmodelled obstacles in the robot’s workspace. The above considerations,
when juxtaposed with the achievement of specified goals assume complex proportions since they represent competing performance indices. For example, the control compliance always degrades the precision with which command trajectories can be tracked. Also, adaptation to dynamic environments requires integration of sensory information into adaptive control algorithms. By definition, this would preclude model-driven approaches, e.g., Saridis' Hierarchical Intelligent Control System [253], Lozano Perez's HANDEY [195]. Since passive [158], active compliance [204] and impedance control methodologies [50,129] have only demonstrated interaction stability with fully constrained, passive environments, they may prove inadequate for contact interactions with an unstructured active environment (human). At present, conventional adaptive control formalisms cannot guarantee the operational speeds necessary to ensure human safety, since the paradigmatic requirement that all sensory information be transformed into the robot state space at control frequencies cannot be matched with the current information processing technology [51].

Further, for operations such as rescuing drifting tools, astronauts, the robotic assistant may require accommodation to environments that change at rates comparable to the sensing and actuation rate of a robot system. This, combined with the fact that there is no intuitive frame of reference in space, would make the problem of associating inertial and orbiting frames with robot difficult. This is made even harder by the fact traditional approaches require calibration of visual geometry to arm movement, relation between link lengths and joint angles to end arm position, and the calibration of actuator signals to joint angles. Reactive planning and control [85,249], and behavior-based planning and control (Brooks in [54],[72]), are some of the recent approaches proposed for imparting speed and robustness to the robot's execution performance. However, at present they are predominantly heuristic-based and not amenable to formal stability analysis.
In addition, architectural segmentations based upon symbolic-numeric information processing (e.g., SOAR), local-global information / interaction contexts (e.g., HANDEY [195]) and process rates (e.g., IC [210]) cannot be applied to our problem either, for the following reasons:

(a) In general, every action comprises of both symbolic and numeric information processing components, i.e., symbolic processing units must have all "relevant" numeric context available, and vice versa. Therefore, any architectural organization based on symbolic/numeric segmentation will fail, since, it is not possible to propagate all numeric context to and fro without the availability of infinite communication bandwidth (impossible to satisfy in practice).

(b) Since robot-assistant and astronaut interactions cannot be adequately modeled, a priori decisions about local/global "context" - "action" funnelling [194] may degrade system performance. For example, typically free motions are planned globally while fine motions (e.g., contact, stability) are analyzed and planned locally, under the implicit assumption free (fine) motion has global (local) effects only. This could easily be violated when excessive force during tool exchange (fine motion) cause astronaut tumble (causing global domain instability), the correction for which requires global analysis.

(c) Any segmentation based upon nominal process rates (e.g., Meystel's IC [210]) can guarantee stability if the system operates in a quasistatic framework; e.g., context switches, (i.e., no contact to contact or vice versa) induce small changes in system structural frequencies, or the segmentations have been arrived at to account for the highest expected structural frequencies. However, the operational speeds required for RAEVA, combined with the varying kinesthetic properties of the human may make process rate estima-
tions difficult. Further, since construction of adequate world model (dynamics) may be extremely complex, it would not be possible to estimate a priori, contact structural frequencies. Consequently process rate segmentations would have limited use for applications akin to RAEVA.

Any workable solution must be founded upon stable, robust and real-time planning and adaptive control algorithms, driven by perceptual mechanisms that can provide sensory information at (planning and control) loop frequencies. So, planning and control actions would need to be structured in the form of behaviors, which implies rapid generation of response actions directly from information in the sensor space, i.e., perception-directed formal task behaviors are required. As a result, conventional architectural approaches based upon a priori decoupling of planning and control activities (e.g., NASREM [8] considers execution to consist of plan $\rightarrow$ send control command $\rightarrow$ generate action $\rightarrow$ report status sequences) may not deliver the operational speed required from RAEVA. Therefore, the architecture must be able to execute perception-directed formal task behavior to satisfy competing execution metrics. An approach that has shown considerable promise in alleviating the above bottlenecks is to structure planning and control functions as sensorimotor behaviors, i.e., nonlinear transfer functions that directly map a stream of sensory inputs to control outputs. The speedup result from parallel computation, the ability to generate control actions directly from primitive perceptual representations (e.g., edges, range data, tactile maps) and a representation optimized for fusing of information from multiple sensors directly into the control loop. In addition, such systems [173,174] exhibit self-calibration, in the sense that the robot is typically controlled using the consistency between the signals used to move it and the signals used to sense the movement. There are no objective coordinates. To date, Grossberg and Kuperstein ([99] and references therein), have demonstrated a system that can learn to map a target that is visually detected by a mobile camera into a target position
map that is invariant with respect to body-centered coordinates, and that can repair itself if its operating parameters undergo modest damage. It has been used for controlling variable-speed trajectories of a robotic arm without programming the whole trajectory, and for rapidly updating trajectory commands in real-time, to reach objects arbitrarily positioned in space. Uno [277] proposed a speedup, by using a learning algorithm that calculates the actuation signals directly from a goal of the movement represented as the minimization of integral of square of torque change, thereby eliminating a need for transforming trajectory coordinates to the body coordinates. Kawato et al. [156,157] have speeded up this process even further by using a Newton-like iterative method in functional spaces.

On the other hand, recent advances in “behavioral robotics” (Brooks in [51,54,55]) provide exciting results on the potential of sensor-based control in implementing complex reflexes and task-behaviors, sans world models. In addition, it has been shown that providing planning and control actions with a task context allows compact specification of goal-oriented constraints, structuring of control algorithms and monitoring execution performance.

In our development of a new architectural framework, we represent the actions within task structures that explicitly consider dynamic interactions between the robot and the human [279], and develop control algorithms that implement task units in the form of stable sensorimotor behaviors [57,99]. We have developed the perceptual manipulation architecture [115-117,280] for the purpose of executing formal task behaviors, that can be monitored by a set of performance metrics. Therefore, it naturally lends itself for developments of RAEVA like systems. In contradistinction to conventional model-based approaches that plan and execute robot actions relying heavily upon apriori world models, the RAEVA architecture has been conceptualized within a "Perceptual Robotics" (PR) formalism [115-116]. To ensure stable and robust interactions between the
machine and a human, robot actions are generated through a "perception-directed reverse engineering of formal task behaviors to satisfy competing execution metrics". In this section, we describe the actual RAEVA architecture. In the following sections, we will compare our approach with the state-of-the-art, and provide a justification for the line of thought followed herein.

We begin by briefly describing the system features for RAEVA. Fig. 7.2.1.1 describes the three basic functional units: a voice-activated Command I/O Unit that recognizes high level supervisory control commands from EVA / IVA crew members; a Static Task Analysis Unit that analyzes Crew-EVA primitives to determine the corresponding robot task primitives, configures the perceptual and control organization and synthesizes relevant execution metrics; and, a Task Perception and Execution Unit that implements a recursive hierarchy comprising of control execution units.

Fig. 7.2.1.2 summarizes the complete system architecture. The basic architectural building block of its Execution Unit is a kernel of behavioral primitives, constructed upon a vocabulary of formal Task Primitives (e.g., Free Motion (FM), Guarded Motion (GM), Fine Motion (FIM), Free Force (FFA), Guarded Force (GFA) and Fine Force Application (FIFA) [279]). The latter have been derived to explicitly represent the complete physics of mechanical interactions, given by the power flow across the contact interface (formally defined in [279] and references therein (thermal, magnetic and other affects are neglected). The architectural decomposition has been derived to allow an explicit representation of dynamical interactions between the robot and its environment at locations where maximal subsystem control under varying "system sensitivities" (system stability versus subsystem control errors) is desired. For example, Figure 7.2.1.3 shows the kernel of task primitives for a dual arm RAEVA configuration. As shown, the kernel
Figure 7.2.1.1. RAEVA system overview.
Figure 7.2.1.2. Perceptual Manipulation Architecture.
## Task Decomposition Primitives

<table>
<thead>
<tr>
<th>Level</th>
<th>Free Motion</th>
<th>Free Force Application</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>OBJECT LEVEL</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Free Motion</td>
<td>Free Force Application</td>
</tr>
<tr>
<td></td>
<td>Guarded Motion</td>
<td>Guarded Force Application</td>
</tr>
<tr>
<td></td>
<td>Fine Motion</td>
<td>Fine Force Application</td>
</tr>
<tr>
<td><strong>GRASP LEVEL</strong></td>
<td>Preshape</td>
<td>Rigid Grasp</td>
</tr>
<tr>
<td></td>
<td>Grasp / Regrasp</td>
<td>Acquisition</td>
</tr>
<tr>
<td></td>
<td>Re-Acquisition</td>
<td>Manipulation</td>
</tr>
<tr>
<td><strong>MULTIPLE ARM LEVEL</strong></td>
<td>Free Motion</td>
<td>Free Force Application</td>
</tr>
<tr>
<td></td>
<td>Guarded Motion</td>
<td>Guarded Force Application</td>
</tr>
<tr>
<td></td>
<td>Fine Motion</td>
<td>Fine Force Application</td>
</tr>
<tr>
<td><strong>ARM LEVEL</strong></td>
<td>Free Motion</td>
<td>Free Force Application</td>
</tr>
<tr>
<td></td>
<td>Guarded Motion</td>
<td>Guarded Force Application</td>
</tr>
<tr>
<td></td>
<td>Fine Motion</td>
<td>Fine Force Application</td>
</tr>
<tr>
<td><strong>JOINT LEVEL</strong></td>
<td>Free Motion</td>
<td>Free Force Application</td>
</tr>
<tr>
<td></td>
<td>Guarded Motion</td>
<td>Guarded Force Application</td>
</tr>
<tr>
<td></td>
<td>Fine Motion</td>
<td>Fine Force Application</td>
</tr>
<tr>
<td><strong>ACTUATION LEVEL</strong></td>
<td>Free Motion</td>
<td>Free Force Application</td>
</tr>
<tr>
<td></td>
<td>Guarded Motion</td>
<td>Guarded Force Application</td>
</tr>
<tr>
<td>(Tendon Drive, e.g., Asada Hand)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Direct Drive, e.g., Salisbury Hand)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Pneumatic Drive, e.g., Utah Hand)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Geared Drive, e.g., Puma 560, RMS, Robotics Research Arms)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 7.2.1.3. A Necessary and Sufficient hierarchy of task decomposition primitives for prototypical mechanical interaction tasks (i.e., involving forces and motions only). (ref: [279])
TASK: Shared ORU Acquisition, Removal and Transport During I1ST Camera Servicing

"ACQUIRE HANDLE FOR SHARED REMOVAL AND MANEUVER"

![Diagram showing task decomposition hierarchy for a prototypical mechanical interaction task, i.e., shared transportation of loads by a human and robots.]

Figure 7.2.1.4. Task decomposition hierarchy for a prototypical mechanical interaction task, i.e., shared transportation of loads by a human and robots.
TASK PRIMITIVE USAGE PROFILE DURING RAEVA OPERATIONS

Figure 7.2.1.5. Sequencing profile for task-primitives during prototypical task execution for a class of RAEVA relevant tasks.
of task primitives are arranged to explicitly capture robot-environment interaction modes at the Object, Grasp (Multiple arms), Arm, Joint and the Actuator Levels. Such an architecture would represent a departure from the traditional approaches based upon information processing (symbol/numeric), process rates and interaction context (global/local). Also, unlike iterative robot architectures, e.g., HANDEY, SOAR, HICS, etc., each behavioral primitive recurses within a set of perceptual structures that are engineered to provide complete control observability.

Fig. 7.2.1.4 further elucidates the usage of such primitives, during Shared ORU Acquisition, Removal and Transport. The shared transport sequence begins with a set of recursive instantiations of elemental Arm-level Free Motions until proximity, followed by Guarded Motions until the handle of the ORU is within the gripper workspace. Thereafter, repeated invocations of elemental (Object-level) Grasp followed by acquisition primitive allows stable acquisition of the handle in the gripper. During shared transport, the robotic system would be placed under Arm-level Fine Force Application. The numbers, 1 through 5 represent the temporal ordering of Reach, Approach, Grasp, Acquisition and shared Transport phases of the operation (Venkataraman and Lyons in [283]), while the symbol "*" denotes recursive primitive instantiation until the execution metric are satisfied. Figure 7.2.1.5 presents a sequencing profile for task-primitives during prototypical task execution for a class of RAEVA relevant tasks.

7.2.1. Perception Architecture

Fig. 7.2.1.1(a) and 7.2.1.1(b) expand on the perceptual structures for the above Shared Transportation example. A Task Analysis Unit (TAU) (see Fig. 7.2.1), determines the configuration of a set of sensors, necessary for complete
Figure 7.2.1.1(a) Perceptual organization and architecture
Figure 7.2.1.1(b) Abstract architecture for perception.
control observability during task executions. This information is used by a Perception Activation Unit (PAU) that enables appropriate sensor routing within a Sensor Partitioning Network (SPN). In addition, the necessary sensor integration mechanisms are configured within a Logical Sensor Structure (LSS) for the construction of relevant perceptual features to provide control observability. For example, during guarded motion, PAU would route vision and proximity information through the SPN. Within the LSS, feature level descriptions of the arm will be extracted from the vision and proximity data. The LSS concept is discussed in detail in [123]. The output of LSS elements is routed to the control execution units via the Perception Bus (refer Fig. 7.2.1.4). Each control unit is repeatedly invoked until the output from the latter corresponds with the goal condition.

7.2.2. Control Architecture

Fig. 7.2.2.1 illustrates a typical control execution unit. It comprises of four basic elements: a metric reasoning engine, adaptive execution element, e.g., neural networks, metric enforcing mechanisms and local memory for storing relevant task execution states. The Metric Synthesis Unit (in Fig. 7.2.1.2) only provides global performance considerations, e.g., close up to 5 cm near an ORU. The Metric reasoning engine then computes the corresponding control tracking performance, i.e. the precision metric, to be achieved in the perception-space to match the information provided by the corresponding LSS. For example, if the adaptive execution element is a neural network, then the metric engine needs to set up bounds on network convergence that will guarantee desired performance. Figure 7.2.2.2 provides a schematic comparison of the Perceptual Manipulation Architecture with existing robot manipulation architectures discussed in Section
Figure 7.2.1. Behavioral primitive control execution unit

![Diagram of Behavioral Primitive Control Execution Unit]
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Figure 7.2.2.2. Metric synthesis during prototypical contact interaction task (e.g., shared transportation of loads in space by robot and astronaut).
Figure 7.3.1.3.1. Coexistence of perceptual manipulation architecture with existing robotic architectures.
7.2, namely NASREM (Albus et al. [8]), Subsumption Architecture (Brooks [54]), Intelligent Control (IC) Architecture (Meystel [210]), Intelligent Control System (ICS) Architecture (Saridis [253]).

7.3 SID-Based Neurocontrol Algorithms

Proceeding along our derivation of manipulation architecture, we exploit the SID formalisms developed in the preceding chapters to precisely identify and define the internals of the control execution unit discussed in Section 7.2.2.

7.3.1. Task Space Control

Consider the following scenario, wherein we are trying to incrementally execute vision-guided multijoint positioning to the proximity of the targeted object, say an ORU handle, and attain an orientation that facilitates subsequent acquisition of the handle. This corresponds to executing the Free Motion primitive as defined in the previous section. At the beginning of each control cycle, the distance vector between the end effector of the arm and the ORU handle is computed by the vision system [173] and supplied to a free motion control execution unit. This distance vector is mapped into the robot actuation space in the following manner:

Since task space may be informally defined as a space in which system performance sensitivity to control errors is maximal (formal definitions may be found in Venkatarmaman and Lyons in [283], a space constructed out of the relative location and orientation of the robot arm's end effector with respect to the targeted object may be considered as a candidate for free motions. The coordinates may be defined with respect to any arbitrary coordinate system. A particular instance of the former is well known in literature as the robot's operational
space introduced by Khatib [160,161]. Free motion sensorimotor control will therefore be responsible for servoing the end effector to some neighborhood of a pre-determined proximity distance from the target object. The relative distance would typically form a Euclidean space $X \in \mathbb{R}^6$, and would form a set of generalized coordinates in the Lagrangian sense [164]. Let $X$ represent the object-end effector distance in the visual space (e.g., reference coordinate system is located at the camera itself). The robot arm dynamics may be expressed in the visual space in the following manner [233]:

$$F^a = I(X) \ddot{X} + C(X, \dot{X}) + G(X) = f_1(X, \dot{X}, \ddot{X}) \tag{7.3.1.1}$$

$$\ddot{X} = I^{-1}(X, \dot{X}) = f_2(X, \dot{X}, F_a) \tag{7.3.1.2}$$

where $F^a \in \mathbb{R}^6$ represents pseudo actuation signals in the visual space. $I(\cdot)$, $C(\cdot)$ and $G(\cdot)$ are the inertial, coriolis plus centripetal forces and the gravitational term in the visual space. Note that the relationships derived in [160] between joint inertias, coriolis and gravitational forces, and their counterparts in the operational space, qualitatively hold for the corresponding terms in the above equation as well.

To obtain values of $F^a$, given $X$, $\dot{X}$ and $\ddot{X}$, traditional methods would require the calculation of manipulator inertias, and coriolis and gravitational forces in a manipulator's joint space, their transformation into the visual space. This, in general, is computationally intensive, and requires special purpose hardware [51]. In a departure from traditional robotics, we adopt the alternate approach of learning the multivariate, dynamics equation, Eqs. (7.3.1.1) and (7.3.1.2) as a nonlinear input-output mapping between the actuation signal vector $F_a$, and the
states $X, \dot{X}, \ddot{X}$ using neural learning formalism Algorithm SID.6. In addition, to computational speedups resulting from massively, parallel and asynchronous information processing, neural networks can enable adaptation in real-time to changes in the robot's structural characteristics (including the effects of backlash and friction) [152]. Let, $\hat{f}_1$ and $\hat{f}_2$ represent the learnt approximations of $f_1$ and $f_2$ in Eqs. (7.3.1.1). The function $\hat{f}_1$ performs the system identification, while $\hat{f}_2$ may be tuned for motion control. Once $\hat{f}_1$ and $\hat{f}_2$ are obtained, the dynamical systems in Eqs. (7.3.1.1) and (7.3.1.2) may be discretized to yield:

$$F_k^a = \hat{f}_1 \left( X_k, \dot{X}_k, \ddot{X}_k \right)$$

$$\dot{X}_{k+1} = \dot{X}_k + \alpha \hat{f}_2 \left( X_k, \dot{X}_k, F_k^a \right)$$

(7.3.1.3)

where $\alpha$ denotes the step size. Fig. 7.3.1.1 shows the schematic of the open-loop (during free motion) robotic arm after system identification has been completed. In the system-theoretic sense, $Z^{-1}$ represents the time delay elements.

A multitude of methodologies exist for the design of discrete time controllers for the identified system [22,260]. In our current stages of controller design, we drive the design process using a reference model. This method has been extensively discussed in conventional adaptive control [220]. Briefly, the intent is to design an input (and/or feedback) shaping function that will make the closed-loop controlled system appear exactly as specified by the reference model. As a simplest example, consider the formulation using the Pole Placement Method [82]. The controller for a linear system can be derived as: Assume a system of the form

$$\frac{d^2 x}{dt^2} + a \frac{dx}{dt} + bx = u$$

(7.3.1.4)

is driven by a reference model of the form

$$\frac{d^2 x}{dt^2} + c \frac{dx}{dt} + dx = r$$

(7.3.1.5)
where a, b, c and d denote constants. Assuming full state feedback, the controller can then be simply computed using

\[ u = (a - c) \frac{dx}{dt} + (b - d)x + r \]  \hspace{1cm} (7.3.1.6)

In the Laplacian domain, the transfer function is given by

\[ Y(s) = \frac{1}{(s + a)(s + b)} U(s) \]

is driven by a reference model

\[ Y(s) = \frac{K}{(s + c)(s + d)} r(s) \]  \hspace{1cm} (7.3.1.7)
The corresponding control law can then be written as

$$U'(s) = \frac{K(s + a)(s + b)}{(s + c)(s + d)}$$

(7.3.1.8)

We shall briefly discuss our metric-driven derivation of reference models in a later section. For sake of simplicity, consider only linear time invariant reference models [220] with the form

$$\dot{X} = -p_1 \dot{X} - p_2 X + q$$

(7.3.1.9)

where, $p_i \in \mathbb{R}^6 \times \mathbb{R}^6$ are the coefficients of the linear system, and $q \in \mathbb{R}^n$ is the reference signal. The actuation signals can then be computed using

$$F_a^k = f_1 \left( X_k, \dot{X}_k, \left( -p_1 \dot{X}_k + -p_2 X_k + q_k \right) \right)$$

(7.3.1.10)

Fig. 7.3.1.2 shows the schematic of the controlled system. Note that the output of $f_2$ corresponds to the pseudo actuation signals $F_a$ at instant $k$, and represents an input into the joint-level controller that we discuss shortly.

The transformation of $F_a$ into the robot's joint space is given in the following manner:

$$\tau_a = J^T F_a$$

(7.3.1.11)

where, $J$ represents the standard manipulator Jacobian [233]. A key concern during free motion is obstacle avoidance. Many global methods that rely on a priori knowledge about the location (and motions if any) of the obstacles have been proposed [146,161,195,256]. We resort to repulsive potential functions for local obstacle avoidance [160,161]. The other contribution to joint torques, therefore, would be as a result of obstacle avoidance forces. To ensure that obstacles will indeed be avoided, we propose a log based potential function of the form [256]:

$$E_o = K \log(Z)$$

(7.3.1.12)
where, \( K \) is a time (in)variant gain, and \( Z \) is the perpendicular distance between the links of the arm, and the nearest obstacle. The quantity \( Z \) is well known in robotics literature [256]. The repulsive forces are:

\[
F_0 = \frac{\partial E_o}{\partial Z} = \frac{K}{Z}
\]  

(7.3.1.13)

which implies that as \( Z \to 0, F_0 \to \infty \). Assuming \( K \) proximity sensors, rigidly
affixed to the body of the arm, the value $Z$ can be computed as:

$$Z = g^\theta(\Theta) \quad (7.3.1.14)$$

where, $\Theta$ is the corresponding vector of joint angles. At the same instant let the proximity sensor readings be recorded in a vector $S$. Let the jacobian between the space of $Z$ values, and the joint space be $J_o$. Since the proximity sensors are fixed at known locations, it is reasonable to assume that $J_o$ will be known. That is, for known values of $\Theta$, the corresponding obstacle avoidance forces in the joint space $\tau_o$ may be computed as:

$$\tau_o = J_o^T F_o$$

$$= J_o^T K Z$$

$$= J_o^T K g^\theta(\Theta)$$

$$= J_o^T K g^s(S) \quad (7.3.1.15)$$

where $g^s(.)$ is a complex nonlinear mapping function between $S$ and $Z$ to be learnt. Therefore,

$$\tau = \tau_a + \tau_o$$

$$= \begin{bmatrix} J^T_a & J_o^T \end{bmatrix} \begin{bmatrix} F_a g^s(S) \end{bmatrix} \quad (7.3.1.16)$$

where $\tau_a$ and $\tau_o$ denote torque required for actuation and obstacle avoidance respectively. A schematic of the decomposition of task space and proximity sensor space information into the robot’s joint space is shown in Figure 7.3.1.3. In the figure, the units SI.1 and SI.2 denote system identification units at the joint and arm level respectively. The unit labeled QPT is responsible for parametrized selection of appropriate reference model [220]. The Singularity Interaction Dynamics formalisms described in Chapter Two through Five may be used for online learning of the nonlinear map, $g^s(.)$, map

$$\tau = g^r(F_a, S) \quad (7.3.1.16)$$
7.3.2. Joint Control

As proposed in [129], interconnected dynamical systems may be described using alternating Impedances and Admittances. This allows one to maintain consistency in bookkeeping power flow variables. For example, during free, guarded or fine motions, a robot imparts flow vectors across an interaction port (in its task space) to the (free space) environment around it [279]. Consequently, the robot can be described in the form of a Lagrangian, while the environment is an
admittance. This calls for a Co-Lagrangian (an admittance-like) description for the actuators placed at the joints. As discussed by Venkataraman in [279], the Co-Lagrangians are based on the conservation of kinetic energy $K$ and potential co-energy $P^*$. Given that

$$dK = \Theta_a^T dp$$
$$dP^* = \Theta_a^T d\tau$$

(7.3.2.1)

And the Co-Lagrangian function $L^*$ is

$$L^* = dK + dP^*$$

(7.3.2.2)

where, $p$ is the angular momentum at the joints, and $\Theta_a$ represents the angular motion of the actuators located at the joints. The basic structure of the dynamical equation derived herefrom is similar to that of a Lagrangian, i.e.,

$$\Theta_a = I^*(p) \dot{\tau} + C^*(p, \tau) + G^*(p)$$

(7.3.2.3)

where, $I^*, C^*$ and $G^*$ are the force-momenta duals of inertia, coriolis and gravitation terms for the actuator. Since, is is extremely difficult to obtain the co-Lagrangian dynamics equation for a system, Venkataraman proposed a pseudo-form in [279]. The latter may be derived through a substitution for $\Theta_a$ in the actuator Lagrangian in terms of the task space Lagrangian. In our formulation, we consider the co-Lagrangian as a nonlinear map between actuator velocities $\Theta_a$, and the terms $p$, $\tau$, $\dot{\tau}$, thereby obviating the need for explicit computation of the pseudo co-Lagrangian. We define nonlinear functions $f_3$ and $f_4$ as

$$\dot{\Theta}_a = f_3(p, \tau, \dot{\tau})$$
$$\dot{\tau} = f_4(p, \tau, \Theta_a)$$

(7.3.2.4)

The nonlinear functions, $f_3$ can be learnt off-line in a manner similar to the process for $f_1$ and $f_2$ in Eqs. (7.3.1.1). Let $f^3$ be the corresponding learned
nonlinear approximator. Actuation control is performed to mimic a reference model of the form

\[ \dot{F} = -p_3 F - p_4 p + r \]  

(7.3.2.5)

which implies that \( f_4 \) can be learnt analogous to \( f_2 \), and parameters of the equations above can be used to compute \( \dot{\Theta}_{a*} \). Fig. 7.3.1.3 summarizes the control architecture for the entire arm free motion control.

### 7.3.3. Guarded Motion Control

In this subsection we discuss the implementation the behavioral control unit for executing guarded motion. In the case of guarded motion, however, (in addition to the goal specification in the visual perception space), a guarding force needs to be be specified [203,204]. The latter accounts for unprecedented variations in the end effector’s environment (Mason in [51]). With this, the contribution to the task space pseudo actuation signal will arise from two sources: one for the actual task space motion control of the arm, and the second, a guarding force \( F_g \). That is,

\[ \dot{X}_{k+1} = \dot{X}_k + \alpha \dot{f}_1(X_k, \dot{X}_k, F_a) + \frac{\partial C(F_{g*}, F_{g*})}{\partial F_{g*} F_{g*}} \]  

(7.3.3.1)

where \( C(.) \) is a generalized nonlinear compliance function [203], that represents the impedance matching required for a given environment. During free motions, for example, \( C = 0 \). It is, in general, extremely difficult to determine a compliance function that can capture all expected environmental situations. The compliance functions can be derived by learning the impedances between a robot and its environment [129], based upon notions of coupled robot-environment stability properties.

### 7.3.4. Fine Force Application Control
Within our proposed scenario, a key primitive of interest is fine force application, as introduced in Section 7.2, to provide for stable contact interactions, e.g., during shared transportation of payloads. In this case, the robot is modelled as an admittance that admits the human, whose dynamics takes the form of an impedance. Accordingly, we adopt the dynamic models first proposed in [279], wherein the coupled robot-environment dynamics may be given using:

\[
\begin{align*}
\dot{X} &= f_e(X, \ddot{X}, F) \\
\dot{F} &= f_r(p, F, \dot{X}_a, \dot{X})
\end{align*}
\] (7.3.4.1)

where the subscripts \( e \) and \( r \) refer to environment and robot respectively. Combining the above yields

\[
\Pi = f_5(p, F, X, \dot{X}, \dot{X}_a)
\] (7.3.4.2)

where, \( \Pi = [X^T, p^T]^T \) and nonlinear function, \( f_5 = [f_e^T, f_R^T]^T \). Eq. (7.3.4.2) possesses the same structure as Eq. (7.3.1.1) and (7.3.1.2). The equivalent of Eqs. (7.3.1.3) can be expressed as:

\[
\begin{bmatrix}
0 \\
X_a
\end{bmatrix} = f_6(X, \dot{X}, \ddot{X}, p, F, \dot{F})
\] (7.3.4.3)

where, \( f_6 = \begin{bmatrix} f_e(X, \dot{X}, \ddot{X}, F) \\ f_R(p, F, \dot{F}, \dot{X}) \end{bmatrix} \). Once again \( \hat{f}_5 \) and \( \hat{f}_6 \) represent the learnt approximations to \( f_5 \) and \( f_6 \) respectively. Fig 7.3.4.1 shows the schematic for system identification.

For control, let the reference model be of the form:

\[
\begin{bmatrix}
\dot{X} \\
\dot{F}
\end{bmatrix} = \begin{bmatrix}
-p11 & 0 \\
0 & -p12
\end{bmatrix} \begin{bmatrix}
\dot{X} \\
\dot{F}
\end{bmatrix} + \begin{bmatrix}
-p21 & 0 \\
0 & -p22
\end{bmatrix} \begin{bmatrix}
X \\
p
\end{bmatrix} + \begin{bmatrix}
0 \\
q
\end{bmatrix}
\]
\[
\Pi = -P_1 \Pi - P_2 \Pi + \begin{bmatrix}
0 \\
q
\end{bmatrix}
\] (7.3.4.4)
The schematics in Fig. 7.3.4.1 and 7.3.4.2 illustrate the control architecture at the task level. Another important issue that needs to be addressed is obstacle avoidance. Although in principle, obstacle avoidance strategies will be identical to that during free motion (as discussed in Section 7.3.1), the underlying energy function requires some modification. We consider a function of the form

\[ E_o = K \log(p_o) \]

\[ \dot{Z} = \frac{\partial E_o}{\partial p_o} = \frac{K}{p_o} \]

(7.3.4.5)
Once again, $\bar{X} = [\dot{X}_d^T, \dot{Z}^T]^T$, and the appropriate joint velocities $\dot{\Theta}$ may be obtained in a manner similar to that in free motion. The function $g$ used in obstacle avoidance during free motions will also vary in the following manner:

$$
\begin{align*}
  g^*_r(p_j) &= p_o \\
  g^*_a(p_S) &= p_o
\end{align*}
$$

Since the arm dynamics is described in the admittance form during fine force application, the actuator dynamics will be represented as an impedance that delivers necessary $\dot{\Theta}$ values. Joint lagrangian has a structure identical to Eqs.
(7.3.1.1)-(7.3.1.3). So, the system identification and control methodologies will be identical to those for free arm motions. However, the reference model will be derived here to deliver desired \( \dot{\theta} \) values instead of goal positions. Fig. 7.3.4.2 describes the joint control architecture, while Fig. 7.3.4.3 summarizes the entire fine force application control architecture.

![Diagram of control system](image)

Figure 7.3.4.3. Controller for implementing Fine Force Application primitive.

Each and every control unit (whether they are at the arm or joint level) is driven to mimic a reference model. In the preceding discussion we had assumed the form of this model to be known. A key future objective is to (a) study
the control requirements to determine an appropriate form for reference models required for each control primitive (b) derive linear (and subsequently nonlinear [164,165]) reference models using newly emerging research in Qualitative Physics ([86] and references therein).

Consider a standard second order system or the form:

\[ \ddot{X} = -p_1 \dot{X} - p_2 X + q \]  

(7.3.5.1)

The above system is analogous to a mechanical system consisting of a mass \( m \), spring (of stiffness \( k \)) and dashpot (of coefficient \( b \)), \( p_1 = \frac{k}{m} \) and \( p_2 = \frac{k}{m} \). If the system is modulated by an external input \( q_e \), then \( q = \frac{q_e}{m} \). With this connection in mind, it is obvious that to make the system stiffer, one can increase the value of \( k \), or reduce oscillations and make the system sluggish by increasing the value of \( b \). Further payloads can be captured with the term \( m \). Therefore, the problem of metric reasoning becomes one of understanding the information from sensors, and from other control units in the context of stable task primitive execution, and metric generation refers to the generation of the parameters, \( p_1 \), \( p_2 \) and \( q \) for control.

The controllers for fine motion, free force application etc., at different architectural levels may be derived in a similar manner.

7.4. Summary

In this chapter we have attempted to apply our work in the context of a novel real-world robotic application currently under development. Using recent results in formal task analysis and dynamic modeling [279], we systematically derived learning reformulations to nonparametric system identification and control. The resulting formalisms are well within the addressable complexity of our
SID learning algorithms. In fact, our earlier performance requirements necessitate a real-time learning framework as powerful as SID.

In terms of the application, we argued that operational safety, adaptation to a dynamically active agent (astronaut) in the workspace and overall system stability are fundamental to the design of Robotic-Assistants for synergistic task execution during EVA. The targeted application domain for such systems is EVA-enhancement. Technically, the problem entails building robotic systems with "doing intelligence" as opposed to reasoning intelligence, i.e., systems that can stabilize contact interactions with unstructured active environments, effect damage-proof interactions on fragile passive environments and accommodate dynamic unmodeled obstacles. The functional and technical requirements for the above system were analyzed to show that model-directed architectures and control formalisms have limited applicability to Robotic-Assistants. On the other hand, a natural tie-in to perceptual robotics was established. Further, a different architectural approach to the problem was presented. Unique characteristics of the proposed approach included the engineering of control execution chassis using a vocabulary of behavioral primitives derived from the physics of interactions rather than adhoc macros; perceptual structures engineered for complete control observability; perception-directed execution behavior rather than complete reliance on a priori world-models; and, the usage of competing, precision and compliance metrics to control and interrelate the execution of aforementioned behavioral primitives.
Chapter Eight

Conclusions

This chapter provides a summary of the work detailed in this dissertation, an outline of the specific contributions of the work, suggestions for possible extension of the work, and some concluding remarks.

8.1. Summary of Thesis

This thesis has addressed a fundamental problem in computational AI — developing a new class of massively parallel, computational neural learning algorithms for robustly, abstracting complex nonlinear transformations, e.g., functional, spatial, temporal and statistical invariants, from representative samples, in real-time. Provision of such a capability is at the core of many difficult problems in robotics, signal processing, remote sensing, control, etc. In contradistinction to existing dynamical neural learning formalisms our models, algorithms SID.1 through SID.6, encode information as singular, rather than regular, solutions to neurodynamics using the notion of terminal attractors. The infinite local stability resulting from violation of Lipschitz conditions, enables dramatic speedups during the learning process. Our notion of real-time pertains to operational responses that can be obtained in a few time constants of the individual neurons. In addition, we have addressed the issues of scalability and flexibility in neural networks. In this section we summarize the key results.

In Chapter Two we introduced a formal framework for deriving supervised learning algorithms for dynamical neural networks, both with and without feedback. By exploiting a recent breakthrough in nonlinear dynamical systems theory
- namely, the notion of terminal attractors, we defined neural learning formalisms, that are based on solutions of coupled singular differential equations. The model was appropriately denoted as Singularity Interaction Dynamics Model. In a departure from prior neuromorphic algorithms our methodology provided mechanisms for incorporating an in-training "skew" to handle network as well as design constraints. We showed how constraints could be augmented to the learning objectives using the method of lagrange multipliers. Optimization algorithms were then derived so as to strictly satisfy Lyapunov Stability criteria. The notion of "virtual attractors" was introduced to guarantee overall network stability. Extensive simulation results demonstrate that our model outperforms state-of-the-art back-propagation type neural learning formalisms by two to three orders of magnitude.

In Chapter Three we provided a novel manifestation to computational learning based on phenomenology of nonlinear neural networks. We presented a neural network model that allows adaptive evolution of network topology in addition to evolution of synaptic strengths. The former objective is achieved by taking recourse to Gauss's Least Constraint Principle in mechanics. This is a radical departure from existing connotations of learning. We further examined a fundamental limitation in neural learning algorithms - training and retraining costs and the versatility of neural network models. Motivated by results in "renormalization group theory and critical phenomena" in statistical quantum mechanics, we devised a methodology for "aposteriori regularization" in neural networks. This enables us to satisfy a multiplicity of event-driven constraints in real-time, without training the network each time we are faced with a new constraint. Further, in the previous sections, we had largely exploited the notion of terminal attractors to obtain speedup per learning iteration. In this chapter we showed how to speedup the entire learning process. This was achieved by devising an algorithm for adapting time scales in the terminal attractor formalism. These
constructs were used to rederive the neural learning formalisms. Our benchmarking results for signal processing problems indicated over two orders of magnitude improvement for learning hard nonlinearities. Also the algorithm was found to be over three orders of magnitude training sample stringent as compared to state-of-the-art feedforward neural learning formalisms. In addition, we provided insight on the role of numerical tools used in neural network simulations.

Today the bulk of neural learning algorithms employed heuristics at some stage or the other. Our own work up to this stage, relied upon an efficient heuristic for inverting matrices, as proposed by Pineda [238,239]. In Chapter Four, we exploited a powerful tool for sensitivity analysis of nonlinear systems to put on a firm mathematical basis our results in computational learning. We provide a formal framework for global computation of sensitivities. In Chapter Five, we exploited the concept of adjoint operators to enable computation of changes in the network's response due to perturbations in all system parameters, using the solution of a single set of appropriately constructed linear equations. The lower bound on speedup per learning iteration over conventional methods for calculating the neuromorphic energy gradient is $O(N^2)$, where $N$ is the number of neurons in the network. Our simulation results indicate over three orders of magnitude improvement in training sample stringency.

In Chapter Six we addressed another fundamental issue, which directly impacts the scalability of current theoretical neural network models to applicative embodiments, in both software as well as hardware - namely inherent and unavoidable concurrent asynchronicity of emerging fine-grained computational ensembles and the consequent chaotic manifestations in the absence of proper conditioning. All dynamical systems formulations to neural network models are strewn with parameters - decay constants, response gain, etc. Today, however, their selection of such has remained largely heuristic, based on "anecdotal explorations".
We conduct a systematic analysis of the implications of these parameters on the neurodynamics, to illustrate that they could have dramatic implications on network scalability, convergence, throughput and fault tolerance, during both concurrent simulations and implementation, in concurrent VLSI, optical and optoelectronic hardware. For the first time we use dynamical diagnostics, Lyapunov exponents to formally characterize the widely observed dynamical instability in neural networks as "emergent computational chaos" and not broadband white noise. Using contracting operators and nonconstructive theorems in Fixed Point Theory, we rigorously derive the necessary and sufficient conditions for eliminating all oscillatory and throughput-limiting "emergent computational chaos". Neural algorithms are derived for conditioning Cohen-Grossberg-Hopfield (CGH) (additive-type) networks to operate under true "concurrent asynchrony". We demonstrated that our results are robust even in the presence of exceptionally large delays (\(\lambda 2000\) time constants). The validity of our results was demonstrated by simulated massively parallel networks ranging from few 100 synapses to over 100 million interconnects.

Finally, in Chapter Seven we provided insight for exploiting this powerful repertoire of adaptive neural learning formalisms to provide an enabling core for addressing a fundamental problem in robotics - the design of autonomous robots designed to perform tasks in unstructured and unpredictable environments. Using some recent results in task analysis and dynamic modeling, we propose a Perceptual Manipulation Architecture. The architecture, conceptualized within a "perceptual framework", is shown to be well beyond the state-of-the-art "model-directed" robotics. A technical critique on the proposed architecture is presented to juxtapose it with existing robot architectures. For a stronger physical interpretation of our implications to autonomous robotics, the discussions are embedded in context of a novel systems' concept - Robot-Assisted Extravehicular Activity,
for automated space operations.

8.2. Contributions

In this thesis we have presented an incremental framework for fast learning in dynamical neural networks. The primary contributions of this work are:

[1] In a significant departure from existing dynamical neural network formalisms we introduced an adiabatic learning model, wherein information was encoded as singular and not regular solutions to neurodynamics using terminal attractors. The infinite local stability resulting from this encodation strategy enabled immediate convergence to the fixed points during learning and operational phases, thereby providing dramatic speedup per learning iteration. The concept of terminal attractors was further exploited to define adaptive times scales which could be used to speedup the overall learning process.

[2] In the past, it has been demonstrated that complex information processing in the brain results from an adaptive and problem specific evolution of network topologies. In this thesis, we have demonstrated a framework for evolution of problem specific topologies. As a specific example, Gauss's Least Constraint Principle in Mechanics was exploited to adaptively derive networks with suboptimal topological configurations that favored locality of computation in addition to learning the nonlinear mapping.

[3] Our algorithm, \( S I D_1 \), provides a computational framework to explicitly encode problem specific constraints during learning. We later showed this to be limited in that it "skewed" network behavior to capture only limited aspects of the mapping of interest. Each different runtime interest would require retraining the network. Thus, in order to avoid excessive training/retraining
computational cost, we exploited advances in “renormalization group theory” in physics to design a methodology for incorporating a multiplicity of constraints at run-time without retraining. Our “a posteriori regularization” formalism provides a unique way for modulating network response without disturbing the synaptic structure of the network.

[4] Most of the computational cost incurred during gradient-descent based, learning, is expended in computing the parametric sensitivities, i.e., $dE/dp_\mu$ (as discussed in Chapter Four and Five). All existing learning algorithms hitherto required, a system of $N$ equations to be solved for each parameter $p_\mu$, where $N$ denotes the number of neurons in the network. We draw from results in Adjoint Sensitivity Theory, to obtain all derivatives by solving a single set of $N$ appropriately constructed linear equations. The lower bound on speedup per learning iteration over conventional methods for calculating neuromorphic energy gradient is $O(N^2)$.

[5] All dynamical systems formulations neural network models are strewn with parameters - decay constants, response gain, etc. Todate, however, their selection had remained largely heuristic, based on “anecdotal explorations”. For the first time we analyzed the effects of these parameters on the neurodynamics. We reasoned to discover that these parameters could have dramatic implications on network throughput, fault tolerance during both simulations and implementation in concurrent VLSI, optical and opto-electronic hardware. For the first time we use Lyapunov exponent measurements to formally characterize this instability as "emergent computational chaos" and not broadband white noise. We further developed algorithms based on contraction operators for rigorously deriving these parameters to eliminate all oscillatory and chaotic behavior. Our extensive empirical testing with arbitrarily large neural networks demonstrated robustness in the presence of
extremely large activation propagation time delays. Our results reflect a significant improvement on the parametric bounds derived by Marcus and Westervelt for network stability in the presence of activation signal propagation time delays.

On the applications front, we demonstrated the computational and paradigmatic strengths of our theoretical and algorithmic learning formalisms, by embedding them in an architectural framework for solving difficult problems in robotic manipulation systems [30,33-34,103,105,107-111,114-117,280-282], deterministic scheduling and load balancing [113,273], multi-target tracking [140] and multidimensional signal identification and characterization [32,35,104,105]. We defined a "perceptual approach" to designing such systems, demonstrating them to be well beyond the reach of "model-centered" robotics technology. We conjectured as to how the tools developed herein might form an enabling core for high performance task-dependent adaptive control of such systems. Our benchmarking results in signal processing problems and manipulator inverse kinematics problems have already shown a promise in that direction.

8.3. Future Directions

We see many future directions for this work, both in terms of extension on fundamental neural networks theory as well as in the development of advanced real-life applications in robotics, signal processing, remote sensing etc. Our approach in drawing heavily from rigorous results in dynamical systems theory, nonlinear mathematics, system science, statistical physics, etc., reflects our firm conviction that robustness in computational capabilities of neural networks can be derived only from the robustness and rigor of mathematical tools employed to design them. We have and continue to reject adhoc heuristics and brute-force arguments in our model derivation. As we continue to telescope years of biological
evolution into few years of neural net and AI research, we would however from here on like to emulate biological metaphors and principles rather closely. For example, in an attempt to enforce mathematical regularity and tractability in our models, we have resorted to many phenomena that are unbiological. For example, during biological learning, the brain is continually exposed to changing input patterns and has no opportunity to freeze them while waiting for the approach to equilibrium, i.e., learning is nonadiabatic. The recent work by Toomarian and Barhen on nonadiabatic learning of nonlinear mappings in [272] is a step in this direction. Also, the idea that learning can proceed by clamping the output of a system to a desired value while synaptic weights area adjusted according to some rule, violates biological reality. In fact, in our opinion in bulk of current artificial neural network research the only true resemblance to biological neural networks is on an abstract level, i.e., in terms of high processing element connectivity and massively parallelism. We would like to deviate and deals with systems whose fundamental characteristic is variability rather than statistical regularity (Reeke and Edelman in [93]). In specific terms, the following fundamental problems related to the work presented here, are of long-term scientific interest

[1] Systematic and rigorous analysis on how much is learned in the continuous state dynamical systems formulation? When does unlearning set in? In fact, for continuous systems an even more fundamental question remains unanswered - What is learnable? Also, for continuous-state, continuous time neural networks, no insight currently exists for topographic partitioning, i.e., how to choose the hidden neurons.

[2] We would like to extend the constraint satisfaction framework, based on renormalization theory, to include inequality constraints. These are fundamental to problems in robotics, adaptive control of structures and signal processing. Recently [272], the framework has been extended to include
learning of time-dependent state-space trajectories. It would be useful to extend the constraint satisfaction framework into the latter formalism and benchmark capabilities with Jordan's [150] methodology for constrained trajectory learning.

[3] Another interesting problem is to analyze the synaptic weight space to correlate it with the physical system being learned. Currently, there is minimal correlation between the network dynamics and the dynamics of the physical system, thereby defying an understanding of the physics of the system being learned in the context of neural network internals, i.e. topology and weight space.

[4] In continuation of our development of a rigorous framework for autonomous robots along the lines discussed herein, two interrelated theoretical issues are of particular interest; namely understanding task stability and dynamics in the perceptual space, (i.e., from visual, force, and tactile data) and formal derivation of a necessary and sufficient set of task-specific perception primitives akin to control primitives. The latter issue is completely unaddressed to date.

8.4. Concluding Remarks

The work described in this dissertation demonstrates that it is possible to design extremely fast, versatile and robust neural learning algorithms, that can maintain performance even when the models are scaled to realistic size. These learning formalisms could form an enabling core for difficult problems in nonlinear adaptive control, object recognition and behavioral conditioning. While the mainstream of roboticists, continue to address issues relating to the kinematics, dynamics, design and control of complex mechanisms, which is in the domain of
engineering, we as Computer Scientists are working towards development of complex computational systems that will expand the capabilities of these mechanisms and inject rudimentary intelligence and autonomy in these systems. However, unlike AI researchers we emphasize “doing” intelligence rather than “reasoning” intelligence. While this research attempted to look at a problem that is very fundamental in this regard, namely learning complex nonlinear mappings from examples, there is much work left to do, both within the context of the high performance neural learning algorithms, complex concept representation, specially in the context of building intelligent machines that can perceive and manipulate objects with ease. The tools that we have developed as part of this research, will hopefully allow us to make a step in that direction.
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