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ABSTRACT

Pencil beam algorithms (PBAs) are often utilized for dose calculation in proton therapy treatment planning because they are fast and accurate under most conditions. However, as discussed in Chapman et al (2017), the accuracy of a PBA can be limited under certain conditions because of two major assumptions: (1) the central-axis semi-infinite slab approximation; and, (2) the lack of material dependence in the nuclear halo model. To address these limitations, we transported individual protons using a class II condensed history Monte Carlo and added a novel energy loss method that scaled the nuclear halo equation in water to arbitrary geometry. Our results indicated significant reductions in primary dose difference distal to laterally finite slab heterogeneities (~15%) compared to our previous model. Furthermore, our improved nuclear halo model decreased the distance-to-agreement (DTA) of the 1% isodose lines near heterogeneities by ~2-7 mm, and resulted in significant in-field improvement for deep air slabs (~2% improvement in total dose at the peak). Evaluation of both of these improvements in more clinically relevant geometries revealed an improved DTA of the 1% isodose line (~0.3-3 mm) and a reduction of maximum dose near the peak (18-27% reduced to 6-15%). Overall, the two modeling improvements made in this work have resulted in a dose model with significantly higher dose calculation accuracy across a wide range of particularly challenging geometries.
CHAPTER 1. INTRODUCTION

1.1 Overview

Proton therapy has gained widespread appeal and implementation into numerous external beam radiation treatment facilities. As of July 2017, the Particle Therapy Cooperative Group (PTCOG) reported sixty-four proton therapy facilities in operation and sixty-three either under construction or in the planning stages worldwide (PTCOG 2017). This development is attributed to the dosimetric benefits offered by protons, including: a sharp lateral penumbra, a narrow Bragg peak that can be modulated to arbitrary width, and a finite range, beyond which there is clinically insignificant dose. As will be shown, these dosimetric properties result from the physical interactions between protons and matter.

As interest in proton therapy continues, there has been a trend toward improving the precision of these treatments. For instance, the proton range (a critical factor for planning a patient treatment) is subject to uncertainties in imaging, patient setup, beam delivery and dose calculation. The specific parameters that define each of these aspects of patient care are typically managed using computer-based treatment planning systems (TPS). A TPS is used to evaluate the dose distribution in several beam configurations, and identify the configuration resulting in optimal tumor and non-tumor dose. However, the extent to which dose conforms to the tumor or spares normal tissue is limited by the previously mentioned uncertainties. Therefore, reducing the uncertainties of any one of these aspects directly results in a more conformal plan.

An essential component for the quality of a radiotherapy treatment plan is the accuracy of the dose calculation model. Although the clinical advantages of more accurate dose calculations have not been fully quantified, studies have shown that 5% changes in dose can result in 10-20% changes in tumor control probability (TCP), or up to 20-30% changes in normal tissue complication probabilities (NTCP) (Stewart and Jackson 1975, Goiten and Busse 1975, Orton et al 1984). Thus, maximizing the accuracy of dose calculations in treatment planning potentially translates directly to both improved tumor control and a reduction in incidence and/or severity of side effects.
Paganetti (2012) published a comprehensive study on this matter and posited reducing uncertainties in the proton range would allow a reduction of the treatment volume, permitting better utilization of the dosimetric advantages inherent to protons. In some cases, reducing some of these uncertainties will likely require the development of new technologies – such as replacing the now standard photon-based computerized tomography (CT) imaging technologies with proton-based solutions. Reduction of uncertainties in beam delivery and patient setup may require new procedures. However, Paganetti estimated that the largest uncertainties in the range were due to the analytical approximations used in current dose calculation technologies, amounting to ~+/-3% (1.5 standard deviations); he further speculated that the uncertainties in this category could be reduced to ~+/-0.2% using a dose calculation tool that more realistically models proton transport and interaction physics, especially in inhomogeneous regions.

An additional critical component that needs to be included in any proton dose calculation model is the dose resulting from secondary particles generated in nonelastic nuclear interactions (Pedroni et al 2005). The physical basis for this phenomenon will be discussed in a later section, but it has been shown that neglecting this effect in a proton dose model may result in systematic errors for small fields (~10-15%), depending on the size of the target volume (Pedroni et al 2005, Soukup et al 2005).

Thus, the literature indicates higher accuracy proton dose calculation algorithms would improve treatments and better utilize the dosimetric advantages inherent to proton therapy. Additionally, the increasing focus on conformal treatments places emphasis on developing higher accuracy dose calculations algorithms. All of these considerations will be further expanded on in the following sections.

1.2 Proton Physics

In this section, we consider the subset of interaction physics important for dose calculations in proton therapy. To facilitate discussion, this overview will be divided into three broad categories: energy loss, scatter, and nuclear interactions. Furthermore, emphasis will be on interactions resulting in the beneficial dosimetric properties previously mentioned, as well as concepts and equations relevant to discussion in proceeding sections. Detailed coverage of proton interactions in matter is available in the literature (Chu et al 1993, Pedroni
et al 1995, Lomax 2009, ICRU 1998, ICRU 2007, Newhauser et al 2015). In the sections that follow on dose calculation, discussion of dose models is broadly separately into two categories: “primary” and “secondary” (sometimes called “nuclear halo”) dose. “Primary” dose is used to refer to dose due to protons which were present at the start of the simulation (i.e., those protons that originate from the beam). As such, these protons are the ones that encounter energy loss interactions (section 1.2.1), multiple Coulomb scatter (MCS) (section 1.2.2) and larger angle scatter events, and fluence loss in nonelastic nuclear interactions (section 1.2.3). However, the “primary” dose term is based on analytical functions which cannot fully characterize all such events (for instance, the scatter model is based on a Gaussian, which is not capable of quantifying all large angle scatter events). The intention of the “secondary” dose term is to model dose due to secondary protons created in nonelastic nuclear interactions; however, events that are not adequately modeled by the primary term are also inherently accounted for in the secondary term since the total dose is fit to Monte Carlo data in water (see Chapter 2).

1.2.1 Energy Loss

As protons traverse matter, their energy is reduced by numerous inelastic interactions with atomic electrons. The electrons are ionized in these interactions, depositing energy mostly in local tissue, which results in absorbed dose. The proton’s large mass relative to that of the electron (1,832 times larger) results in negligible deflections during these events so that protons trajectories are very closely approximated by straight lines (see Figure 1.1); for this reason, energy loss can be quantified without considerations of scatter. These frequent energy loss events that protons encounter in matter results in a continual decrease in energy. After a proton has insufficient energy for further transport into matter, the proton stops, resulting in a finite range that is a function of the incident energy. Protons can also lose energy in elastic interactions with the atomic nucleus, however, this energy loss mechanism only becomes an important contribution to the overall dose at low energies, toward the end of range. In this work, energy loss via nuclear elastic interactions was not an important effect to model because it did not result in any difference in terms of the proton range. A less significant form of energy loss (negligible in therapeutic scenarios) is called Bremsstrahlung, meaning “braking radiation,” in
which the proton is deflected by the nucleus and the kinetic energy lost in this process is carried off by a photon to deposit dose in a remote area.

Figure 1.1. Protons lose energy mainly via inelastic Coulomb interactions with atomic electrons. Modified from Newhauser et al (2015).

The large number of protons in a therapeutic beam and the statistical nature of interaction cross sections infers that energy loss events are amenable to statistical treatment. Therefore, the energy loss rate, also called the linear stopping power, is defined as the ratio of the differential mean energy loss to depth in the material of interest. A more convenient expression of the energy loss rate is the mass stopping power, which is independent of the mass density. The linear stopping power is indicated by $S$, and the mass stopping power makes the density independence explicit, $S/\rho$. The stopping power is often further subdivided into electronic and nuclear stopping powers; the electronic stopping power characterizes energy loss events with atomic electrons whereas the nuclear stopping power characterizes energy loss due to elastic interactions with the nucleus. As mentioned previously, the nuclear stopping power was not included in the new dose model discussed in this work. In fact, Gottschalk et al (2015) states that in a model such as ours, it is conceptually incorrect to include the nuclear stopping power.

Numerous formulations have been presented for the linear electronic stopping power (Bragg and Kleeman 1905, Bohr 1915, and Bethe 1930 and Bloch 1933), but the most accurate formulation, called the Bethe-Bloch formula (Bethe 1930, Bloch 1933), takes relativistic and quantum mechanical considerations into effect and has the following form,

$$
\frac{S}{\rho} = \frac{-dE}{\rho dx} = \frac{4\pi N_A r_e^2 m_e c^2 Z}{\beta^2} \left[ \ln \frac{2m_e c^2 \gamma^2 \beta^2}{I} - \beta^2 - \frac{\delta}{2} - \frac{C}{Z} \right],
$$

(1)
where $N_A = 6.022 \times 10^{23} \text{ mol}^{-1}$ is Avogadro’s number, $r_e = 2.818 \times 10^{-13} \text{ cm}$ is the classical electron radius, $m_e c^2 = 0.511 \text{ MeV}$ is the rest mass of an electron, $\beta$ is the ratio of the velocity of the proton to the speed of light, $Z$ is the atomic number and $A$ is the atomic weight of the material of interest, $\gamma = (1 - \beta^2)^{-1/2}$. $I$ is the mean excitation potential of the material, $\delta$ is a density correction due to shielding of remote electrons by local electrons, and $C$ is a shell correction term.

The energy loss rate is inversely proportional to $\beta^2$, which implies an infinitely high and infinitesimally narrow peak as $\beta$ approaches zero; this results in the monoenergetic Bragg peak that is characteristic of proton beams. However, stochastic variations in proton energy loss (energy straggling) (Bohr 1948) result in slight changes in proton path lengths (range straggling). The overall effect of range straggling is a broadening of the Bragg peak that increases with increasing depth. For instance, a proton stopping power computation by Berger et al (2005) resulted in the range straggling evident in Figure 1.2. Energy straggling theories for thick (Bohr 1915), intermediate (Landau 1944), and thin slabs of material (Vavilov 1957) have been characterized. The simplest formulation is by Bohr (1915), in which the energy straggling is modeled as a Gaussian. Further simplifications of Bohr’s theory have been presented as parameterizations of the RMS width of the Gaussian based on range (Chu et al 1993).

A consequence of protons traveling in nearly straight lines is the near equivalence of the proton range and average proton pathlength. The assumption that protons lose energy continuously is referred to as the continuous slowing-down approximation (CSDA), which is often used in dose calculation models. Using the
CSDA, the proton range is calculated by integrating the reciprocal of the linear stopping power as a function of energy. Additionally, using the CSDA, energy loss over discrete distances $\Delta x$ is calculated using the product of the linear stopping power and $\Delta x$.

As a final point, equation (1) provides a theoretical framework for calculating stopping power, but it is often more convenient to obtain stopping power values from readily available databases that perform all the computations needed. Although there are certain dose calculation models that actually compute equation (1) for a large number of particles, it is typically more convenient and less resource-intensive to use a tool such as PSTAR (Berger et al. 2005) or SRIM (Ziegler et al. 2012). For example, PSTAR is an online tool that calculates stopping power (electronic, nuclear, total) and range (CSDA, projected) for a database of pre-determined materials and user-selected energies. Similarly, SRIM calculates ion stopping power and range values in several biological materials and for a wide range of energies.

1.2.2 Scatter

Protons near the atomic nucleus may encounter a repulsive force due to the positive charge of the nucleus. This elastic Coulomb interaction deflects the proton away from the nucleus (Figure 1.3). In this interaction, the proton energy loss is negligible, and the deflection angle tends to be small. For this reason, scatter may be quantified without considering energy loss. Like the energy loss rate, it is typically more convenient to express scatter in a stochastic form.

![Figure 1.3. Protons are deflected mainly via elastic Coulomb interactions with atomic nuclei. Modified from Newhauser et al. (2015).](image_url)

Individual proton scatter events in the vicinity of an atomic nucleus tend to be very small; however, as protons proceed through the medium, the accumulation of a large number of these deflections has a larger impact on the lateral displacement. Because there are a large number of small scatter events and because of the statistical nature of this phenomenon, it can be quantified using the central limit theorem. Thus, the probability
density describing what is called multiple Coulomb scatter (MCS) angles is modeled by a statistical distribution, typically a Gaussian. MCS is the primary interaction that determines the sharpness of the lateral penumbra.

MCS relies on, and is derived from an accurate model of single scatter, which according to Rutherford (1911) can be calculated using

\[\xi(\chi) = \frac{d\sigma}{d\Omega} = Zte^2 \left(\frac{mc^2}{\beta\rho}\right)^2 \frac{1}{4\sin^4(\chi/2)}, \tag{2}\]

where \(d\sigma\) is the differential cross section for scattering into solid angle \(d\Omega\), and \(\chi\) is the single scattering angle. In equation (2), the Rutherford dependence is roughly \(\chi^{-4}\). The true mathematical form for scatter, therefore, should approach \(\chi^{-4}\) at large angles. Moliere’s scatter theory (Bethe 1953) includes all these effects, as well as scatter events intermediate to MCS and single scatter, called plural scattering. For that reason, and because Moliere theory has been demonstrated to have excellent agreement with measurements (Gottschalk et al 1993), it is considered the most accurate scatter theory. However, Moliere theory also requires numerous calculations, including numerical integrations that could be potentially time-consuming depending on the material composition of the calculation geometry. For that reason, a Gaussian approximation is typically preferred.

Regardless of the statistical distribution used to model MCS, the characteristic scattering angle must be determined. For this purpose, a differential quantity is defined that can be integrated to determine the mean squared scattering angle of a group of protons in an absorber. Integrating the characteristic angle of the single scattering distribution, the linear angular scattering power is derived,

\[T = \frac{\langle \chi^2 \rangle}{dx} = \frac{\int_{\chi_{min}}^{\chi_{max}} \chi^2 \xi(\chi) \frac{2\pi\chi}{d\chi} d\chi}{\int_{\chi_{min}}^{\chi_{max}} \xi(\chi) \frac{2\pi\chi}{d\chi} d\chi}, \tag{3}\]

where the denominator evaluates to unity. \(\chi_{max}\) and \(\chi_{min}\) are determined by considering the finite size of the nucleus for large angles and screening of the nuclear field for small angles (more details available in Rossi and Griesen 1941). Similar to the mass stopping power, this quantity can also be calculated independent of mass density so that the mass scattering power is given by \(T/\rho\). There are several scattering power formulae available for protons (Gottschalk 2010). When using scattering power in a dose calculation
model, the spatial RMS width is often more useful than the scattering power. The various moments of the scattering power can be calculated according to Fermi-Eyges theory (Eyges 1948),

$$\sigma_j^2(x) = \frac{1}{2} \int_0^x (x - x')^j T(E(x')) dx',$$

where $j=0$ gives the sigma of the angular scattering Gaussian distribution, $j=1$ is the covariance, and $j=2$ gives the sigma of the spatial scattering Gaussian distribution.

1.2.3 Nuclear Interactions

Protons passing through matter may bypass the Coulomb barrier and interact with the nuclear field. In the event of a proton in proximity to the nucleus, the proton may transfer momentum to the nucleus (Figure 1.4). If the momentum transfer to the nucleus is large enough, it may disrupt the forces holding the nucleons together, which results in the emission of several secondary particles. These secondaries then redistribute energy. One of the effects of this type of interaction is a reduction of the primary proton fluence at about a rate of 1.2% g−1 cm² (see Figure 1.5) (ICRU 1993). Note that although the dose is somewhat reduced by reduction of primary proton fluence, ejected secondary particles redistribute dose. There are three types of nuclear interactions recognized by ICRU Report 63 (ICRU 2000): elastic, inelastic, and non-elastic. Elastic interactions were discussed in the previous section as being responsible for MCS and inelastic interactions are a special case of non-elastic interactions in which the nucleus is left in an excited state that usually sheds excess energy radiatively.

![Figure 1.4. Protons are absorbed by the nucleus in non-elastic interactions and secondary particles are ejected and the resulting nucleus recoils. Modified from Newhauser et al (2015).](Image)
Figure 1.5. Primary proton fluence is reduced at a rate of about 1.2% g⁻¹cm². Data shown in water. From Newhauser et al (2015).

The cross section for non-elastic nuclear interactions in oxygen is shown in Figure 1.6. This figure shows that the cross section is zero up until a threshold of a few MeV, which is referred to as the Coulomb barrier because it is the energy needed to overcome the repulsive Coulombic force of the nucleus. The cross section also levels off around energies exceeding 100 MeV. The Evaluated Nuclear Data File (Chadwick et al 2011) database provides a repository for these cross sections.

Figure 1.6. Total proton non-elastic nuclear cross section in oxygen vs incident proton energy. From Chadwick et al (2011).

In these non-elastic interactions, energy is carried away from the interaction site by secondary particles. The secondaries in these interactions include short-range charged particles, and long-range neutral particles. The energy carried off by long-range neutral secondaries either exits the target completely or is redistributed;
for this reason, the energy deposited in the Bragg peak is lowered (Gottschalk 2004). Figure 1.7 shows how the Bragg peak value is lowered as a result of these neutral particles carrying off some of the incident proton energy. The short-range charged secondaries resulting from non-elastic nuclear events carry off low energies relative to the incident proton and scatter out into a faint halo of secondary dose (Pedroni et al 2005); for this reason, proton beams are said to exhibit a “nuclear halo” (Pedroni et al 2005).

Figure 1.7. Monte Carlo calculations of the Bragg peak with nuclear reactions turned off (dashed) and the actual Bragg peak (solid) (Berger 1993) for a 160 MeV beam in water.

1.3 Dose Calculation Approaches

Monte Carlo (MC) dose models have long been considered the gold standard for dose calculations (Schaffner et al 1999, Paganetti et al 2008, Schuemann et al 2014, Schuemann et al 2015). Indeed, the MC approach has been shown to provide higher dose calculation accuracy than analytical models (Titt et al 2008, Koch et al 2008, Newhauser et al 2008, Paganetti et al 2008, Schuemann et al 2014, Schuemann et al 2015), but this also requires increased computational resources and longer calculation times that limit its widespread application in routine treatment planning. For instance, in one study using the MC code Monte-Carlo N-Particle eXtended (MCNPX) (Pelowitz 2011), Taddei et al (2009) simulated a typical three-beam proton lung cancer treatment that required 5,000 hours on a single central processing unit. Although advances in computer hardware and parallel processing techniques (especially those involving graphical processing units (GPUs)) have resulted in faster computation times for general purpose MC codes, this would still require specialized
hardware and increased costs that many cancer clinics would be reluctant to adopt. Additionally, GPUs have a highly vectorized architecture which is not well suited for parallel processing of independent particle transport. Finally, GPU-based general purpose Monte Carlo would likely still result in long calculation times in certain applications, such as four-dimensional treatment plans and inverse planning (Keall et al 2004, Jeraj et al 2002, Jeraj et al 1999). For these reasons, dose calculation models that strike a balance between speed and accuracy have been the focus in the literature.

Typically, analytical proton dose models used in commercial treatment planning systems (TPS) are based on pencil beam algorithms (PBA) (Petti 1992, Russell et al 1995, Hong et al 1996, Deasy 1998, Schneider et al 1998, Schaffner et al 1999, Szymanowski and Oelfke 2002, Ciangaru et al 2005, Schaffner 2008, Westerly et al 2013, Chapman et al 2017, Inaniwa et al 2017), which segments a broad beam into many smaller composite beams (called “pencil beams”). These proton dose models typically follow the formalism of the electron dose model developed by Hogstrom et al (1981). Computation speed is an important factor in calculation of radiotherapy treatment plans because it accommodates high patient throughput, and repeated calculations needed during plan optimization and plan adjustment. Thus, PBAs are typically used because they achieve a balance between accuracy and computation speed. However, the speed of PBAs is achieved mainly through approximations of the underlying physical interactions that ultimately limits the accuracy of this class of algorithms. It can be instructive to examine some of the more commonly used approximations and the circumstances under which their accuracy decreases.

One approximation that has become customary in PBAs is the central-axis semi-infinite slab (CAXSIS) approximation (Hogstrom et al 1981). In this approximation, materials encountered by the central-axis of each pencil beam are considered to be laterally infinite homogeneous slabs. To illustrate the limitation this imposes, consider a pencil beam with its central-axis originating in water with enough lateral scatter at a given depth to spread part of the pencil beam distribution into an adjacent material of differing composition. In this example, the CAXSIS approximation would be used to model those particles that extend into the adjacent material as though they were in water, even though they are not (Figure 1.8).
Due to the CAXSIS approximation, PBAs work well for simple heterogeneous or slab-structured phantoms (Schaffner et al 1999, Soukup et al 2005, Ciangaru et al 2005), but these approaches have mixed success in calculating proton dose in areas with combinations of high- and low-density media (Ciangaru et al 2005, Yamashita et al 2012, Schuemann et al 2015, Chapman et al 2017).

Figure 1.8. An illustration of the limitations imposed by the central-axis semi-infinite slab approximation in heterogeneous regions. The central-axis (dashed black line) for a single pencil beam is shown entering a water phantom (white areas within black rectangle) containing a half bone slab (yellow rectangle), along with a representative dose envelope for the pencil beam in water (blue). Due to this approximation, the pencil beam dose is computed as though it were only in water, even though some of it extends into the bone slab. The red dashed shape shows how the dose envelope should be modified for this pencil beam to properly account for the bone slab.

In a previous publication (Chapman et al 2017), our PBA was tested relative to simulations in MCNPX for energies including 100, 150, 200, and 250 MeV, field sizes including 4x4 cm$^2$ and 10x10 cm$^2$, and geometries including homogeneous phantoms of various composition (water and compact bone) and heterogeneous slabs (compact bone or air) that either extended across half of the phantom (laterally finite) or across the entire phantom (laterally infinite).

The results obtained in homogeneous and laterally infinite geometries (Figure 1.9) indicated that the introduction of heterogeneous materials caused inaccurate calculation of low isodose values, which were amplified at the level of the slab, and inaccurate dose calculations distal to the proximal edge of the slab (most noticeable at the Bragg peak). These inaccuracies were at least partially due to parameterizing the nuclear halo model in water without adding in a robust material dependence. The over- or under- estimation of the Bragg
peak resulted from scaling the absorbed dose describing the nuclear halo to materials of interest using only a ratio of stopping powers rather than explicitly modeling the production and transport of secondary protons.

Figure 1.9. Isodose comparisons between MC (dashed) and PBA (solid) for a 250 MeV, 4x4 cm\(^2\) beam incident on a water phantom with a 5 cm slab. Both compact bone (yellow) slabs at the surface (a) and at \(z=30\) cm (b) are shown, along with air slabs (blue) at the surface (c) and at \(z=30\) cm. Pass-rates within 2% dose difference or 1 mm distance-to-agreement were 100% (both (a) and (c)), 99.5% (b), and 93.2% (d). Isodose lines shown are 1, 2, 5, 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100%. All pixels within the 1% isodose line were evaluated using our 2% or 1 mm criteria, and regions that failed this criteria are indicated in red.

For the laterally finite slab evaluations (Figure 1.10), the accuracy of the PBA worsened as the slab depth increased. The failures in these types of geometries were due to the CAXSIS approximation, and agreement worsened with depth simply because the scatter increases, and the pencil beam envelope was therefore larger at deeper depths, which resulted in more laterally distant points inaccurately attributed to the material encountered along the pencil beam central-axis (refer to Figure 1.8). For all deeply placed slabs, the PBA was not able to model dose perturbations caused by the sharp material interface between the heterogeneous slab and water. For a field incident upon the edge of a laterally finite slab, this resulted in the appearance of two hot spots and two cold spots distal to the slab heterogeneity.

With the accuracy limitations of some analytical approaches and speed limitations of MC approaches, there is interest in developing new approaches that can, perhaps, achieve a more favorable balance between the two. One approach is called the pencil beam redefinition algorithm (PBRA), originally described for electrons.
by Shiu et al (1991). In the original Fermi-Eyges (Eyges 1948) based electron PBA (Hogstrom et al 1981), Hogstrom et al realized that electrons were scattering in air before reaching the field-defining plane where the pencil beams were modeled. Their solution was to mathematically redefine the pencil beams at the beam-defining plane, which allowed modeling of scatter both in air and in patient, without the scatter in air overtaking scatter in the patient. The PBRA was an extension of this original idea, where pencil beams were redefined every 1 cm in depth. The PBRA has also been applied to protons (Egashira et al 2013) but required GPU implementation because the lateral dose grid size had to be very small to accommodate the small proton scatter angles, which would result in slow calculation times on a standard CPU implementation. Discrete ordinate calculation models, which directly evaluates variants of the Boltzmann transport equation on a grid, (Sandison et al 2000) have also been described in the literature.

![Figure 1.10. Isodose (a,c) and dose difference (b,d) comparisons between MC (dashed) and PBA (solid) for a 250 MeV, 10x10 cm² beam with a 2 cm (a) compact bone (yellow) slab and a (c) air slab (blue) at z=30 cm. Pass rates were 98.6% (a) and 98% (c). Isodose lines shown are 1, 2, 5, 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100% and regions that failed our criteria are indicated in red.](image)

Another approach to achieving balance between calculation speed and accuracy are so-called “fast MC” codes. One such model, called the fast dose calculator (FDC, Yepes et al 2009), relies on pre-simulated proton trajectories in water (including path length, angles, energy loss, energy deposited, and stopping power information for each step), which are scaled to other materials, typically using a stopping power ratio of an arbitrary material to water. The FDC improved the dose calculation time by two orders of magnitude over a general-purpose MC code. Because the proton trajectories in these models were pre-simulated, the calculation
speed of this type of approach was fast but required processing an extremely large dataset that was best utilized in a graphical processing unit (GPU) environment (Yepes et al 2010).

Recently, the FDC was validated in water for proton scanning beams (Yepes et al 2016a), with greater than 99% of points over 23 patients within 2% or 2 mm. The FDC was also validated for use in intensity modulated proton therapy (IMPT) (Yepes et al 2016b) for 23 patient cases and more than 99% of the voxels in all patients were within 2% or 2 mm. Finally, the FDC was compared to dose calculated by the Eclipse treatment planning system (Varian Medical Systems) for 525 patients (Yepes et al 2018). Out of these 525 patient cases, the FDC was shown to under-predict Eclipse by more than 10% for 4 patient cases and by more than 15% for 2 patient cases, highlighting some potentially clinically significant dose differences in Eclipse. However, the FDC does not include a nuclear halo model, which could result in dose errors for high energy beams (Pedroni et al 2005).

In VMCpro (Fippel and Soukup 2004), protons were transported individually, step by step through the calculation geometry, and sampled interaction step lengths using a cross section previously described by Kawrakow (2000). Secondary particles and delta electrons were also individually transported. Excellent agreement was reported along the central-axis of pencil beam simulations (1% or 0.5 mm) between VMCpro and the general-purpose MC codes FLUKA (Ferrari et al 2005) and GEANT 4 (Agostinelli et al 2003) in homogeneous phantoms of various materials (adult soft tissue and skeleton), demonstrating high accuracy in the electromagnetic and nuclear models they used for those specific geometries. In a water phantom containing a bone-lung interface heterogeneity, however, they noted an under-prediction of dose by a few percent, mostly stemming from parameterization of their MCS scattering power only on mass density, and the inaccuracies caused by that approximation were magnified by the low density of lung. Another potential cause for this under-prediction is the absence of material dependence in their secondary dose model.

Despite these limitations, considerable speedup was observed in VMCpro (168 seconds) compared to general purpose MC codes (~35 times faster than GEANT 4 (99 mins) and ~13 times faster than FLUKA (37 mins)) for a 150-MeV pencil beam in the lung-bone inhomogeneous geometry mentioned previously. Given this
computation time, however, VMCpro would still be too time consuming for broad beam calculations, which would require the transport of several such pencil beams. Furthermore, the stochastic method used to transport secondary protons that characterize the nuclear halo is subject to statistical fluctuations and increase the calculation time beyond analytical methods.

Jia et al (2012) developed the gPMC, which implemented the Fippel and Soukup (2004) model on GPU. The gPMC had calculation times on the order of 6-22 seconds and for 30 patient cases, accuracy was within 1\% or 1 mm for 94\% of points within the 10\% isodose line. Agreement below the 10\% isodose line was not reported. They also noted that the 1\% or 1 mm agreement stated did not apply to geometries with low-density air regions. Jia et al (2012) used the same simplified, material-independent implementation of the nuclear halo as Fippel and Soukup (2004). However, this model did result in 1-2\% underestimation in target for prostate cancer cases (Giantsoudi et al 2015). Recently, Qin et al (2016) described the next iteration of this model, gPMC 2.0, which for a prostate cancer case increased the number of pixels within 1\% or 1 mm from 82.7\% (gPMC 1.0) to 93.1\% (gPMC 2.0). However, they did not some differences in secondary proton dose when compared to TOPAS (Perl et al 2012, Testa et al 2013). Souris et al (2016) described a multi-core implementation of Fippel and Soukup (2004) and showed that their model agreed with GEANT4 (Agostinelli et al 2003) within 2\% or 1 mm. Calculation times in this model were below 25 seconds for $10^7$ protons with initial energy 200 MeV.

Tourovsy et al (2005) described a fast MC model that reduced the subset of interaction physics to the main interactions needed for dose calculation (i.e., energy loss, scatter, nuclear interactions). This approach retained most of the accuracy of general purpose MC while reducing the required time to calculate dose. In the fourteen patient treatment plans tested, the Tourovsy et al (2005) model resulted in nearly 90\% of voxels within +/-5\% agreement. Furthermore, comparing range calculations of their model to a proton radiograph system, it was shown that the differences in range were mostly between -5\% to 2\% and differences in range spread were between -1\% to 3.5\%. As demonstrated by Sawakuchi et al (2008), MCS within heterogeneities is the main contributor to the degradation of the distal edge of the Bragg peak, thus the small differences in range
and range spread in the Tourovsky et al (2005) model indicate that primary protons were transported accurately in heterogeneous geometries. Finally, for a typical treatment, this model required 20 minutes of calculation time.

Although the comparisons between radiograph measurements and range calculations in Tourovsky et al (2005) seem to indicate that the MCS model is accurate in heterogeneous geometries, the model nonetheless is configured in a way that limits accuracy in such cases. Additionally, there were several implementation details of their model that lent itself to inefficient calculations. For instance, they used a constant transport step size (~2 mm) in order to achieve reasonable dose calculation times. Near the Bragg peak, this step size is likely too coarse to adequately sample the rapidly changing stopping power in this area. This limitation could be the primary explanation for the wide range of dose differences and the long tail observed in their range difference histogram. Secondly, the geometries used to test the model have not fully probed the underlying accuracy of their dose model in heterogeneous tissue. For instance, the continuous changes of heterogeneities in CT geometries, the overlapping spot beams of various sizes and energies delivered from multiple angles, the large PTVs treated, and the wide range of materials (from air to Titanium) somewhat average out the inaccuracies that may be present under simpler conditions. Finally, their nuclear halo model was overly simplistic because it lacked material dependence and was based on a single Gaussian, which Li et al (2012) showed was insufficient for modeling the full lateral extent of the nuclear halo.

1.3.1 The Nuclear Halo

The concept of a “nuclear halo” of dose resulting from non-elastic nuclear interactions has been known to be an important contribution to proton dose for over a decade, with the first publication in this area by Pedroni et al (2005). In fact, Pedroni et al (2005) and Soukup et al (2005) demonstrated that the lack of a nuclear halo in a proton dose model could result in significant dose errors up to 10-15%, depending on the size of the target volume; therefore, the nuclear halo has a non-negligible effect on the proton dose distribution. Several models for the nuclear halo have been described in the literature, but unfortunately the physics of this phenomenon has only been studied in modest detail.
Despite the lack of knowledge in the physics of the nuclear halo, general purpose Monte Carlo (Agostinelli et al 2003, Ferrari et al 2005, Pelowitz 2011), which typically rely on the Bertini intranuclear cascade model (Bertini et al 1968) for calculating the dose due to non-elastic nuclear interactions, have been shown to agree well with measured data (Polf 2007, Kimstrand et al 2008, Titt et al 2008, Randeniya et al 2009). Some Fast Monte Carlo (FMC) models (Fippel and Soukup 2004, Jia et al 2012, Qin et al 2016, Souris et al 2016) have also been described, which use data from ICRU Report 63 (ICRU 2000) to stochastically transport secondary particles. However, because these FMCs transport primary protons and multiple types of secondary particles, many of them require parallel computing implementations (graphics processing units or multi-core central processing units) in order to achieve reasonable calculation times for clinical use.

Because stochastically-based nuclear halo models increase the calculation time, analytical models could be used to calculate nuclear halo dose instead to achieve a balance of speed and accuracy. Pedroni et al (2005) published the first analytical nuclear halo model, which used two Gaussians to model the fluence: one to account for MCS and another which was empirically fit to account for the nuclear halo. This same nuclear halo model was used in Tourovsky et al (2005). However, Li et al (2012) showed that a single Gaussian is not sufficient for modeling the lateral profile of the nuclear halo out to low isodose values.

Poor modeling of the nuclear halo could be somewhat countered by use of the so-called field-size factor, which forces the calculated dose to equal the measured dose at the center of a given field. Li et al (2012) described a model that reduced the field size factor correction by up to 50% compared to Gaussian models, which more realistically matched the lateral falloff of the nuclear halo as indicated by MC simulations. Their approach was to replace the single Gaussian that was typically used in PBAs with a weighted sum of both a Gaussian and a Cauchy-Lorentz term. Their model was parameterized in water and the results were only presented in a homogeneous water phantom. An extension of the Li et al (2012) model was implemented by Chapman et al (2017) in their PBA.

Despite the large number of publications on the nuclear halo (Pedroni et al 2005, Soukup et al 2005, Sawakuchi et al 2010a, Sawakuchi et al 2010b, Sawakuchi et al 2010c, Zhang et al 2011, Peeler and Titt 2012,
Clasie et al 2012, Anand et al 2012, Li et al 2012, Zhu et al 2013, Inaniwa et al 2016, Chapman et al 2017), none have resulted in a complete understanding of the physics in these interactions. Some of these studies rely on the parameterization introduced in Pedroni et al (2005), and all of them apply a weighting factor to the planar integrated depth dose (PIDD) to model the energy loss for secondary particles in the nuclear halo; therefore, these models only used a one-dimensional calculation for estimating energy loss of secondary particles in the nuclear halo.

Recently, Gottschalk et al (2015) published the most detailed nuclear halo model to date, highlighting the physics and overall form of the nuclear halo for a 177-MeV proton beam in water. In his paper, Gottschalk et al (2015) took issue with the use of PIDDs in prior literature, arguing that the PIDD inherently includes both electronic and nuclear stopping power. Gottschalk et al (2015) noted that significant excess dose resulted from these prior models near mid range (particularly, Pedroni et al 2005), and attributed that to the inclusion of nuclear stopping power. He further stated that dose on the central-axis of a single pencil beam should not include dose deposited by secondary particles, which is inherently included in the nuclear stopping power. Therefore, energy loss modeling in current nuclear halo models is inaccurate.

Another limitation of all prior analytical nuclear halo models in the literature is the lack of robust material dependence. In fact, all prior analytical models used the effective depth in water, a one-dimensional calculation, to scale the nuclear halo to other materials. In a previous study (Chapman et al 2017), which also relied on the effective depth in water, we demonstrated that significant dose differences resulted distal to thick heterogeneities near the end of range, particularly air slabs. These dose differences were attributed to the lack of robust material dependence in the nuclear halo model. Note that Inaniwa et al (2016) introduced an additional scaling factor to scale the nuclear halo to non-water materials, but this factor was constant for each material; therefore, this correction is inadequate to correct for the errors observed below heterogeneities in Chapman et al (2017) because it is independent of slab thickness or proximity of the heterogeneity to the end of range.

---

1 Chapman et al (2017) uses a parameterization based on the central-axis of a broad field, which is mathematically equivalent to the planar integrated depth dose by the reciprocity relationship (ICRU 1984).
1.4 Motivation for Research

Because general purpose MC dose models are not yet clinically viable due to the long calculation times required and because analytical models have limited dosimetric accuracy in some cases, much of the literature on proton dose models has been focused on development of fast Monte Carlo codes. Current fast Monte Carlo dose models result in high dosimetric accuracy and calculation times less than a minute but model the nuclear halo either by neglecting it entirely (Yepes et al 2008, Yepes et al 2010, Yepes et al 2016a, Yepes et al 2016b, Yepes et al 2018), relying on overly simplistic modeling (Touroovsky et al 2005), or using stochastic transport which increases calculation time (Fippel and Soukup 2004, Jia et al 2012, Qin et al 2016, Souris et al 2016). It is our opinion that the best balance of accuracy and speed for proton dose calculations may be achieved using a stochastic model for “primary” interactions (i.e., multiple Coulomb scatter and continuous energy loss from protons which have not been removed from the primary beam) and an analytical model for the “nuclear halo”, provided the physics of the nuclear halo could be modeled in more detail. A stochastic model for the primary term would remove the dependence on the central-axis approximation, which should improve dosimetric accuracy in heterogeneous geometries. An analytically-based nuclear halo model would reduce calculation time relative to stochastic models because it does not require the transport of additional particles. The accuracy of such a model is dependent on the validity of the approximations made.

Gottschalk et al (2015) has published the most detailed, physics-based model on the nuclear halo in water to date, but the physics of the nuclear halo is still not sufficiently well understood to yield accurate calculations in some situations. For instance, Chapman et al (2017) showed that neglecting material dependence in the nuclear halo resulted in large dose differences distal to thick heterogeneities, which could potentially be clinically relevant. The physics of material dependence in the nuclear halo has not been well studied and a better understanding would likely yield more accurate analytical dose calculation models. Thus, there is limited but cautionary evidence (Chapman et al 2017) suggesting that the nuclear halo may result in large dose errors in some cases, but the clinical significance is not well understood.
In this work, we discuss a stochastically based primary dose model and a novel method for adding robust material dependence to an analytically calculated nuclear halo. Our novel method relied on an improved energy loss calculation that scaled the secondary particle dose resulting from the nuclear halo along all three Cartesian axes, rather than just the typical one-dimensional scaling along depth. This improvement also removes the central-axis approximation from the nuclear halo term, which previous analytical nuclear halo models neglected.

1.5 Hypothesis and Specific Aims

The hypothesis of this work is that a proton dose calculation algorithm can be developed that results in 100% of points below heterogeneities within 3% dose difference or 1 mm distance-to-agreement compared to Monte Carlo simulations. Furthermore, dose difference distal to slab heterogeneities will be within +/-5% in laterally finite geometries and within +/-3% in laterally infinite geometries.

The hypothesis was tested for the following conditions:

1. 250 MeV monoenergetic beam and a spread-out Bragg peak with 5 cm of range modulation.
2. Rectangular field size (4x4 cm²).
3. Heterogeneities composed of two materials (air, compact bone), and various depths (z=10, 20, 30 cm) and thicknesses (2, 4, 5 cm).

The hypothesis implies development of a dose model that achieves improved accuracy for proton dose calculations compared to our previous model (Chapman et al 2017). The Specific Aims that follow detail the development and evaluation of such a model, in incremental steps. In Specific Aim 1, the focus is on developing a high accuracy primary proton dose calculation, and the increase in accuracy is demonstrated relative to a three-dimensional extension of a pencil beam algorithm, using Monte Carlo data as the standard of comparison. Specific Aim 2 details the improvements made to our previous nuclear halo model, and focus is on the increase in accuracy attained from these improvements relative to the previous nuclear halo model. In Specific Aim 3, the composite dose model (primary + secondary) is evaluated against Monte Carlo simulations in heterogeneity configurations modeled after anatomy encountered in typical clinical scenarios.
1.5.1 Specific Aim 1: Develop and implement a dose calculation algorithm to address the limitations imposed by the central-axis semi-infinite slab approximation

A primary dose calculation algorithm, similar to the model by Tourovsky et al (2005), was developed and implemented. This model applied a slab-based approximation (from Z to Z+ΔZ) to individual proton transport that used Monte Carlo simulations and analytical equations, permitting high dose calculation accuracy. This model was compared to both a three-dimensional extension of the Chapman et al (2017) pencil beam algorithm and Monte Carlo simulations using MCNPX version 2.7e (Pelowitz 2011), which served as the standard of comparison for both algorithms.

Specific Aim 1 had the following milestones:

1. Demonstrate 3% dose difference or 1 mm distance-to-agreement in the primary dose only between the present model and MC for 100% of points under the following conditions
   a. Monoenergetic 250 MeV beam.
   b. Rectangular field size (4x4 cm²).
   c. Homogeneous water phantom.
   d. Geometries with deep (z=30 cm), thick (4 cm) laterally finite heterogeneities of varying composition (air and compact bone).

2. For the same conditions in (1) for Specific Aim 1, examine dose distal to slab heterogeneities and demonstrate dose difference in the present model compared to MC within +/-5%.

1.5.2 Specific Aim 2: Develop and implement a methodology to include material dependence in the nuclear halo

A novel, simple method for estimating energy lost by secondary protons resulting from the nuclear halo is introduced, which permits lateral scaling in addition to the one-dimensional depth scaling of the water-based nuclear halo model in Chapman et al (2017). The novel, simple nuclear halo model in the present work was added to the primary dose model from Specific Aim 1 and compared against MC simulations. To demonstrate the improved modeling in the present work, comparisons were made between the improved nuclear halo model and the previous model (Chapman et al 2017).
Specific Aim 2 had the following milestones:

1. Demonstrate 3% dose difference or 1 mm distance-to-agreement in the total dose between the present model and MC for 100% of points under the following conditions:
   a. Monoenergetic 250 MeV beam.
   b. Rectangular field size (4x4 cm²).
   c. Thick (2, 4, 5 cm), laterally infinite heterogeneities at various depths (z=10, 20, 30 cm) of varying composition (air and compact bone).

2. For the same conditions in (1) for Specific Aim 2, examine dose distal to slab heterogeneities and demonstrate dose difference in the present model compared to MC within +/-3%.

1.5.3 Specific Aim 3: Quantify improvements made in Specific Aims 1 and 2 in geometries with complex heterogeneities

The dose model developed in Specific Aims 1 and 2 was evaluated in various geometries intended to model anatomy encountered in clinically-relevant scenarios.

Specific Aim 3 had the following milestones:

1. Demonstrate 3% dose difference or 1 mm distance-to-agreement in the total dose between the present model and MC for 100% of points under the following conditions:
   a. Monoenergetic 100 MeV and 250 MeV beam and a spread-out Bragg peak with 5 cm of range modulation.
   a. Rectangular field size (4x4 cm²).
   b. Various geometries, including:
      i. 2 cm wide by 2 cm thick checkerboard pattern (alternating air and compact bone).
      ii. Prostate phantom, including femoral head (2 cm radius circle of compact bone) and rectum (ellipse of air).
      iii. Paranasal phantom, including numerous compact bone and air heterogeneities and a convex skin surface.
2. For the same conditions in (1) for Specific Aim 3, examine dose distal to heterogeneities and demonstrate dose difference in the present model compared to MC within +/-5%.
2.1 Overview

In this chapter, the new dose calculation model developed in this work is presented. This dose model was designed primarily to resolve the two categories of errors reported in Chapman et al (2017): (1) those caused by the pencil-beam central-axis approximation and (2) those caused by neglecting material-dependence in the nuclear halo model. To study these two issues in isolation and find appropriate correction strategies, the present model started with the same two-component dose equation as that from Chapman et al (2017):

\[ D_{TOTAL}(X_i, Y_j, Z_k) = D_P(X_i, Y_j, Z_k) + D_S(X_i, Y_j, Z_k), \]  

where the first term accounts for the “primary” effects on the beam due to energy loss and Coulombic scatter (i.e., MCS and continuous energy loss) from protons which have not been removed from the primary beam, and the second term accounts for the “nuclear halo” of dose deposited by secondary protons and other particles created in non-elastic nuclear interactions. The nuclear halo term in equation (5), \( D_S(X_i, Y_j, Z_k) \), can also account for the remaining over- or under-estimated scatter of primary protons in the primary term. Dose terms in equation (5) were computed on a dose grid with 1x1x1 mm\(^3\) resolution, whose coordinates \((X_i, Y_j, Z_k)\) we specify using grid indices \((i, j, k)\). This nomenclature facilitates discussion of primary transport in the fast Monte Carlo model because it makes the indices of the dose grid \((i, j, k)\) calculation point explicit. The uppercase nomenclature is used for all variables pertaining to the dose grid, whereas lowercase variables are used for variables pertaining to individual protons or pencil beams.

2.2 Primary Proton Dose: The Pencil Beam Algorithm (Fermi-Eyges based)

Before discussing the improved primary dose model, we examine how the pencil beam algorithm from Chapman et al (2017) was extended to three dimensions. To avoid extraneous detail and to keep focus on the improvements made in the present model, only modifications made to the primary pencil beam dose equation are presented. Further details relevant to the pencil beam algorithm can be found in Chapman et al (2017).

The pencil beam algorithm (PBA) began by segmenting the broad, monoenergetic beam at the field-defining plane into a number of mathematically deconstructed pencil beams of area \( \Delta X \) by \( \Delta Y \) (Figure 2.1). For
the laterally uniform 4x4 cm² fields that were used in our model, each pencil beam therefore modeled some number of protons, \( n_{\text{beamlet}} \), from the beam. Transport was then accomplished by applying Fermi-Eyges theory (Eyges 1948) to each of these pencil beams. It can be shown that under these conditions, primary dose to material \( m \) for a beam of field size \( FS_X \) by \( FS_Y \) at calculation point \((X_i, Y_j, Z_k)\) is given by

\[
D^{FS_X,FS_Y}_p(X_i, Y_j, Z_k) = \sum_{l=1}^{n_x} \sum_{m=1}^{n_y} \left( 1 - w_{SG} \left( Z_{\text{eff}}^l(Z_k) \right) - w_{SCL} \left( Z_{\text{eff}}^l(Z_k) \right) \right) \left\{ \left[ D^{SSE}_{\text{expt}} \left( Z_{\text{eff}}^l(Z_k) \right) \right]_{w}^{FS_X,FS_Y} \right\}_p \cdot \left( \frac{S}{\rho} \right)_{w}^{\text{mat}} \left( X_i, Y_j, Z_k ; \bar{E}(x_l, y_m, Z_k) \right) \]

\[
\cdot \left[ \frac{1}{4} \left\{ \text{erf} \left( \frac{x_l + \Delta X}{2} - X_i \right) - \text{erf} \left( \frac{x_l - \Delta X}{2} - X_i \right) \right\} \cdot \text{erf} \left( \frac{y_m + \Delta Y}{2} - Y_j \right) - \text{erf} \left( \frac{y_m - \Delta Y}{2} - Y_j \right) \right],
\]

where \( \left( \frac{S}{\rho} \right)_{w}^{\text{mat}} \) denotes the mass stopping power ratio for the material to water at position \((X_i, Y_j, Z_k)\) due to the pencil beam centered at \((x_l, y_m)\) for the mean energy at \( \bar{E}(x_l, y_m, Z_k) \). The mass stopping power ratio essentially converts dose in water to dose in material at the calculation point for comparison to dose values from MC simulations. \( w_{SG} \) and \( w_{SCL} \) are central-axis weighting factors for the nuclear halo that are defined in section 2.4.

\[
\left\{ \left[ D^{SSE}_{\text{expt}} \left( Z_{\text{eff}}^l(Z_k) \right) \right]_{w}^{FS_X,FS_Y} \right\}_p,
\]

which is the depth-dose for the primary term in water for which side scatter equilibrium (SSE) has been restored to the central-axis profile of an experimentally determined (in this work, a MC calculation) dose distribution in water for a field size of \( FS_X \) by \( FS_Y \).
Figure 2.1. A beam with field size $FS_x$ by $FS_y$ is discretized into beamlets with area $\Delta X$ by $\Delta Y$. Each beamlet shown, therefore, is representative of some number of protons ($n_{beamlet}$) from the beam.

$$\left\{ \left[ D_{expt}^{SSE} \left( Z_{eff}^{l,m}(Z_k) \right) \right]_{w}^{FS_X,FS_Y} \right\}_p = \left[ D_{expt} \left( Z_{eff}^{l,m}(Z_k) \right) \right]_{w}^{FS_X,FS_Y}$$

$$\cdot \left[ \text{erf} \left( \frac{FS_X}{2\sqrt{2} \sigma_p^{w}(Z_{eff}^{l,m}(Z_k))} \right) \right]^{-1} \left[ \text{erf} \left( \frac{FS_Y}{2\sqrt{2} \sigma_p^{w}(Z_{eff}^{l,m}(Z_k))} \right) \right]^{-1},$$

(7)

where $\left[ D_{expt} \left( Z_{eff}^{l,m}(Z_k) \right) \right]_{w}^{FS_X,FS_Y}$ is the central-axis of an experimentally determined dose distribution in water.

Dose grid resolution is set equal to the pencil beam width, $\Delta X$ and $\Delta Y$ for the respective axes. The effective depth in water for the pencil beam centered at $(x_l, y_m, Z_{eff}^{l,m}(Z_k))$, given by

$$Z_{eff}^{l,m}(Z_k) = \int_0^{Z_k} S_{w}^{mat}(x_l, y_m, z') \, dz',$$

(8)

is used as shorthand for $Z_{eff}(x_l, y_m, Z_k)$, and $\sigma_p^{l,m}(Z_k)$ is likewise used as shorthand for $\sigma_p(x_l, y_m, Z_k)$ (equation 6). $S_{w}^{mat}$ denotes the linear stopping power ratio for the material to water. $\sigma_p^{w}(Z_k)$ is the sigma in a homogeneous water phantom at depth $Z_k$. Finally, $n_X$ and $n_Y$ refer to the number of pencil beams along the $X$ and $Y$ axes, respectively, and are given by

$$n_X = \left\lfloor \frac{FS_X}{\Delta X} \right\rfloor$$

(9a)

$$n_Y = \left\lfloor \frac{FS_Y}{\Delta Y} \right\rfloor$$

(9b)

where the lower half-brackets indicate that the calculations are taken as the integer floor value.
2.3 Primary Proton Dose Model (Specific Aim 1)

The primary dose model in the present work is a class II condensed history Monte Carlo algorithm. Proton transport started from the field-defining plane and continued to depth in the patient. At the field-defining plane, the broad beam is discretized into beamlets of area $\Delta X$ by $\Delta Y$ (Figure 2.2). Note that for this model we refer to the discretized areas as “beamlets” to distinguish them from the PBA, where we called them “pencil beams.” Furthermore, by “beamlets” we do not mean to imply that is equivalent to a physical beam spot, but that it is a mathematically deconstructed portion of the broad beam. In this model, transport is carried out proton-by-proton. Because this method of transport does not model groups of protons simultaneously, the central-axis approximation is no longer needed, and the systematic modeling errors therein are eliminated (see section 1.3).

2.3.1 Initial Beam Characteristics

The beams used in the primary dose model were subject to the following assumptions: (1) the beam at the surface of the phantom is parallel; (2) the beam arrives parallel to the Z-axis; and (3) there is no air gap between the beam-defining-plane and the phantom surface (i.e., beamlets were defined directly on the phantom surface). These approximations have a few consequences. Notably, because the beam is modeled directly on the phantom surface and because the beam is parallel, there is no need to include a phase space model or perform beam divergence and field size corrections. For simplicity, we designed the dose model irrespective of any commercially available initial beam configuration. Adaptation of the model to relax these assumptions would be straightforward.

The beam in the primary dose model had the following user-defined parameters: (1) number of particles (NPS), which sets the initial number of protons (see section 2.3.4); (2) incident nominal energy ($E_{nom}$), which is used to calculate energy-specific parameters needed by the dose calculation; (3) rectangular field size ($FS_x$ and $FS_y$), which sets the lateral bounds of the beam; and, (4) sigma of the initial energy distribution ($\sigma_E$), which sets the bounds of variation on energies randomly selected at the beam-defining plane.
To ensure particles were uniformly spread in the beam-defining plane, each beamlet of area $\Delta X$ by $\Delta Y$ (Figure 2.2) was divided into its own rectangular grid (the “beamlet” grid) with an equal number of particles (2,500) spread across every grid pixel. Thus, initial particle positions were chosen systematically rather than relying on random assignment. This systematic assignment resulted in sufficiently close particle spacing (0.002 cm) compared to the lateral scattering, so no difference was expected compared to random position assignment.
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Figure 2.2. Grids used to determine initial coordinates for particles. Beamlet $(X_i, Y_j)$ is indicated in (a) as the grey square and the sub-grid for this beamlet is shown in (b). $n_{beamlet}$ particles (equation 10) are uniformly spread over the area $\Delta X$ by $\Delta Y$ using the beamlet grid in (b). In (b), the initial position for one such particle, particle $q$ is shown.

The procedure for ensuring uniform coverage of particles relied on binning equal numbers of particles uniformly across the field and forcing equal spacing of particles in each bin (Figure 2.2). Given NPS initial particles assigned to a beam of field size $FS_X$ by $FS_Y$, each beamlet of area $\Delta X$ by $\Delta Y$ received an equal share of particles $n_{beamlet}$,

$$n_{beamlet} = NPS \text{ int} \left( \frac{\Delta X \Delta Y}{FS_X FS_Y} \right),$$

where “int” indicates the expression is cast to an integer result. Our model was only tested with a square field ($i.e., FS_X=FS_Y$); thus, the spacing of the $n_{beamlet}$ particles in each beamlet was $\delta x = \Delta X / \sqrt{n_{beamlet}}$ along the
X-axis, and \( \delta y = \Delta Y / \sqrt{n_{\text{beamlet}}} \) along Y. The final equations for initial coordinates of particle \( q \) within beamlet \((i, j)\) are therefore given by

\[
x_0^q = X_i - \frac{\Delta X}{2} + n_1 \delta x, \quad n_1 = 1, 2, ..., \sqrt{n_{\text{beamlet}}} \\
y_0^q = Y_j - \frac{\Delta Y}{2} + n_2 \delta y, \quad n_2 = 1, 2, ..., \sqrt{n_{\text{beamlet}}},
\]

where the lowercase variables \( x_0^q \) and \( y_0^q \) refer to the initial position of the particle at the phantom surface (note that typically \( x_k^q \) and \( y_k^q \) are used, but at the beam-defining plane, \( k=0 \)), and the uppercase variables \( X_i \) and \( Y_j \) refer to center coordinates of pixel \((i, j)\). Furthermore, pixel spacing in the dose grid is indicated by \( \Delta X \) and \( \Delta Y \).

Finally, each proton at the beam-defining plane was initialized with an energy randomly sampled from a Gaussian to model energy straggling, given by

\[
G(E) \, dE = \frac{1}{\sqrt{2\pi} \sigma_E} \exp\left[\frac{-(E - E_{\text{nom}})^2}{2 \sigma_E^2}\right] \, dE.
\]

To generate the independent random variable needed to sample from equation (12), the Box-Mueller transform (Box and Mueller 1958) was used. This approach takes two independent, random uniform random variables \((U_1, U_2)\), on the range \((0,1)\) and transforms them to two independent, normal random variables \((N_1, N_2)\), again on the range \((0,1)\). Thus, according to the Box-Mueller, transform,

\[
N_1 = \sqrt{-2 \ln(U_1)} \cos(2\pi U_2), \\
N_2 = \sqrt{-2 \ln(U_1)} \sin(2\pi U_2).
\]

Because \((N_1, N_2)\) are independent, normal random variables (i.e., continued sampling would yield a distribution with a mean value of zero and unity variance), \((N_1, N_2)\) can be transformed to \((G_1, G_2)\) (i.e., two independent, random Gaussian samples from equation 12) using

\[
G_1 = E_{\text{nom}} + \sigma_E N_1, \\
G_2 = E_{\text{nom}} + \sigma_E N_2,
\]

where \( G_1 \) and \( G_2 \) are two independent, random Gaussian samples from equation (12). This approach was verified to reproduce the expected distribution using multiple test simulations.
2.3.2 Transport Geometry

Each proton, initialized as described in the previous section, was then transported through the calculation geometry. Figure 2.3 shows a representative schematic of a single proton track in our primary dose model. The parameters that characterize the proton transport are updated every “step” of thickness \( \Delta Z \). For proton \( q \) transported to depth \( Z_k \), several parameters must be updated for our dose model: (1) position \((x^q_k, y^q_k)\), (2) energy \((E^q_k)\), (3) MCS scatter angles \((\alpha, \beta)\) and exit direction \((\theta^q_k, \phi^q_k)\), and (4) effective depth in water \(([Z_{eff}]^q_k)\). The circled area in Figure 2.3 is diagrammed in greater detail in Figure 2.4.
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Figure 2.3. Schematic of a typical proton track. Proton \( q \) is shown entering the geometry at \( Z_0 \) with normal incidence and scattering at small step intervals of \( \Delta Z \). For each scatter event, the thickness \( \Delta Z \) is approximated as a small, infinitesimally thick slab (shaded areas, see Figure 2.4), which simplifies transport calculations. Once the position of proton \( m \) is calculated at \( Z_k \), the corresponding pixel coordinates \((X_i, Y_j)\) in the dose grid must be found to accumulate dose. The circled area is more closely examined in Figure 2.4.
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Figure 2.4. Each step \( \Delta Z \) in the track for proton \( q \) is approximated as an infinitesimally thick, semi-infinite slab with thickness \( \varepsilon \to 0 \). Thus, the complex path that proton \( q \) experiences in the thickness \( \Delta Z \) can be approximated by a single MCS scatter event in the thickness \( \varepsilon \). Given that proton \( q \) enters this step with direction \((\theta^q_{k-1}, \phi^q_{k-1})\), the MCS scatter angles \((\alpha, \beta)\) are used to calculate the exit direction \((\theta^q_k, \phi^q_k)\).
One of the most important considerations in a dose model is the determination of the locations to deposit dose. For each proton track, this information is given by the position of the proton for each step in the track. In an arbitrary step of the track, proton \( q \) enters with position \((x_{k-1}^q, y_{k-1}^q)\) at depth \( Z_{k-1} \) and at depth \( Z_k \), the position is given by

\[
x_k^q = x_{k-1}^q + \Delta Z \tan \theta_k^q \cos \phi_k^q,
\]
\[
y_k^q = y_{k-1}^q + \Delta Z \tan \theta_k^q \sin \phi_k^q.
\]

This updated position depends on the exit direction \((\theta_k^q, \phi_k^q)\) for this step. For this transport step, the proton may experience numerous scatter events that result in a complex path. To address this problem, we approximated the slab as an infinitesimally small \((\varepsilon \to 0)\), semi-infinite slab (Figure 2.4) located near the entrance to the slab \((Z_{k-1} + \varepsilon)\), which allows the use of thin-target multiple Coulomb scatter (MCS) theory. Thus, in each step of the proton trajectory, the scatter is calculated using MCS theory, which we specify using spherical angles \((\alpha, \beta)\). As can be seen in Figure 2.4, due to the infinitesimal slab, the exit direction is a function of both the entrance direction \((\theta_{k-1}^q, \phi_{k-1}^q)\) and the MCS scatter angles \((\alpha, \beta)\) with respect to the entrance direction, such that

\[
\theta_k^q = \cos^{-1}\left\{\cos \alpha \cos \theta_{k-1}^q + \sin \alpha \cos \beta \sin \theta_{k-1}^q\right\},
\]
\[
\phi_k^q = \tan^{-1}\left\{\frac{\cos \alpha \sin \theta_{k-1}^q \sin \phi_{k-1}^q - \sin \alpha \left[\cos \beta \cos \theta_{k-1}^q \sin \phi_{k-1}^q - \sin \beta \cos \phi_{k-1}^q\right]}{\cos \alpha \sin \theta_{k-1}^q \cos \phi_{k-1}^q - \sin \alpha \left[\cos \beta \cos \theta_{k-1}^q \cos \phi_{k-1}^q + \sin \beta \sin \phi_{k-1}^q\right]}\right\},
\]

where the \(~\) over the arc-tangent operation indicates that the result is returned in the proper quadrant (most software packages refer to this function as \textit{atan2}). Equations (16a-b) describe both the angles leaving the current slab and the angles entering the next slab, i.e. proton \( q \) drifts from \( Z_{k-1} + \varepsilon \) to \( Z_{k-1} + \Delta Z \).

In order to quantify primary scatter angles within the slab \((\alpha, \beta)\), it is necessary to assume that the particles follow some distribution. In this model, we use a Gaussian to sample the polar angle:

\[
f(\alpha) = \frac{\alpha}{\sigma_\alpha^2} \exp\left[-\frac{\alpha^2}{2 \sigma_\alpha^2}\right].
\]
Using the conservation of probability to relate this Gaussian with a uniformly distributed random number (0,1), it can be shown that the polar scattering angle $\alpha$ can be sampled using the following equation:

$$\alpha = \sigma_\alpha \sqrt{-2 \ln(U_\alpha)},$$

(18)

where $U_\alpha$ is an independent uniformly distributed random number over the interval [0, 1]. Furthermore, according to MCS theory, $\sigma_\alpha$ can be calculated in the following way

$$\sigma_\alpha^2(X_i, Y_j, Z_k) = \frac{1}{2} T(E_k^m) \left( \frac{\Delta Z}{\cos \theta_k^m} \right),$$

(19)

where $T$ is the linear angular scattering power (explained in the next section). Finally, azimuthal symmetry gives

$$\beta = 2\pi U_\beta,$$

(20)

where $U_\beta$ is an independent uniformly distributed random number over the interval [0,1].

Having found all the geometric parameters necessary to calculate the position of proton $q$ at depth $Z_k$, $(x_k^q, y_k^q)$, the corresponding coordinates of the pixel in the dose grid, $(X_i, Y_j)$, are found (see circled area in Figure 2.3). For $X_i - \frac{\Delta X}{2} \leq x_k^q \leq X_i + \frac{\Delta X}{2}$ and $Y_j - \frac{\Delta Y}{2} \leq y_k^q \leq Y_j + \frac{\Delta Y}{2}$, the primary dose contribution of proton $q$ to $(X_i, Y_j, Z_k)$ is given by

$$[D(X_i, Y_j, Z_k)]_p = [D(X_i, Y_j, Z_k)]_p + \frac{1}{\Delta X \Delta Y \cos \theta_k^q} \frac{S_{mat}}{\rho} \left( E_k^q \right) C \left( [Z_{eff}]_k^q; E_0^q \right),$$

(21)

where the ‘P’ subscript indicates that this refers to primary dose only, and $[D(X_i, Y_j, Z_k)]_p$ on the right-hand side refers to the previous value of $[D(X_i, Y_j, Z_k)]_p$. $C \left( [Z_{eff}]_k^q; E_0^q \right)$ is the correction factor for all remaining unmodeled physics, including the fluence loss due to nonelastic nuclear interactions (section 2.3.3), $S_{mat}/\rho$ is the mass stopping power in the material, $E_k^q$ refers to the energy of proton $q$ at depth $Z_k$, and $\theta_k^q$ is the polar spherical angle of the proton track from the beam axis in a spherical coordinate system.
2.3.3 Selection of Parameters

In this section, the focus will be on the selection of those parameters that describe physical interactions of the proton. As mentioned in Chapter 1, there are three major categories of interactions that need to be included in a proton dose calculation model for the primary beam: (1) energy loss, (2) scatter, and (3) fluence loss of primary protons due to nonelastic nuclear interactions.

Energy loss for primary protons in our dose model is calculated using the continuous slowing down approximation (CSDA), which for proton \( q \) at depth \( Z_k \), is calculated using

\[
E_k^q \approx E_{k-1}^q - \left( \frac{\Delta Z}{\cos \theta_k^q} \right) S_{\text{mat}}(E_{k-1}^q),
\]

(22)

where \( E_{k-1}^q \) refers to the energy of the proton at depth \( Z_{k-1} \) and \( E_k^q \) is the energy at \( Z_k \), and \( S_{\text{mat}} \) is the stopping power of the material at \((X_i, Y_j, Z_k)\) and at energy \( E_{k-1}^q \). Note that equation (22) is approximate because the linear stopping power at energy \( E_{k-1}^q \) is used rather than the average stopping power over the step. Another measure of energy loss is the effective depth in water, given by

\[
[Z_{\text{eff}}]_k^q = [Z_{\text{eff}}]_{k-1}^q + \left( \frac{\Delta Z}{\cos \theta_k^q} \right) S_{\text{wat}}^q(E_{k-1}^q),
\]

(23)

where \( S_{\text{wat}}^q \) refers to the ratio of the linear collisional stopping power in the material at \((X_i, Y_j, Z_k)\) to the linear collisional stopping power in water at energy \( E_{k-1}^q \).

The equations for both \( E_k^q \) and \( [Z_{\text{eff}}]_k^q \) require accurate determination of stopping power data. The required stopping powers in water were looked up from a table of values calculated before proton transport took place. This approach was preferred over using databases, such as SRIM (Ziegler et al. 2012), because the computation of tabular data was based on an analytical formula (equation 25) which allowed variable energy resolution. To compute the stopping power table for water, three additional user-defined parameters are required: the maximum energy \( (E_{\text{max}}) \), the energy resolution \( (f_E) \), and the cutoff energy \( (E_{\text{cut}}) \). The energy array is then calculated using
where \( h \) is initialized to 1 and \( E_0 = E_{\text{max}} \). Using this set of energies, the corresponding stopping powers in water is then computed using the following analytical formula

\[
\frac{S}{\rho}(E) = \frac{1}{a_1 a_2 E^{a_2 - 1} + a_3 a_4 E^{a_3 - 1} + a_5 (\exp[a_6 E] - 1)}
\]

(25)

where \( a_1 \) through \( a_6 \) are material-specific parameters fit to SRIM data (Table 2.1) over the energy range 10 keV to 300 MeV; the fitting used a genetic algorithm (Donahue et al 2016).

Table 2.1. Parameters for equation (25) using Donahue et al (2016) for the three materials in this study.

<table>
<thead>
<tr>
<th>Name</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( a_3 )</th>
<th>( a_4 )</th>
<th>( a_5 )</th>
<th>( a_6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air, Dry (ICRU-104)</td>
<td>0.22635</td>
<td>0.31744</td>
<td>1.20178</td>
<td>1.63921</td>
<td>176.54209</td>
<td>-0.00399</td>
</tr>
<tr>
<td>Water, Liquid (ICRU-276)</td>
<td>0.00016</td>
<td>0.31224</td>
<td>0.00098</td>
<td>1.58180</td>
<td>0.17113</td>
<td>-0.00400</td>
</tr>
<tr>
<td>Bone, Compact (ICRP)</td>
<td>0.00027</td>
<td>0.23111</td>
<td>0.00174</td>
<td>1.53310</td>
<td>0.32531</td>
<td>-0.00389</td>
</tr>
</tbody>
</table>

In order to calculate stopping power in non-water materials, we used equation (25) to determine stopping power ratios between the material of interest and water. The dose model included three biological materials (Table 2.2). The compositions listed in the table are from ICRU (1989) (air and water) and ICRP (1975) (compact bone) and match the compositions found in SRIM. A number of representative points from these stopping power ratios were chosen as a function of depth and stored as a lookup table as a function of energy (mass stopping power ratios shown in Figure 2.5), and intermediate values were linearly interpolated. Thus, to calculate the stopping power in any of the materials used in this work, we used the following equation

\[
S_{\text{mat}}(E) = S_{\text{mat}}^{\text{mat}}(E) S_{\text{water}}(E),
\]

(26)

where \( S_{\text{mat}} \) is the linear collisional stopping power in the material, \( S_{\text{water}} \) is the linear collisional stopping power in water, and \( S_{\text{mat}}^{\text{mat}}(E) \) is the ratio of linear collisional stopping power in material to water at \( E \).
Proton scatter was discussed in the previous section, and it was seen that the sigma for the MCS scatter angle $\alpha$ (equation 19) was dependent on a quantity called the linear angular scattering power (equation 27).

There are several scattering power formulae available for protons (Gottschalk 2010), but the only one derived from Moliere theory (which is considered the most accurate scatter theory) is the differential Moliere scattering power, which has the form

$$T_{dM} = f_{dM}(pv, pv_0) \left(\frac{E_s}{pv}\right)^2 \frac{1}{X_s},$$

where $f_{dM}$ is called the single scattering correction (found in Gottschalk 2010). Other parameters in equation (27) include the constant $E_s = 15 \text{ MeV}$, $pv$ is the product of momentum and velocity at the point of interest, $pv_0$ is the same product at the initial energy, and $X_s$, which is defined as

$$\frac{1}{X_s} = \alpha_{fs}N_A r_e^2 \rho \frac{Z^2}{A} \left(2 \ln \left(33219(ZA)^{-1/3}\right) - 1\right),$$

where $\alpha_{fs} = 1/137$ is the fine-structure constant, $N_A = 6.022 \times 10^{23} \text{ mol}^{-1}$ is Avogadro’s number, and $r_e = 2.818 \times 10^{-13} \text{ cm}$ is the classical electron radius. The linear angular scattering power (27) was calculated for the three materials listed in Table 2.2.
The last major interaction that needs to be discussed for this primary dose model is the fluence loss of primary protons resulting from non-elastic nuclear interactions. This interaction is not calculated while the proton is transported, unlike the previously mentioned proton track parameters. Instead, fluence loss is handled using tabular data obtained from Monte Carlo simulations. This approach allows a simple, computationally inexpensive table lookup to determine fluence loss for the primary beam. This approach results in a reduced subset of physical interactions in our model, which is one of the primary reasons that our model is fast. In contrast, general purpose MC include an extensive set of interaction types that often result in long calculation times. Modeling fluence loss with tabular data in our model also improves computational efficiency over dose models with stochastic nuclear halos (Fippel and Soukup 2004, Jia et al 2012, Qin et al 2016, Souris et al 2016), which relied on evaluating cross sections and stochastic secondary proton transport. This approach was also more computationally efficient than the analytical nuclear halo approach by Tourovsky et al (2005), which also relied on evaluating cross section data.

The procedure for characterizing fluence loss required two simulations: (1) simulation of the primary proton dose (i.e., no nuclear halo included) at point \((X_i, Y_j, Z_k)\) for beam with incident energy \(E_0\) in water using our present model, \([D^w_P(X_i, Y_j, Z_k; E_0)]_{PM}\), and (2) an MCNPX simulation of the total dose under the same conditions, \([D^w_{Tot}(X_i, Y_j, Z_k; E_0)]_{MC}\). To calculate fluence loss using these datasets, however, the beam must be sufficiently broad to not be impacted by loss of side-scatter equilibrium, so that scatter is not accounted for twice; thus, we instead equated the integral doses \([IDD^w_{Tot}(Z_k; E_0)]_{MC}\) = 
\[
\int_{X_i} \int_{Y_j} [D^w_{Tot}(X_i, Y_j, Z_k; E_0)]_{MC} \, dX' dY' \text{ and } [IDD^w_P(Z_k; E_0)]_{PM} = \int_{X_i} \int_{Y_j} [D^w_P(X_i, Y_j, Z_k; E_0)]_{PM} \, dX' dY'.
\]

Thus, \(C(Z_k; E_0)\), the fluence loss correction factor, is given by
\[
C(Z_k; E_0) = \frac{[IDD^w_{Tot}(Z_k; E_0)]_{MC}}{[IDD^w_P(Z_k; E_0)]_{PM}}.
\] (29)

After \(C(Z_k; E_0)\) has been calculated, a number of representative points are chosen as a function of depth and stored as a lookup table for energy \(E_0\) in the primary dose model program, giving the discrete distribution
$C^*(Z_k; E_0)$. A plot showing both $C^*(Z_k; 250 \text{ MeV})$ and $C(Z_k; 250 \text{ MeV})$ is in Figure 2.6. Using the same procedure, $C^*(Z_k; E_0)$ was calculated for two nominal energies $E_0 = \{100, 250\} \text{ MeV}$, and intermediate energies are calculated by linear interpolation over nominal energy. Note that in equation (21), we use $C \left([Z_{\text{eff}}]_k^q; E_0^q\right)$; thus, the correction factor is scaled to the material of interest by the effective depth in water. Thus, for the primary fluence loss, we still relied on a one-dimensional scaling based on the effective depth in water.

Figure 2.6. Plot comparing $C(Z_k; 250 \text{ MeV})$ (black) and $C^*(Z_k; 250 \text{ MeV})$ (red *).

2.3.4 Statistical Requirements

The primary dose model follows individual proton tracks over discrete steps in the phantom, which is expected to produce more accurate dose calculations compared to a purely analytical approach, such as a pencil beam algorithm (PBA). However, it is necessary to impose requirements on the number of particles simulated in order to ensure a desired level of statistical accuracy. The required number of protons per pixel in the beam-defining plane to achieve a desired statistical percentage accuracy of $u\%$ is given by:

$$n_{\text{beamlet}} = \left(\frac{u}{100}\right)^{-2}. \quad (30)$$

In this model, a statistical accuracy of 2% was used, yielding 2,500 particles per pixel in the beam-defining plane; hence, for a broad beam with field size $FS_X$ by $FS_Y$ and $XY$ dose grid resolution $\Delta X$ by $\Delta Y$, the total number of particles required is
An additional factor that must be taken into consideration is how the stopping power is sampled. Because we are using the CSDA to calculate stopping power, the precision of this calculation is inherently limited by the finite step size. For example, using a constant step size, it is possible to adequately sample the slowly varying entrance region of the stopping power curve, yet miss the rapidly changing features of the peak (reference Figure 1.2). One early approach we had to this problem involved ensuring the percent difference in linear stopping power between consecutive steps did not exceed some chosen percentage, which was typically set to 5%. However, we found that this adaptive step size calculation required excessive calculation time, so we instead chose to calculate on a grid using 0.1 cm steps from the surface to 77\% of the range in water, with the step size decreasing to 0.025 cm steps beyond that. Selection of the value for the step size change (77\%) was based on repeated simulations in water over a wide energy range (100-250 MeV) by comparing the agreement between the simulation of the present model and MC data. In these repeated simulations, the threshold depth for the change in step size was varied; ultimately, 77\% of the range in water was selected as a compromise between agreement at the peak and extended calculation time due to the finer grid spacing in the depth direction.

Additionally, in this calculation, a form of Geiger’s rule was used to calculate range based on the nominal energy of the beam, as in \( R_0^w (cm) = 2.2 \times 10^{-3} (E_0(MeV))^{1.77} \) in water. Despite the use of the variable step size in our transport, the final dose was still accumulated in a dose grid with constant step size \( \Delta Z = 0.1 \text{ cm} \).

### 2.3.5 Description of Evaluation Geometries

Our previous study showed that one of the major effects impacting the accuracy of analytical dose calculations was the CAXSIS approximation, which is particularly important for the primary proton dose calculation. The primary dose calculation presented in this chapter is intended to solve the limitations of the CAXSIS approximation. Thus, to assess the performance of the model we examined those geometries where the limitations of the CAXSIS approximation were found to be the most severe.
The evaluation scenarios focused on the highest energy (250 MeV), a rectangular field size (4x4 cm\textsuperscript{2}), and deep (Z=30 cm), thick (4 cm) heterogeneous slabs. As in our previous study, we tested the range of materials found in patient data by evaluating our model in both compact bone and air slabs. The slabs only extended over half of the calculation geometry because that is the most challenging scenario for the CAXSIS approximation. An evaluation in homogeneous water was also tested to ensure that our model could still calculate in simple geometries.

2.4 Secondary Proton Dose: The “Nuclear Halo” (Specific Aim 2)

In this section, we discuss the nuclear halo equation in the Chapman et al (2017) model (hereafter, the “original” model) and the modeling improvements made in the present work to achieve higher dosimetric accuracy in heterogeneous geometries. The original dose model only calculated the nuclear halo in water and scaled to other materials by using a simple one-dimensional effective depth calculation along the pencil-beam central-axis. In discussing how to improve the modeling of the material dependence in the nuclear halo, we note that the three following effects would ideally be incorporated into the model: (1) scaling dose in water to dose in the material of interest at the calculation point; (2) energy loss of the scattered secondary particles throughout the geometry; and (3) number of secondary protons produced, which is a function of both primary proton energy and material. Our solution in Specific Aim 2 addresses the first two of these effects (section 2.4.2). The specifics of how these improvements were added into the nuclear halo model are discussed in section 2.4.3.

2.4.1 Chapman et al (2017) Nuclear Halo Equation

In a previous publication (Chapman et al 2017), we presented the original nuclear halo model that was used in our proton dose pencil beam algorithm (PBA). The equation used for the nuclear halo was modeled empirically with coefficients determined by fitting the model to MC simulations of lateral dose profiles of a 0.1x0.1 cm\textsuperscript{2} pencil beam of protons in water. It was found that the best fit was obtained by a sum of a Gaussian and a modified Cauchy-Lorentz term:

\[ D_{S}^{FS_{X},FS_{Y}}(X_{i},Y_{j},Z_{k}) = D_{SG}^{FS_{X},FS_{Y}}(X_{i},Y_{j},Z_{k}) + D_{SCL}^{FS_{X},FS_{Y}}(X_{i},Y_{j},Z_{k}), \]  

(32)
where $D_{S}^{FS_{x},FS_{y}}$ is the total secondary dose for the field size $FS_{x}$ by $FS_{y}$. The following two terms have the following form:

$$D_{S}^{FS_{x},FS_{y}}(X_{i},Y_{j},Z_{k}) = \sum_{l=1}^{n_{x}} \sum_{m=1}^{n_{y}} w_{SG} \left(Z_{ef}^{l,m}(Z_{k})\right) \left[D_{expt}^{SSE} \left(Z_{ef}^{l,m}(Z_{k})\right)\right]_{w}^{FS_{x},FS_{y}} \cdot \left(\frac{S}{\rho}\right)^{mat}_{w} \left(X_{i},Y_{j},Z_{k}; E(x_{i},y_{m},Z_{k})\right)$$

$$\cdot \frac{1}{4} \left[ \text{erf} \left(\frac{x_{i} + \Delta X}{2} - X_{i}\right) - \text{erf} \left(\frac{x_{i} - \Delta X}{2} - X_{i}\right) \right]$$

$$\cdot \left[ \text{erf} \left(\frac{y_{m} + \Delta Y}{2} - Y_{j}\right) - \text{erf} \left(\frac{y_{m} - \Delta Y}{2} - Y_{j}\right) \right]$$

$$= \left(33a\right)$$

$$D_{SCL}^{FS_{x},FS_{y}}(X_{i},Y_{j},Z_{k}) = \sum_{l=1}^{n_{x}} \sum_{m=1}^{n_{y}} w_{SCL} \left(Z_{ef}^{l,m}(Z_{k})\right) \left[D_{expt}^{SSE} \left(Z_{ef}^{l,m}(Z_{k})\right)\right]_{w}^{FS_{x},FS_{y}} \cdot \left(\frac{S}{\rho}\right)^{mat}_{w} \left(X_{i},Y_{j},Z_{k}; E(x_{i},y_{m},Z_{k})\right)$$

$$\cdot \frac{1}{4} \left[ \text{atan} \left(\frac{x_{i} + \Delta X}{2} - X_{i}\right) - \text{atan} \left(\frac{x_{i} - \Delta X}{2} - X_{i}\right) \right]$$

$$\cdot \left[ \text{atan} \left(\frac{y_{m} + \Delta Y}{2} - Y_{j}\right) - \text{atan} \left(\frac{y_{m} - \Delta Y}{2} - Y_{j}\right) \right]$$

$$= \left(33b\right)$$

where $w_{SG}$, $w_{SCL}$, $\sigma_{SG}$, and $\sigma_{SCL}$ are left as free parameters of the model. $n_{x}$ and $n_{y}$ refer to the number of pencil beams along the $X$ and $Y$ axes, respectively. Note the inclusion of the mass stopping power ratio, $\left(\frac{S}{\rho}\right)^{mat}_{w}$, addresses the need for calculating dose in the material of interest at the calculation point. Additionally, $\sigma_{SG}^{l,m}(Z_{ef}(Z_{k}))$ and $\sigma_{SCL}^{l,m}(Z_{ef}(Z_{k}))$ are used as shorthand for $\sigma_{SG}(x_{i},y_{m},Z_{ef}(Z_{k}))$ and $\sigma_{SCL}(x_{i},y_{m},Z_{ef}(Z_{k}))$ respectively. The side-scatter equilibrium corrections for the central-axis terms were given by

$$\left\{ \left[D_{expt}^{SSE} \left(Z_{ef}^{l,m}(Z_{k})\right)\right]_{w}^{FS_{x},FS_{y}} \right\} = \left[D_{expt}^{SSE} \left(Z_{ef}^{l,m}(Z_{k})\right)\right]_{w}^{FS_{x},FS_{y}}$$

$$\text{erf} \left[\frac{FS_{x}}{2\sqrt{\sigma_{SG}^{w}(Z_{ef}(Z_{k}))}}\right]^{-1} \text{erf} \left[\frac{FS_{y}}{2\sqrt{\sigma_{SG}^{w}(Z_{ef}(Z_{k}))}}\right]^{-1}$$

$$= \left(34a\right)$$
A least-squares fit was performed in water to determine the free parameters in the model as a function of depth. For all proton energies used in this study, the MC data from simulations of a 0.1x0.1 cm$^2$ pencil beam in water was used to parameterize the nuclear halo model. The MC data was calculated on a 0.025x0.025 cm$^2$ grid and spanned large lateral distances (+/- 10 cm off-axis) to characterize the off-axis distributions.

For the fitting procedure, MCNPX (Pelowitz 2011) simulations were used to generate a 0.1x0.1 cm$^2$ pencil beam of protons in water for two initial energies (100 and 250 MeV). Because the initial field size of 0.1x0.1 cm$^2$ was small compared to the lateral scattering of the pencil beam at depth, these simulations were treated as a single pencil beam; thus, the free parameters of our model were fit to equations 32-34 with $x_l = y_m = 0$, $n_x = n_y = 1$, $Z_{eff}^{l,m}(Z_k) = Z_k$, $\sigma_{SG}^{l,m} = \sigma_{SG}^{w}$, $\sigma_{SCL}^{l,m} = \sigma_{SCL}^{w}$, and $(\frac{S}{\rho})_{w}^{mat} = 1$.

### 2.4.2 Improved Energy Loss Calculation

Although material dependence was included to some extent in the equations presented in the previous section, Chapman et al (2017) indicated that a more robust material dependence would further improve agreement with MC simulations.

The prior nuclear halo model (equations 32-34) only accounted for energy loss along the central-axis of the pencil beam via the effective depth in water. Because we are trying to model the energy loss of secondary protons, which lose energy over more complex paths than the pencil-beam central-axis, we instead used a water-equivalent calculation from the pencil beam at its origin to the point of interest. Figure 2.7(a) illustrates the proposed scenario in an example phantom that includes a bone slab in an otherwise homogeneous water geometry. To avoid cumbersome three-dimensional diagrams, we use the polar variable $R$ to indicate transverse distance from the central-axis of the pencil beam; the more conventional Cartesian $X$ and $Y$ parameters can be easily obtained from this value.
The core idea of adding the new effective path calculation is that it defines a path in three-dimensional space which allows scaling of the fitted halo data in water for all three coordinate axes. In Figure 2.7(a), the intended calculation point, \( P \), is shown in the phantom geometry. The objective for the new, three-dimensional approach is to transform point in the phantom geometry to a point described by effective coordinates in the water-equivalent geometry.

Figure 2.7. To calculate dose from the nuclear halo at point \( P(R_{ij}, Z_k) \) in the phantom geometry from the pencil beam centered at \( r_{lm} = (x_l, y_m) \), we use the effective path calculated in water, \( [S_{\text{eff}}]_{lm}^{i,j,k} \). Thus, we transform the geometry in (a) to the water-equivalent geometry in (b), which allows for a straightforward calculation of \( [R_{\text{eff}}]_{lm}^{i,j,k} \) (equation 35) and \( [Z_{\text{eff}}]_{lm}^{i,j,k} \) (equation 37). \( [R_{\text{eff}}]_{lm}^{i,j,k} \) (equation 35) can be used to calculate \( [X_{\text{eff}}]_{lm}^{i,j,k} \) and \( [Y_{\text{eff}}]_{lm}^{i,j,k} \) (equation 36a-b). The newly calculated \( [X_{\text{eff}}]_{lm}^{i,j,k} \), \( [Y_{\text{eff}}]_{lm}^{i,j,k} \), and \( [Z_{\text{eff}}]_{lm}^{i,j,k} \) are then substituted for \( (X_i, Y_j, Z_k) \) into the original halo dose model (equations 32-34), which scales the halo in water to the intended geometry.

In comparing the sub-figures shown in Figure 2.7(a,b), it is clear that both \( [S]_{lm}^{i,j,k} \) and \( [S_{\text{eff}}]_{lm}^{i,j,k} \) are at the same angle. This angle is ensured to be the same in both the phantom and water-equivalent geometry because the water-equivalent calculations in the water-equivalent geometry are simply scaling the values in the phantom geometry, not changing the direction in any way. Thus, equating the \( \text{sine} \) of the two angles, we obtain the following general scaling relationship by similar triangles:
\[
\left[R_{\text{eff}}\right]_{l,m}^{i,j,k} = \left[\frac{S_{\text{eff}}}{S}\right]_{l,m}^{i,j,k} (R_{i,j} - r_{l,m}) + r_{l,m},
\]
where the subscript \((l, m)\) indicates that the variable is calculated along a path originating at the pencil beam centered at \((x_l, y_m)\) (at the phantom surface) and terminating at grid position \((X_i, Y_j, Z_k)\). Note that \(\frac{S_{\text{eff}}}{S}\left[\right]_{l,m}^{i,j,k}\) is equivalent to \(\left[\frac{S_{\text{eff}}}{S}\right]_{l,m}^{i,j,k}\).

As with the polar angle, the azimuthal angle is also preserved in transforming the phantom geometry to the water-equivalent geometry. Therefore, the ratios between polar coordinate \(R\) and Cartesian coordinates \((X, Y)\) are also preserved. As a result, it is possible to transform equation (35) into the following expressions:

\[
\begin{align*}
\left[X_{\text{eff}}\right]_{l,m}^{i,j,k} &= \left[\frac{S_{\text{eff}}}{S}\right]_{l,m}^{i,j,k} (X_i - x_l) + x_l, \quad (36a) \\
\left[Y_{\text{eff}}\right]_{l,m}^{i,j,k} &= \left[\frac{S_{\text{eff}}}{S}\right]_{l,m}^{i,j,k} (Y_j - y_m) + y_m. \quad (36b)
\end{align*}
\]

The scaling along \(Z\) has a slightly different form since the origin for all \(\left[S\right]_{l,m}^{i,j,k}\) are at the phantom surface,

\[
\left[Z_{\text{eff}}\right]_{l,m}^{i,j,k} = \left[\frac{S_{\text{eff}}}{S}\right]_{l,m}^{i,j,k} Z_k. \quad (37)
\]

Note that this is not the same as \(Z_{\text{eff}}^{l,m}(Z_k)\) (equation (8)), which is the effective depth in water as calculated along the central-axis of the pencil beam at \((x_l, y_m)\). \(Z_{\text{eff}}^{l,m}\) is the effective scaling along the \(Z\)-axis, as determined by equation (37).

In the special case of laterally infinite heterogeneities, both \(\left[S_{\text{eff}}\right]_{l,m}^{i,j,k}\) and \(Z_{\text{eff}}^{l,m}(Z_k)\) are scaled at the same rates because they traverse the same geometry; thus, \(\left[\frac{S_{\text{eff}}}{S}\right]_{l,m}^{i,j,k}\) in equations (35-37) can be replaced with \(Z_{\text{eff}}^{l,m}(Z_k)/Z_k\). Substitution of \(Z_{\text{eff}}^{l,m}(Z_k)/Z_k\) instead of \(\left[\frac{S_{\text{eff}}}{S}\right]_{l,m}^{i,j,k}\) in equations (35-37) is equivalent to invoking the CAXSIS approximation in equations (35-37).
2.4.3 Modifications to the Nuclear Halo Equation

Recalling that the original nuclear halo was fit to water (equations 32-34), the intended calculation geometry must first be transformed to an equivalent water geometry before these terms can be used to calculate the halo in the desired geometry. In our previous model, this task was straightforward since we applied a one-dimensional depth scaling and used a multiplication by mass stopping power ratio to convert to dose in water to dose in arbitrary material. Now, the process of transforming equations (32-34) to a water-equivalent geometry is slightly more complex as we have three effective coordinates. This transformation can be achieved by replacing the coordinates of the calculation point in the intended geometry, \((X_i, Y_j, Z_k)\), with the effective coordinates in the water-equivalent phantom, \(\left([X_{eff}]_{l,m}^{i,j,k}, [Y_{eff}]_{l,m}^{i,j,k}, [Z_{eff}]_{l,m}^{i,j,k}\right)\). However, because this form for the effective coordinates is cumbersome, we instead use the shorthand \(\left([X_{eff}, Y_{eff}, Z_{eff}]_{l,m}^{i,j,k}\right)\). Recall that \((l, m)\) are meant to reference the pencil beam centered at \((x_l, y_m)\) while \((i, j, k)\) reference the calculation point \((X_i, Y_j, Z_k)\). The superscripts for dose in the equations that follow indicate the calculation point and the subscripts indicate the point of origin (e.g., \(D_{S_{FSX,FSY}}^{FSX,FSY}\)). Thus, the secondary dose in equation (32) is modified in the following way:

\[
[D_{S_{FSX,FSY}}^{FSX,FSY}]_{l,m}^{i,j,k} = \left\{ [D_{SG}^{FSX,FSY}]_{l,m}^{i,j,k} + [D_{SCL}^{FSX,FSY}]_{l,m}^{i,j,k} \right\} \left( \frac{S}{S_{eff}} \right)_{l,m}^{i,j,k} \left( \frac{S}{S_{mat}} \right)_{l,m}^{i,j,k} \cdot \frac{1}{4} \left[ \text{erf} \left( \frac{x_l - \frac{\Delta X}{2} - [X_{eff}]_{l,m}^{i,j,k}}{\sqrt{2} \sigma_{SG}^{l,m} ([Z_{eff}]_{l,m}^{i,j,k})} \right) - \text{erf} \left( \frac{x_l - \frac{\Delta X}{2} - [X_{eff}]_{l,m}^{i,j,k}}{\sqrt{2} \sigma_{SG}^{l,m} ([Z_{eff}]_{l,m}^{i,j,k})} \right) \right] 
\]

\[
\cdot \left[ \text{erf} \left( \frac{y_m + \frac{\Delta Y}{2} - [Y_{eff}]_{l,m}^{i,j,k}}{\sqrt{2} \sigma_{SG}^{l,m} ([Z_{eff}]_{l,m}^{i,j,k})} \right) - \text{erf} \left( \frac{y_m + \frac{\Delta Y}{2} - [Y_{eff}]_{l,m}^{i,j,k}}{\sqrt{2} \sigma_{SG}^{l,m} ([Z_{eff}]_{l,m}^{i,j,k})} \right) \right] \]

(39a)
\[
[D_{S_{\text{CL}}}^{FSX,FSY}]_{l,m}^{i,j,k} = \sum_{i=1}^{n_x} \sum_{m=1}^{n_y} w_{\text{SCL}} \left( [Z_{\text{eff}}]_{l,m}^{i,j,k} \right) \left\{ [D_{\text{exp}}^{FSX,FSY}]_{l,m}^{i,j,k} \right\}_{w}^{w,FSX,FSY}
\]

\[
\begin{align*}
1 &= \frac{1}{4} \left[ \frac{x_l + \Delta X}{2} - \left[ X_{\text{eff}} \right]_{l,m}^{i,j,k} \right] - \frac{1}{\sigma_{\text{SCL}}^{l,m}} \left( \left[ Z_{\text{eff}} \right]_{l,m}^{i,j,k} \right) \\
\frac{1}{4} &= \frac{1}{4} \left[ \frac{y_m + \Delta Y}{2} - \left[ Y_{\text{eff}} \right]_{l,m}^{i,j,k} \right] - \frac{1}{\sigma_{\text{SCL}}^{l,m}} \left( \left[ Z_{\text{eff}} \right]_{l,m}^{i,j,k} \right)
\end{align*}
\] (39b)

Note that for effective path calculations taking place in water (equivalently, \([S_{\text{eff}}]_{l,m}^{i,j,k} = [S]_{l,m}^{i,j,k}\)), all effective coordinates are simply equal to the coordinates of the calculation point in the intended geometry (i.e., equations 35-37 with \([S_{\text{eff}}]_{l,m}^{i,j,k} = [S]_{l,m}^{i,j,k}\), so \([D_{S_{\text{CL}}}^{FSX,FSY}]_{l,m}^{i,j,k} = D_{S_{\text{CL}}}^{FSX,FSY} (X_l, Y_l, Z_l)\), which reduces equation (38) to equation (32), the original nuclear halo equation.

2.4.4 Description of Evaluation Geometries

We evaluated geometries with laterally infinite slabs of both compact bone and air. As with the primary proton dose evaluations, we used the highest energy (250 MeV), a rectangular field size (4x4 cm²), and deep, thick slabs. Variations in slab depth (z = 10, 20, 30 cm) and thickness (2, 4, 5 cm) were also explored to ensure the new nuclear halo model applied to a wide range of geometries.

2.5 Evaluation of Dose Model in Patient-Like Phantoms (Specific Aim 3)

Recall that in Specific Aim 1, evaluation geometries were selected to test the improvements over the CAXSIS approximation that is part of all PBAs. Only primary dose was calculated to eliminate influence from the nuclear halo model. In Specific Aim 2, we selected evaluation geometries which eliminated the error from the CAXSIS approximation so the improvement in accuracy was indicative of the improved nuclear halo model.

In Specific Aim 3, we compared dose between the present model (equation 38), original model (equation 32), and MCNPX simulations. Geometries used for comparisons in this Aim featured laterally finite heterogeneities and included dose from both the primary and secondary dose terms. Furthermore, the overall
goal in Specific Aim 3 is to characterize the dose accuracy levels achievable by the present model and the prior model in simple “patient-like” phantoms, where heterogeneities are meant to mimic some of the anatomical features one might find in a typical treatment scenario.

2.5.1 Checkerboard Phantom (2 cm x 2 cm)

The checkerboard phantom was designed with alternating 2 cm wide by 2 cm thick air / compact bone slabs. This sort of heterogeneity configuration could potentially be found in the sinus region of the head, where many small bones and air cavities are adjacent to one another. The schematic for the 2 cm x 2 cm checkerboard phantom is shown in Figure 2.8 below.

2.5.2 Prostate Phantom

We designed a prostate phantom by focusing on the major heterogeneities typically encountered in these treatments: the femoral head and the rectum. We approximated the femoral head as a 2 cm radius sphere centered at $Z = 19$ cm and composed of compact bone (see Table 2.2). The theoretical prostate planning target volume (PTV) was also designed as a 2 cm radius sphere which was centered at $Z = 29$ cm (the material of the “PTV” was assigned to water). Finally, the rectum was modeled as an ellipsoid with a major axis of 2.98 cm and a minor axis of 1.71 cm. The rectum heterogeneity was also centered at $Z = 29$ cm and was assigned to air (Table 2.2). The full schematic for the prostate phantom is shown in Figure 2.9 below.

![Figure 2.8. Geometry for the 2 cm x 2 cm checkerboard phantom. The phantom consists of 2 cm wide by 2 cm thick alternating slabs of air (blue) and compact bone (yellow).](image)
Figure 2.9. Geometry for the prostate phantom. The phantom consists of 2 cm radius femoral head heterogeneity (yellow) centered at $Z = 19$ cm and composed of compact bone, a 2 cm radius theoretical prostate PTV (black dashed circle) centered at $Z = 29$ cm (water), and a rectum heterogeneity (blue) that is an ellipse with a major axis of 2.98 cm and a minor axis of 1.71 cm, which is centered at $Z = 29$ cm and assigned to air. The figure is shown with an aspect ratio of 1:1 so that the distinction between circles and the ellipse is clear.

2.6 Monte Carlo Simulations

All required Monte Carlo data in this work was produced using Monte Carlo N-Particle eXtended (MCNPX) version 2.7e (Pelowitz 2011). The beam used in these simulations was modeled as a monoenergetic, parallel source of protons with uniform intensity. Dose was calculated in these simulations by utilizing the type 3 mesh tally option ($\text{MeV cm}^{-3} \text{ particle}^{-1}$) in MCNPX and dividing the results by mass density ($\text{MeV g}^{-1} \text{ particle}^{-1}$). Default options for both multiple Coulomb scatter and energy straggling were used in all simulations. As previously described in Chapman et al (2017), we additionally configured MCNPX to transport protons only while depositing dose from all other particles locally.

We utilized the high performance computing (HPC) cluster at Louisiana State University to run the MCNPX simulations in parallel and reduce the total time required. In each simulation, we selected the
appropriate number of initial histories needed for statistical uncertainties below 1%, which was typically
200x10^6 histories. The typical time required for one of these simulations was about 72 hours on 128 processors
(9,216 processor-hours).

The PBA (section 2.2) was commissioned using simulated dose distributions from a model of a
simplified proton therapy beamline in MCNPX. This approach was previously verified (Koch et al 2005 and
Newhauser et al 2007). Specifically for the PBA, the central-axis percent depth dose (PDD) was extracted for
two energies (100 and 250 MeV) and a field size of 4x4 cm^2, which provided the required \[ D_{\text{expt}}^{FS_X,FS_Y}(z) \] in
section 2.2. As mentioned in section 2.3.3, the correction factors needed for intial energies (100 and 250 MeV),
\( C(Z_k; E_0) \), also required MC simulations. Finally, MC simulations were used both to parameterize the nuclear
halo model (as discussed previously in Knutson et al 2012) and as the standard of comparison for both the
previous model and the present model in the geometries selected for evaluation.

2.7 Evaluating the Dosimetric Accuracy of Present Model and Chapman et al (2017)

Dose calculated by the present model ("PM") was compared with the original, Chapman et al (2017)
model ("OM"), using MCNPX data ("MC") as the gold standard for monoenergetic (100 and 250 MeV) beams
and a spread-out Bragg peak with 5 cm of range modulation with a 4x4 cm^2 field size. Dose for each model was
normalized to the maximum dose in a homogeneous water phantom for the same incident beam, which gave the
relative dose

\[
RD_{FS_X,FS_Y}(X_i, Y_j, Z_k)_{PM} = 100 \cdot \frac{D_{FS_X,FS_Y}(X_i, Y_j, Z_k)_{PM}}{D_w^{FS_X,FS_Y}(0,0,Z_{\text{max}})_{PM}},
\]

(40a)

\[
RD_{FS_X,FS_Y}(X_i, Y_j, Z_k)_{OM} = 100 \cdot \frac{D_{FS_X,FS_Y}(X_i, Y_j, Z_k)_{OM}}{D_w^{FS_X,FS_Y}(0,0,Z_{\text{max}})_{OM}},
\]

(40b)

\[
RD_{FS_X,FS_Y}(X_i, Y_j, Z_k)_{MC} = 100 \cdot \frac{D_{FS_X,FS_Y}(X_i, Y_j, Z_k)_{MC}}{D_w^{FS_X,FS_Y}(0,0,Z_{\text{max}})_{MC}},
\]

(40c)
where the subscripts \((PM, OM, \text{ and } MC)\) refer to the present model, original model, and MCNPX simulations, respectively. \(D_{w}^{FSx,FSy}\) is used to specify dose in a homogeneous water phantom, and \(Z_{max}\) is the depth along the central-axis at which the dose is maximum in the homogeneous water phantom. We compared all three models \((PM, OM, \text{ and } MC)\) using various geometries (chapter 3), and used the percentage of pixels passing 3\% dose difference of 1 mm distance-to-agreement (DTA) as a measure of the improvements in the PM compared to the OM. Dose difference between MC and dose model \(X\) (meant as a generic label for either ‘PM’ or ‘OM’) was calculated using

\[
\Delta RD_{MC-X}^{FSx,FSy} = \left[ RD_{FSx,FSy}^{MC}(X_i, Y_j, Z_k) \right]_{MC} - \left[ RD_{FSx,FSy}^{FSx,FSy}(X_i, Y_j, Z_k) \right]_{X}. \tag{41}
\]

Distance-to-agreement was calculated using the method by Ju et al (2008).
CHAPTER 3. RESULTS

In this chapter, results are presented for each of the three aims in this work. Each section provides comparisons detailing the relative performance of three dose calculation approaches: (1) the model in the present work (hereafter referred to as the “present model,” or “PM”); (2) the Chapman et al (2017) PBA (hereafter referred to as the “original model,” or “OM”); and, (3) the Monte Carlo data that is used as the standard of comparison for PM and OM, denoted “MC” for this chapter. All data presented in this chapter compared dose between PM, OM, and MC.

The comparisons in this chapter are mostly based on the percentage of points that pass the 3% or 1 mm criteria set in the hypothesis. It should be further noted that most of these “pass rate” calculations are only tested on points that are below the distal edge of the last major heterogeneity and also within 1% isodose line (the “distal slab area”); this approach was chosen because the largest dosimetric differences between PM and OM are expected below the distal edge of the slab heterogeneity. Another geometry (5 cm bone slab at z = 30 cm) calculated the pass rate below the proximal slab edge and within the 1% isodose line because this particular slab covered most of the Bragg peak. Additional metrics for determining agreement between dose models include dose difference maps and histograms in the distal slab area, central-axis and lateral profiles, and the distance-to-agreement (DTA) of the 1% isodose lines.

3.1 Results for Specific Aim 1

For all of the results that follow for Specific Aim 1, all calculation approaches (PM, OM, and MC) were limited to primary dose only. Results are presented as inter-comparisons between these three models in a homogeneous water phantom, laterally finite compact bone / air slab phantoms, for a monoenergetic (250 MeV) beam. Table 3.1 summarizes the results for this aim.

Table 3.1. Results for homogenous water and laterally finite slabs. Columns in the table indicate the percentage of points passing our criteria of 3% or 1 mm.

<table>
<thead>
<tr>
<th>GEOMETRY</th>
<th>Passrate (3% or 1 mm DTA)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PM (%)</td>
</tr>
<tr>
<td>Homogeneous Water</td>
<td>100.0</td>
</tr>
<tr>
<td>4 cm Bone Slab (z = 30 cm)</td>
<td>98.0</td>
</tr>
<tr>
<td>4 cm Air Slab (z = 30 cm)</td>
<td>99.5</td>
</tr>
</tbody>
</table>
3.1.1 Homogeneous Water Phantom

Our results for Specific Aim 1 begin with a homogeneous water geometry. For this phantom, a 250 MeV beam with a field size of 4x4 cm$^2$ was used. Figure 3.1 shows isodose comparisons of dose calculated using the PM relative to MC and dose calculated by the OM relative to MC. In both cases, 100.0% of points passed our criteria of 3% or 1 mm. Some statistical noise is evident at the 30% isodose line for the PM, but this could be reduced by using a higher number of initial protons ($10^6$ were used in this case). Central-axis (Figure 3.2) and lateral profiles at the depth of maximum dose (Figure 3.3) are also shown. Agreement was excellent between all models in water.

3.1.2 Laterally Finite Slabs

For laterally finite slabs (compact bone and air) of 4 cm thickness at $z=30$ cm extending from $x=0$ cm to the right phantom edge, we tested a 250 MeV, 4x4 cm$^2$ beam and compared the results between PM, OM, and MC. For the compact bone case (Figure 3.4), 98.0% of points calculated by the PM were within 3% or 1 mm of MC calculations. In contrast, the agreement between the OM and MC was 69.0%. The improvement of the PM in addressing the limitations associated with the CAXSIS approximation is evident comparing the dose difference maps and histograms in Figure 3.5. The PM, which is not limited by the CAXSIS approximation, models the deposition of proton dose in a more physically realistic way than the OM.

We also compared the lateral profiles at $z=34.5$ cm (Figure 3.6) for all three calculation models (PM, OM, MC). We found that the PM matched the MC profile to within $+0.5\%$ and $-3.0\%$ dose difference and it is visually evident in Figure 3.6(a) that the PM correctly modeled primary dose changes due to the water-bone interface near the slab. Because the OM was based on the CAXSIS approximation, inaccurate pencil beam modeling near the slab edge ($x=0$ cm) averaged out the dose between all the contributing pencil beams, resulting in dose differences within $+8.5\%$ and $-13.5\%$. 
Figure 3.1. Primary dose calculation for a 250 MeV, 4x4 cm² beam in water, shown using (a) PM (solid) vs MC (dashed), and (b) OM (solid) and MC (dashed). 100.0% of points in both (a) and (b) satisfied 3% or 1 mm. Isodose lines shown include 1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%.

Figure 3.2. Central-axis depth dose profiles for the homogeneous water geometry (Figure 3.1). Data shown using (a) PM (solid) vs MC (dashed), and (b) OM (solid) vs MC (dashed). The red plot in each panel indicates dose difference in this profile. The dose difference in (a) is within +1.0% to -3.0% and (b) within +/-1.0% for all points.

For the laterally finite air slab case (Figure 3.7), 99.5% of points calculated by the PM were within 3% or 1 mm of MC. In contrast, agreement between OM and MC was 69.5%. As with the bone slab, the PM overcomes limitations imposed by the CAXSIS approximation in the OM, which is evident comparing the dose difference maps and histograms in Figure 3.8.
Figure 3.3. Lateral dose profiles at the depth of maximum dose for the homogeneous water geometry (Figure 3.1). Data shown using (a) PM (solid) vs MC (dashed), and (b) OM (solid) vs MC (dashed). The red plot in each panel indicates dose difference in this profile. The dose difference in (a) is within +/-1.5% and in (b) is within +/-0.5%.

In comparing the lateral profiles at z=34.5 cm (Figure 3.9) for all three calculation models (PM, OM, MC), we found that the PM matched the MC profile to within +1.0% and -2.0% dose difference and it is visually evident in Figure 3.9(a) that the PM correctly modeled primary dose changes due to the water-air interface near the slab. Because the OM was based on the CAXSI approximation, the convolution of multiple, inaccurate pencil beams near the slab edge (x=0 cm) averaged out the dose between all the contributing pencil beams, resulting in dose differences within +2.0% and -5.0%.

3.2 Results for Specific Aim 2

For all of the results that follow for Specific Aim 2, all calculation approaches (PM, OM, and MC) included both primary and secondary dose (i.e., total dose). The presentation of results for Specific Aim 2 here are broken down into thin (2 cm) and thick (4, 5 cm) slab sections (additional comparisons are shown in the Appendix). The general trend observed was improvement in low isodose lines for all slabs, and in-field improvement for deep slabs only. For this reason, the figures in this section will only feature deep slabs (z = 30 cm).
Figure 3.4. Isodose comparisons (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100 %) for a 250 MeV, 4x4 cm² beam in a water phantom with a 4 cm compact bone slab at z=30 cm that stretches from x=0 cm to the right phantom edge. Shown using (a,c) PM (solid) vs MC (dashed), and (b,d) OM (solid) vs MC (dashed). Pass rates were 98.0% (a,c) and 69.0% (b,d) and areas of failure are indicated in translucent red shading (c,d). The compact bone slab is indicated as a translucent yellow rectangle.
Figure 3.5. Dose difference maps between the PM and MC (a) and between OM and MC (b) for the 4 cm laterally finite bone slab at z = 30 cm (Figure 3.4). Note that dose differences in all panels of this figure are only calculated below the slab. Both dose difference maps use the same color scale, which is indicated in the bars to the right of (a) and (b). This data is also histogrammed for the PM vs MC (c) and OM vs MC (d).

Figure 3.6. Lateral dose profiles at z=34.05 cm for (a) the PM (solid black) vs MC (dashed), and (b) OM (solid black) vs MC (dashed) for the 4 cm laterally finite bone slab at z = 30 cm (Figure 3.4). The red plot in each panel indicates dose difference in this profile. The dose difference in (a) is within +0.5% to -3.0% and (b) within +8.5% to -13.5%.
Figure 3.7. Isodose comparisons (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) for a 250 MeV, 4x4 cm$^2$ beam in a water phantom with a 4 cm air slab at $z=30$ cm that stretches from $x=0$ cm to the right phantom edge. Shown using (a,c) PM (solid) vs MC (dashed), and (b,d) OM model (solid) and MC (dashed). Pass rates were 99.5% (a,c) and 69.5% (b,d) and areas of failure are indicated in translucent red shading (c,d). The air slab is indicated as a translucent blue rectangle.

3.2.1 Thin Slab (2 cm) Results

For thin slabs (2 cm thick), little difference was observed between the accuracy of the PM and the OM. Differences became more evident as slab depth increased toward the end of range. The primary difference noted in thin slab evaluations was improved modeling of the low isodose lines (e.g., 1% of dose maximum) in or distal to the heterogeneity in the PM. For brevity, we will omit dose difference maps and histograms from this
section as the PM and OM models resulted in similar dose values. Because results were similar for thin slabs at all depths \( (z = 10, 20, 30 \text{ cm}) \), we examine the results for the \( z = 30 \text{ cm} \) case and specify differences at other depths where necessary. In discussing these results, if no slab depth is mentioned the implication is that the result applies to all slab depths equally. A comprehensive data summary for thin slab results is in Table 3.2.

Figure 3.8. Dose difference maps between the PM and MC (a) and between OM and MC (b) for the 4 cm laterally finite air slab at \( z = 30 \text{ cm} \) (Figure 3.7). Note that dose differences in all panels of this figure are only calculated below the slab. Both dose difference maps use the same color scale, which is indicated in the bars to the right of (a) and (b). This data is also histogrammed for the PM vs MC (c) and OM vs MC (d).

For a 250 MeV, 4x4 cm\(^2\) beam in a water phantom with a 2 cm bone slab, we tested slab depths of \( z = 10, 20, 30 \text{ cm} \) (\( z = 30 \text{ cm} \) data shown in Figure 3.10). Both the PM and the OM had pass rates of 100.0% \( (z = 10, 20, 30 \text{ cm}) \) compared to MC data. The percent differences observed between the PM vs MC and the OM vs MC were within +/-1.0% of each other distal to the slabs \( (z = 10, 20, 30 \text{ cm}) \), and the PM exhibited slightly higher maximum percentage differences distal to the slab than the OM \( (<1.0\%) \). Additionally, a slight shift was noted \( (0.5 \text{ mm deeper}) \) in the position of the Bragg peak calculated by the PM in geometries with a 2 cm bone slab.
slab compared to MC. In Figure 3.11, the OM overestimates dose immediately proximal to the peak and underestimates dose at the peak. Lateral profiles below the distal edge of the slab ($z = 32.5$ cm) are shown in Figure 3.12.

![Figure 3.9](image)

**Figure 3.9.** Lateral dose profiles at $z = 34.5$ cm for (a) the PM (solid black) vs MC (dashed), and (b) OM (solid black) vs MC (dashed) for the 4 cm laterally finite air slab at $z = 30$ cm (Figure 3.7). The red plot in each panel indicates dose difference in this profile. The dose difference in (a) is within $+1.0\%$ to $-2.0\%$ and (b) within $+2.0\%$ to $-5.0\%$.

Table 3.2. Results for thin (2 cm) compact bone and air slabs. Columns in the table indicate the percentage of points passing our criteria of 3\% or 1\,mm, and the improvement (negative values: worsening) in the DTA of the 1\% isodose line (calculated by subtracting the DTA of the OM vs MC from the DTA of the PM vs MC).

<table>
<thead>
<tr>
<th>DEPTH (cm)</th>
<th>Passrate (3% or 1,mm)</th>
<th>DTA improvement at 1% (PM - OM)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PM (%)</td>
<td>OM (%)</td>
</tr>
<tr>
<td>10</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>20</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>30</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DEPTH (cm)</th>
<th>Passrate (3% or 1,mm)</th>
<th>DTA improvement at 1% (PM - OM)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PM (%)</td>
<td>OM (%)</td>
</tr>
<tr>
<td>10</td>
<td>100.0</td>
<td>99.8</td>
</tr>
<tr>
<td>20</td>
<td>100.0</td>
<td>99.8</td>
</tr>
<tr>
<td>30</td>
<td>99.6</td>
<td>99.3</td>
</tr>
</tbody>
</table>

The DTA of the 1\% isodose line at the distal edge of the bone slab between the PM and MC improved by 3.9 mm ($z = 10$ cm), 2.1 mm ($z = 20$ cm), or 1.5 mm ($z = 30$ cm) relative to the DTA between the OM and MC. The DTA improvement at all depths further downstream was between 0.6 and 4.2 mm ($z = 10$ cm), between 0.6 and 2.7 mm ($z = 20$ cm), or between 1.6 and 1.9 mm ($z = 30$ cm). The improved DTA at the 1\%
isodose line of the PM for these geometries compared to the OM is due to secondary protons in the nuclear halo being modeled over more realistic paths than the central-axis of pencil beams.

![Figure 3.10](image1.png)

**Figure 3.10.** Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) comparisons for a 250 MeV, 4x4 cm² beam in a water phantom with a 2 cm compact bone slab at z=30 cm (translucent yellow rectangle). Shown using (a) the PM (solid) vs MC (dashed), and (b) OM (solid) vs MC (dashed). Pass rates were 100.0% in both (a) and (b).

![Figure 3.11](image2.png)

**Figure 3.11.** Central-axis depth dose profiles for the 2 cm laterally infinite bone slab at z = 30 cm (Figure 3.10). Data shown using (a) PM (solid) vs MC (dashed), and (b) OM (solid) vs MC (dashed). The bone slab in both plots is indicated as a translucent yellow rectangle. Dose difference between each analytical model and MC in both plots is shown in red. Agreement in the profile shown in (a) is within +2.5% and -3.5% and agreement in (b) is +2.0% and -3.0% for all points.

With a 2 cm air slab at z = 10 cm, the PM had a 100.0% pass rate (z = 10 and 20 cm) and the OM had a 99.8% pass rate (z = 10 and 20 cm). For a slab depth of 30 cm, the PM had a pass rate of 99.6% while the OM had a pass rate of 99.3%. The maximum dose difference distal to the slab heterogeneity decreased from 4.2%
(OM vs MC) to 2.8% (PM vs MC) \((z = 10 \text{ cm})\), 4.5% (OM vs MC) to 2.4% (PM vs MC) \((z = 20 \text{ cm})\), and 7.4% (OM vs MC) to 5.6% (PM vs MC) \((z = 30 \text{ cm})\). Furthermore, for the 2 cm air slab at \(z = 10 \text{ cm}\), improvement of the 1% isodose line in the slab \((6.6 \text{ mm DTA})\) caused a downstream overestimation of the 1% isodose line \((0.3-6.5 \text{ mm DTA})\). When this slab was placed at \(z = 20 \text{ cm}\), there was a 4.5 mm DTA improvement in the slab for the 1% isodose lines and a downstream overestimation of 0.6-3.2 mm. Finally, placing the 2 cm air slab at \(z = 30 \text{ cm}\) (Figure 3.13), the improvement of the 1% isodose lines in the slab \((3.1 \text{ mm DTA})\) was observed distal to the slab and was improved by 0.4-2.6 mm further downstream. The improved DTA at the 1% isodose line at the distal edge of the PM for these geometries compared to the OM is due to secondary protons in the nuclear halo being modeled over more realistic paths than the central-axis of pencil beams. However, the PM had worse agreement in the DTA of the 1% isodose line further downstream. This was probably due to neglecting the changes due to heterogeneities in the number of secondary particles produced from non-elastic nuclear interactions. Interestingly, the worsened DTA in the 1% isodose line distal to the air slab was not observed for the same 4 cm air slab at \(z = 30 \text{ cm}\). This may be due to low scatter out of the pencil beam central-axis below the slabs at \(z = 10 \text{ cm}\) and \(20 \text{ cm}\) compared to the high scatter at \(z = 30 \text{ cm}\). The scatter at \(z = 10 \text{ cm}\) and \(20 \text{ cm}\) is perhaps not large enough to re-establish side scatter and charged particle equilibrium.

Figure 3.12. Lateral dose profiles taken at \(z = 32.5 \text{ cm}\) for the 2 cm laterally infinite bone slab at \(z = 30 \text{ cm}\) (Figure 3.10). Data shown using (a) PM (solid) vs MC (dashed), and (b) OM (solid) vs MC (dashed). The red plot in each panel indicates dose difference in this profile. Agreement in the profile shown in (a) is within +1.5% to -0.5% and agreement in (b) is +1.0% and -0.5% for all points.
Because the areas of failure in this geometry covered very small areas that did not obscure underlying data, Figure 3.13 shows the data with areas of failure indicated in red. Examining the central-axis profiles in Figure 3.14, these maximum dose differences distal to the slab seem to be manifested in modeling of the Bragg peak. Lateral profiles are also shown in Figure 3.15.

Figure 3.13. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) comparisons for a 250 MeV, 4x4 cm\(^2\) beam in a water phantom with a 2 cm air slab at z=30 cm (translucent blue rectangle). Shown using (a) the PM (solid) vs MC (dashed), and (b) OM (solid) vs MC (dashed). Pass rates were 99.6% (a) and 99.3% (b). Areas of failure are indicated in translucent red shading. Failures are at the distal edge of the slab in (a) and (b) and near the Bragg peak in (b).

Figure 3.14. Central-axis depth dose profiles for the 2 cm laterally infinite air slab at z = 30 cm (Figure 3.13). Data shown using (a) PM (solid) vs MC (dashed), and (b) OM (solid) vs MC (dashed). The air slab in both plots is indicated as a translucent blue rectangle. The red plot in each panel indicates dose difference in this profile. Agreement in the profile shown in (a) is within +4.0% and -5.5% and agreement in (b) is +2.5% and -5.0% for all points. The highest dose differences in (a) were at material interfaces; however, the dose difference at the peak is much smaller.
Figure 3.15. Lateral dose profiles taken at z = 32.5 cm for the 2 cm laterally infinite air slab at z = 30 cm (Figure 3.13). Data shown using (a) PM (solid) vs MC (dashed), and (b) OM (solid) vs MC (dashed). The red plot in each panel indicates dose difference in this profile. Agreement in the profiles shown in (a) and (b) are within 0.5% to -1.5%.

3.2.2 Thick Slab (4, 5 cm) Results

For a 250 MeV, 4x4 cm² beam in a water phantom with a 4 cm bone slab, we tested slab depths of z = 10, 20, 30 cm. Both the PM and OM had pass rates of 100.0% (z = 10, 20 cm) and for z = 30 cm, the PM had a pass rate of 100.0% whereas the OM had a pass rate of 98.6% compared to MC. The percent dose difference between the PM and MC was within +/-2.5% of the dose difference between the OM vs MC distal to the slabs (z = 10, 20, 30 cm). A slight shift was noted (1 mm deeper) in the position of the Bragg peak (z = 10, 20 cm) calculated by the PM in geometries with a 4 cm bone slab compared to MC. However, for a 4 cm bone slab at z = 30 cm (Figure 3.16), the PM better matched dose at the Bragg peak compared to the OM (by 1.6%). A summary of all data for thick slabs is in Table 3.3.

To understand the differences between PM and OM in this geometry, Figure 3.17 shows dose difference maps and histograms for PM-MC (Figure 3.17(a,c)) and OM-MC (Figure 3.17(b,d)). In Figure 3.17, differences are evident between the PM and OM both laterally and in depth. The lateral dose differences in the OM can be attributed to accounting for material-dependence using the one-dimensional effective depth, as this approach inherently neglects broadening of the secondary protons. In contrast, the PM accounts for the broadening of secondary particles both by virtue of calculating effective (x, y) coordinates, and by the inverse-square factor. As a result of the OM neglecting broadening, dose differences are extended over larger areas.
compared to the same dose difference values in the PM. For instance, the +2.0% dose difference between OM and MC (Figure 3.17(b)) are distributed over a wider area compared to the +2.0% dose difference between PM and MC (Figure 3.17(a)). This is also evident by examining the dose difference bin extending from 1.0% to 2.0% in Figure 3.17(c,d). Additionally, the DTA for the 1.0% isodose line at the distal edge of the bone slab between the PM and MC decreased by 2.5 mm (z = 10 cm), 2.3 mm (z = 20 cm), or 2.4 mm (z = 30 cm) compared to the DTA between the OM and MC. The DTA improvement further downstream was 0.7 to 3.1 mm (z = 10 cm), 0.9 to 2.3 mm (z = 20 cm), or 2.2 to 2.4 mm (z = 30 cm). Thus, secondary proton broadening impacted dose at far off-axis values as well.

Table 3.3. Results for thick (4 and 5 cm) compact bone and air slabs. Columns in the table indicate the percentage of points passing our criteria of 3% dose difference or 1 mm distance-to-agreement, and the improvement (negative values: worsening) in the DTA of the 1% isodose line (calculated by subtracting the DTA of the OM vs MC from the DTA of the PM vs MC).

<table>
<thead>
<tr>
<th>GEOMETRY</th>
<th>Passrate (3% or 1 mm)</th>
<th>DTA improvement at 1% (PM - OM)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PM (%)</td>
<td>OM (%)</td>
</tr>
<tr>
<td>4 cm Slab at z = 10 cm</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>4 cm Slab at z = 20 cm</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>4 cm Slab at z = 30 cm</td>
<td>100.0</td>
<td>98.6</td>
</tr>
<tr>
<td>5 cm Slab at z = 30 cm</td>
<td>99.4</td>
<td>99.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>GEOMETRY</th>
<th>Passrate (3% or 1 mm)</th>
<th>DTA improvement at 1% (PM - OM)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PM (%)</td>
<td>OM (%)</td>
</tr>
<tr>
<td>4 cm Slab at z = 10 cm</td>
<td>99.6</td>
<td>99.6</td>
</tr>
<tr>
<td>4 cm Slab at z = 20 cm</td>
<td>99.6</td>
<td>99.0</td>
</tr>
<tr>
<td>4 cm Slab at z = 30 cm</td>
<td>98.6</td>
<td>85.6</td>
</tr>
<tr>
<td>5 cm Slab at z = 30 cm</td>
<td>94.6</td>
<td>78.5</td>
</tr>
</tbody>
</table>

Differences between the PM and OM were also observed along the central-axis (Figure 3.18). Comparing the central-axis plots for the PM and OM relative to MC, it is clear that distal to the slab heterogeneity, the PM better matches MC than the OM. For instance, at the Bragg peak, the PM had a dose difference of -0.2%. In contrast, the OM had a dose difference of +1.8% at the Bragg peak. Note that along the central-axis (x = y = θ), equations (36A-B) do not result in \([X^l_{j,k}]_{l,m} = [Y^l_{j,k}]_{l,m} = 0\), because these effective coordinates are functions of pencil beam position \((x_l,y_m)\). Thus, the PM results in differences along depth, including the central-axis, compared to the OM. The inverse-square factor in equation 38 is an additional factor.
that contributes to differences between PM and OM along depth. Lateral profiles for this geometry are shown in Figure 3.19.

Figure 3.16. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) comparisons for a 250 MeV, 4x4 cm\(^2\) beam in a water phantom with a 4 cm compact bone slab at z=30 cm (translucent yellow rectangle). Shown using (a) the PM (solid) vs MC (dashed), and (b) OM (solid) vs MC (dashed). Pass rates were 100.0% (a) and 98.6% (b). Areas of failure are indicated in translucent red shading. Failures are near the high dose area in (b).

For a 5 cm bone slab at z = 30 cm, the results were similar to those for the 4 cm bone slab at z = 30 cm. The pass rates in this geometry were 99.4% (PM) vs 99.0% (OM) (Figure 3.20). We also examined dose difference maps and histograms (Figure 3.21) below the proximal edge of the slab. The PM was found to improve the dose difference at the Bragg peak compared to the OM (by ~8%) (Figure 3.22). Additionally, the DTA of the 1% isodose line at z = 34 cm of the bone slab between the PM and MC improved by 2.9 mm relative to the DTA between OM and MC. We chose to compare the DTA of the 1% isodose line at z = 34 cm because the distal edge of the slab is beyond the Bragg peak.

For a 250 MeV, 4x4 cm\(^2\) beam in a water phantom with a 4 cm air slab, we tested slab depths of z = 10, 20, 30 cm. Both the PM and the OM had pass rates of 99.6% compared to MC for the slab at z = 10 cm. At z = 20 cm, the pass rate was 99.6% for the PM and 99.0% for the OM. With the air slab at z = 30 cm (Figure 3.23), the pass rate seen was 98.6% (PM) vs 85.6% (OM). There are significantly higher areas of failure using the OM for this geometry (4 cm air slab at z = 30 cm) compared to the OM in the 4 cm bone slab geometry. The reason
for this disparity includes the negligible energy loss and scatter across air slabs of a few cm (i.e., $S_{w}^{air}$ and the scattering power in air are both very small) whereas the energy loss and scatter across bone slabs are greater than in water. Thus, in the OM, the halo dose at the distal edge of the air slab is nearly equal to the halo dose at the proximal edge of the air slab (by virtue of their effective depths being nearly equal), regardless of slab thickness (for thicknesses up to a few cm). The low scattering power in air slabs causes each pencil beam in the OM to be transported across the air slab along the central-axis of the pencil beam, and there is loss of side scatter and charged particle equilibrium. The PM model transports particles over more complex paths because dose calculated by the PM at the distal edge of the air slab is a function of the relative position between the central-axis of each pencil beam and the calculation point of interest and is further scaled by the inverse-square factor.

![Dose difference maps](image)

**Figure 3.17.** Dose difference maps between the PM and MC (a) and between OM and MC (b) for the 4 cm laterally infinite bone slab at $z = 30$ cm (Figure 3.16). Note that dose differences in all panels of this figure are only calculated below the slab. Both dose difference maps use the same color scale, which is indicated in the bars to the right of (a) and (b). This data is also histogrammed for the PM vs MC (c) and OM vs MC (d).
Figure 3.18. Central-axis depth dose profiles for the 4 cm laterally infinite bone slab at \( z = 30 \) cm (Figure 3.16). Data shown using (a) PM (solid) vs MC (dashed), and (b) OM (solid) vs MC (dashed). The bone slab in both plots is indicated as a translucent yellow rectangle. The red plot in each panel indicates dose difference in this profile. Agreement in the profile shown in (a) is within +2.5% and -2.0% and agreement in (b) is +3.5% and -2.5% for all points.

Figure 3.19. Lateral dose profiles taken at \( z = 34.5 \) cm for the 4 cm laterally infinite bone slab at \( z = 30 \) cm (Figure 3.16). Data shown using (a) PM (solid) vs MC (dashed), and (b) OM (solid) vs MC (dashed). The red plot in each panel indicates dose difference in this profile. Agreement in the profiles are within 1.5% to -1.0% (a) or 3.5% to -0.5% (b).

As with the bone slab, the OM resulted in dose differences extended over larger areas compared to equivalent dose differences in the PM (Figure 3.24). However, the dose difference for the OM in the distal slab area (Figure 3.24(b)) is systematically underestimated. For instance, the -2.0% to 0.0% dose difference between the PM and MC (Figure 3.24(a)) in this area increased to a consistent -4.0% to -5.0% dose difference between the OM and MC (Figure 3.24(b)). This underestimation is also seen in Figure 3.25(b). Note that in the central-axis profile of Figure 3.25(a), the PM significantly improves dosimetric agreement distal to the slab.
Figure 3.20. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) comparisons for a 250 MeV, 4x4 cm$^2$ beam in a water phantom with a 5 cm compact bone slab at $z=30$ cm (translucent yellow rectangle). Shown using (a) the PM (solid) vs MC (dashed), and (b) OM (solid) vs MC (dashed). Pass rates were 99.4% (a) and 99.0% (b). Areas of failure are indicated in translucent red shading. Failures were near the distal edge of the Bragg peak in (a) and at the Bragg peak in (b).

The DTA for the 1% isodose line at the distal edge of the air slab between the PM and OM decreased by 1.9 mm ($z = 10$ cm), 2.2 mm ($z = 20$ cm), and 6.7 mm ($z = 30$ cm) compared to the DTA between the OM and MC. Beyond the distal edge of the slab, the DTA of the 1% isodose line between the PM and MC was overestimated by 2.4 to 8.5 mm ($z = 10$ cm) compared to the DTA between the OM and MC. For the slab at $z = 20$ cm, the DTA of the 1% isodose line between the PM and MC beyond the distal edge of the slab ranged from values that overestimated the DTA by 2.8 mm to improvements of 3.4 mm compared to the DTA between the OM and MC. For the slab at $z = 30$ cm, the DTA of the 1% isodose line between the PM and MC beyond the distal edge of the slab improved by 2.4 to 7.6 mm ($z = 30$ cm) compared to the DTA between the OM and MC. Thus, the broadening of secondary protons accounted for in the PM impacted dose at far off-axis values.

For a 5 cm air slab at $z = 30$ cm, the results were similar to those for the 4 cm air slab at $z = 30$ cm. The pass-rates in this geometry were 94.6% for the PM and 78.5% for the OM (Figure 3.26). Dose difference maps and histograms are shown in Figure 3.27. Maximum dose differences were at the Bragg peak (Figure 3.28). Lateral profiles are shown in Figure 3.29.
The DTA of the 1% isodose line at the distal edge of the bone slab between the PM and MC improved by 6.2 mm relative to the DTA between OM and MC. Beyond the slab, the DTA improvement of the 1% isodose lines was 2.2 to 6.0 mm.

3.3 Results for Specific Aim 3

For all of the results that follow for Specific Aim 3, all calculation approaches (PM, OM, and MC) included both primary and secondary dose (i.e., total dose). The results include calculations in a 2 cm x 2 cm checkerboard phantom, a prostate phantom, and a paranasal phantom. All geometries were tested using monoenergetic beams, and the checkerboard and prostate phantoms additionally tested a SOBP beam. A summary for all the data for Specific Aim 3 is in Table 3.4.
Figure 3.22. Central-axis depth dose profiles for the 5 cm laterally infinite bone slab at z = 30 cm (Figure 3.20). Data shown using (a) PM (solid) vs MC (dashed), and (b) OM (solid) vs MC (dashed). The bone slab in both plots is indicated as a translucent yellow rectangle. The red plot in each panel indicates dose difference in this profile. Agreement in the profile shown in (a) is within +2.5% and -0.5% and agreement in (b) is +10.5% and -1.0% for all points.

3.3.1 Checkerboard Phantom (2 cm x 2 cm)

For a 250 MeV, 4x4 cm² beam in our 2 cm x 2 cm checkerboard phantom, pass rates were 99.0% (PM) vs 84.0% (OM) (Figure 3.31). Additionally, dose difference maps and histograms are shown in Figure 3.32. To better evaluate how well the PM improved compared to the limitations imposed by the CAXSIS approximation in the OM, we observed depth dose profiles (x = +/- 1 cm) and a lateral dose profile just below the checkered slab configuration (z = 34.05 cm). Comparing the depth dose profiles at x = -1 cm for both models (Figure 3.33), the PM is shown to agree within +3.0% and -4.5% relative to MC, whereas the OM agrees within +3.0% to -10.5% of MC; furthermore, the -10.5% percent difference seen with the OM is at the peak. At x = 1 cm (Figure 3.33), the depth profile shows a similar result: the PM percent differences range from +4.0% to -3.0% and the OM ranges from +2.0% to -12.5%, again with the -12.5% at the peak. These differences are mostly due to the CAXSIS approximation applied to the OM whereas the PM is not dependent on this approximation. To a lesser extent, these differences are impacted by the differences in material-dependence of the nuclear halo between the PM and OM.
Figure 3.23. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) comparisons for a 250 MeV, 4x4 cm$^2$ beam in a water phantom with a 4 cm air slab at $z=30$ cm (translucent blue rectangle). Shown using (a,c) the PM (solid) vs MC (dashed), and (b,d) OM (solid) vs MC (dashed). Pass rates were 98.6% (a,c) and 85.6% (b,d). Areas of failure are indicated in translucent red shading.

From the lateral profile comparisons (Figure 3.34), it can be seen that the PM accounted for the interface between bone and air heterogeneities whereas the OM smoothed out the dose at the interfaces. The percent difference for this profile in the PM was within $+5.5\%$ to $-2.0\%$ whereas the OM was within $+3.5\%$ to $-5.0\%$.

The DTA of the 1% isodose line between the PM and MC in the checkered slabs improved by 0.5 mm, and further downstream improved by 0.84 to 0.85 mm relative to the DTA between OM and MC.
Figure 3.24. Dose difference maps between the PM and MC (a) and between OM and MC (b) for the 4 cm laterally infinite air slab at $z = 30$ cm (Figure 3.23). Note that dose differences in all panels of this figure are only calculated below the slab. Both dose difference maps use the same color scale, which is indicated in the bars to the right of (a) and (b). This data is also histogrammed for the PM vs MC (c) and OM vs MC (d).

Figure 3.25. Central-axis depth dose profiles for the 4 cm laterally infinite air slab at $z = 30$ cm (Figure 3.23). Data shown using (a) PM (solid) vs MC (dashed), and (b) OM (solid) vs MC (dashed). The air slab in both plots is indicated as a translucent blue rectangle. The red plot in each panel indicates dose difference in this profile. Agreement in the profile shown in (a) is within +4.0% and -5.0% and agreement in (b) is +2.5% and -7.5% for all points.
For a SOBP (with 5 cm of range modulation), 4x4 cm² beam in our 2 cm x 2 cm checkerboard phantom, pass rates for this geometry were 94.0% (PM) vs 65.0% (OM) (Figure 3.35). Additionally, dose difference maps and histograms are shown in Figure 3.36. To better evaluate how well the PM improved compared to the central-axis approximation limitation of the OM, we observed depth profiles (x = +/- 1 cm) and a lateral profile just below the checkered slab configuration (z = 34.5 cm). Comparing the depth profiles at x = -1 cm for both models (Figure 3.37), the PM is shown to have percent differences within +2.5% and -5.0% whereas the OM ranges from 2.0% to -12.5%; furthermore, the -12.5% percent difference seen with the OM seems to be at the peak. At x = 1 cm (Figure 3.37), the depth profile shows a similar result: the PM percent differences range from +2.0% to -6.5% and the OM ranges from +0.5% to -15.0%, again with the -15.0% at the peak. From the lateral profile comparisons (Figure 3.38), the profiles make it clear that the PM accounts for the interface between bone and air heterogeneities whereas the OM smooths out the dose at the interfaces. For this lateral profile, the percent difference in the PM is within +4.0% and -8.5% whereas the OM ranges from +1.0% to -17.5%. The improvement of the PM over the OM was more pronounced for a SOBP compared to the monoenergetic beam. The errors observed in the monoenergetic case, therefore, did not average out with energy modulation, but actually worsened, at least in the OM. The DTA of the 1% isodose line between PM and MC at the distal edge of the checkered heterogeneity and beyond improved by 0.8 mm relative to the DTA between OM and MC.

![Image](WATER)

Figure 3.26. Lateral dose profiles taken at z = 34.5 cm for the 4 cm laterally infinite air slab at z = 30 cm (Figure 3.23). Data shown using (a) PM (solid) vs MC (dashed), and (b) OM (solid) vs MC (dashed). The red plot in each panel indicates dose difference in this profile. Agreement in the profiles are within 0.5% to -3.0% for (a) and (b).
Figure 3.27. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) comparisons for a 250 MeV, 4x4 cm$^2$ beam in a water phantom with a 5 cm air slab at z=$30$ cm (translucent blue rectangle). Shown using (a,c) the PM (solid) vs MC (dashed), and (b,d) OM (solid) vs MC (dashed). Pass rates were 94.6% (a) and 78.5% (b). Areas of failure are indicated in red shading.

### 3.3.2 Prostate Phantom

For a 250 MeV, 4x4 cm$^2$ beam in the prostate phantom, pass rates were 96.0% (PM) vs 77.5% (OM) (Figure 3.39). Dose difference maps and histograms are shown in Figure 3.40. Virtually all the failing regions in Figure 3.39 have corresponding percent differences up to +/-10% in Figure 3.40. Most evident in Figure 3.40 is the degradation of the Bragg peak in both the femoral head and rectal heterogeneity when predicted by the OM.
Figure 3.28. Dose difference maps between the PM and MC (a) and between OM and MC (b) for the 5 cm laterally infinite air slab at z = 30 cm (Figure 3.27). Note that dose differences in all panels of this figure are only calculated below the slab. Both dose difference maps use the same color scale, which is indicated in the bars to the right of (a) and (b). This data is also histogrammed for the PM vs MC (c) and OM vs MC (d).

Figure 3.29. Central-axis depth dose profiles for the 5 cm laterally infinite air slab at z = 30 cm (Figure 3.27). Data shown using (a) PM (solid) vs MC (dashed), and (b) OM (solid) vs MC (dashed). The air slab in both plots is indicated as a translucent blue rectangle. The red plot in each panel indicates dose difference in this profile. Agreement in the profile shown in (a) is within +1.5% and -9.5% and agreement in (b) is +1.5% and -11.5% for all points.
Figure 3.30. Lateral dose profiles taken at z = 35.05 cm for the 5 cm laterally infinite air slab at z = 30 cm (Figure 3.27). Data shown using (a) PM (solid) vs MC (dashed), and (b) OM (solid) vs MC (dashed). The red plot in each panel indicates dose difference in this profile. Agreement in the profiles are within 0.5% to -3.5% for (a) and (b).

Table 3.4. Results for evaluation geometries in Specific Aim 3. Columns in the table indicate the percentage of points passing our criteria of 3% or 1 mm, and the improvement (negative values: worsening) in the DTA of the 1% isodose line (calculated by subtracting the DTA of the OM vs MC from the DTA of the PM vs MC).

<table>
<thead>
<tr>
<th>GEOMETRY</th>
<th>Passrate (3% or 1 mm)</th>
<th>DTA improvement at 1% (PM – OM)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PM (%)</td>
<td>OM (%)</td>
</tr>
<tr>
<td>Checkerboard Phantom (Monoenergetic)</td>
<td>99.0</td>
<td>84.0</td>
</tr>
<tr>
<td>Checkerboard Phantom (SOBP)</td>
<td>94.0</td>
<td>65.0</td>
</tr>
<tr>
<td>Prostate Phantom (Monoenergetic)</td>
<td>96.0</td>
<td>77.5</td>
</tr>
<tr>
<td>Prostate Phantom (SOBP)</td>
<td>99.4</td>
<td>99.0</td>
</tr>
</tbody>
</table>

To better evaluate how well the PM improved compared to the central-axis approximation limitation of the OM, we observed a central-axis profile and a lateral profile just below the rectal heterogeneity (z = 30 cm). Comparing the central-axis profiles for both models (Figure 3.41), the PM is shown to have percent differences within +1.5% and -5.0% whereas the OM ranges from +9.5% to -15.5%; furthermore, there is significant degradation in the Bragg peak by the OM. From the lateral profile comparisons (Figure 3.42), it is clear that the PM accounts for the interface between the air heterogeneity of the rectum and water, whereas the OM smooths out the dose at the interfaces. For this lateral profile, the percent difference in the PM is within +1.0% and -0.5% whereas the OM ranges from +1.0% to -1.5%.

Additionally, the DTA of the 1% isodose line between the PM and MC distal to both the femoral head and rectum heterogeneity (z = 30.05 cm) improved by 2.1 mm relative to the DTA between OM and MC. Further downstream, the DTA of the 1% isodose line improved between 0.9 mm to 2.7 mm.
Figure 3.31. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) comparisons for a 250 MeV, 4x4 cm$^2$ beam in a water phantom with a 2 cm wide by 2 cm deep alternating air / bone checkerboard phantom at $z=30$ cm. The air slabs are indicated by translucent blue rectangles whereas bone slabs are indicated in yellow. Shown using (a,c) the PM (solid) vs MC (dashed), and (b,d) OM (solid) vs MC (dashed). Pass rates were 99.0% (a,c) and 84.0% (b,d) and areas of failure are indicated in red shading (c,d).

For a SOBP (5 cm of range modulation), 4x4 cm$^2$ beam in our prostate phantom, pass-rates were 89.0% (PM) vs 57.0% (OM) (Figure 3.43). Dose difference maps and histograms are shown in Figure 3.44. Virtually all failing regions for the OM in Figure 3.44 have corresponding areas of percent differences up to $\sim+/-15\%$ in Figure 3.43. Most evident in Figure 3.45 is the degradation of the distal end of the SOBP from both the femoral head heterogeneity and the laterally finite rectum heterogeneity in the OM.
Figure 3.32. Dose difference maps between the PM and MC (a) and between OM and MC (b) for the checkerboard phantom (Figure 3.31). Note that dose differences in all panels of this figure are only calculated below the slab. Both dose difference maps use the same color scale, which is indicated in the bars to the right of (a) and (b). This data is also histogrammed for the PM vs MC (c) and OM vs MC (d).

To better evaluate how well the PM improved compared to the central-axis approximation limitation of the OM, we observed a central-axis profile and a lateral profile below the rectal heterogeneity and below the distal 90% line of the SOBP ($z = 31.75$ cm). Comparing the central-axis profiles for both models (Figure 3.45), the PM is shown to have percent differences within $+1.5\%$ and $-6.0\%$ whereas the OM ranges from $+2.5\%$ to $-28\%$; furthermore, there is degradation of the Bragg peak as calculated by the OM. From the lateral profile comparisons (Figure 3.46), it is clear that the PM accounts for the interface between the rectal edge and water, whereas the OM smooths out the dose at interfaces. For the lateral profile, the percent difference in the PM is within $+3.5\%$ and $-5.5\%$ whereas the OM ranges from $+1.0\%$ to $-5.0\%$. Most of the differences between the PM and OM are due to limitations imposed by the CAXSIS approximation and a lack of material dependence for the nuclear halo term.
Figure 3.33. Depth dose profiles at $x = -1$ cm (a,b) and $x = 1$ cm (c,d) for the checkerboard phantom (Figure 3.31). Data shown using (a,c) PM (solid) vs MC (dashed), and (b,d) OM (solid) vs MC (dashed). The air slab is indicated by a translucent blue rectangle and the bone slab is in yellow. The red plot in each panel indicates dose difference in this profile. Agreement in the profiles is within $+3.0\%$ to $-4.5\%$ (a), $+3.0\%$ to $-10.5\%$ (b), $+4.0\%$ to $-3.0\%$ (c), and $+2.0\%$ to $-12.5\%$.

Figure 3.34. Lateral dose profiles at $z=34.05$ cm for (a) the PM (solid black) vs MC (dashed), and (b) OM (solid black) vs MC (dashed) for the checkerboard phantom (Figure 3.31). The red plot in each panel indicates dose difference in this profile. The dose difference in (a) is within $+5.5\%$ to $-2.0\%$ and (b) within $+3.5\%$ to $-5.0\%$. 
Additionally, the results indicated that the DTA of the 1% isodose line between the PM and MC distal to both the femoral head and rectum heterogeneity (z = 30.05 cm) improved by 2.9 mm relative to the DTA between OM and MC. Further downstream, the DTA of the 1% isodose line between the PM and MC was overestimated by up to 1.3 mm but reached improvements up to 7.2 mm.

Figure 3.35. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) comparisons for a SOBP (216-236 MeV in 2 MeV steps (5 cm of range modulation)), 4x4 cm² beam in a water phantom with a 2 cm wide by 2 cm deep alternating air / bone checker phantom at z=30 cm. The air slabs are indicated by translucent blue rectangles whereas bone slabs are indicated in yellow. Shown using (a,c) the PM (solid) vs MC (dashed), and (b,d) OM (solid) vs MC (dashed). Pass rates were 94.0% (a,c) and 65.0% (b,d) and areas of failure are indicated in red shading (c,d).
Figure 3.36. Dose difference maps between the PM and MC (a) and between OM and MC (b) for the checkerboard phantom and the SOBP beam in Figure 3.35. Note that dose differences in all panels of this figure are only calculated below the slab. Both dose difference maps use the same color scale, which is indicated in the bars to the right of (a) and (b). This data is also histogrammed for the PM vs MC (c) and OM vs MC (d).
Figure 3.37. Depth dose profiles at x = -1 cm (a,b) and x = 1 cm (c,d) for the checkerboard phantom and the SOBP beam in Figure 3.35. Data shown using (a,c) PM (solid) vs MC (dashed), and (b,d) OM (solid) vs MC (dashed). The air slab is indicated by a translucent blue rectangle and the bone slab is in yellow. The red plot in each panel indicates dose difference in this profile. Agreement in the profiles is within +2.5% to -5.0% (a), +2.0% to -12.5% (b), +2.0% to -6.5% (c), and +0.5% to -15.0% (d).

Figure 3.38. Lateral dose profiles at z = 34.5 cm for (a) the PM (solid black) vs MC (dashed), and (b) OM (solid black) vs MC (dashed) for the geometry in Figure 3.35. The red plot in each panel indicates dose difference in this profile. The dose difference in (a) is within +4.0% to -8.5% and (b) within +1.0% to -17.5%.
Figure 3.39. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) comparisons for a 250 MeV, 4x4 $cm^2$ beam in a prostate phantom with a bone heterogeneity (femoral head) modeled by a 2 cm radius circle centered at $z = 19$ cm (yellow), an air heterogeneity (rectum) modeled by an ellipse (major axis: 2.98 cm, minor axis: 1.71 cm) centered at $z = 29$ cm (blue). Shown using (a, c) the PM (solid) vs MC (dashed), and (b, d) OM (solid) vs MC (dashed). Pass rates were 96.0% (a, c) and 77.5% (b, d).
Figure 3.40. Dose difference maps between the PM and MC (a) and between OM and MC (b) for the prostate phantom (Figure 3.39). Note that dose differences in all panels of this figure are only calculated below the slab. Both dose difference maps use the same color scale, which is indicated in the bars to the right of (a) and (b). This data is also histogrammed for the PM vs MC (c) and OM vs MC (d).

Figure 3.41. Central-axis depth dose profiles for the prostate phantom (Figure 3.39). Data shown using (a) PM (solid) vs MC (dashed), and (b) OM (solid) vs MC (dashed). The femoral head heterogeneity in both plots is indicated as a translucent yellow. The red plot in each panel indicates dose difference in this profile. Agreement in the profile shown in (a) is within +1.5% and -5.0% and agreement in (b) is +9.5% and -15.5% for all points.
Figure 3.42. Lateral dose profiles under the rectum heterogeneity at $z = 30$ cm for the prostate phantom (Figure 3.39). Data shown using (a) PM (solid) vs MC (dashed), and (b) OM (solid) vs MC (dashed). The red plot in each panel indicates dose difference in this profile. Agreement in the profile in (a) is within $+1.0\%$ and $-0.5\%$ and agreement in (b) is within $+1.0\%$ and $-1.5\%$. 
Figure 3.43. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) comparisons for a SOBP (216-236 MeV) in 2 MeV steps (5 cm of range modulation)), 4x4 cm² beam in a prostate phantom with a bone heterogeneity (femoral head) modeled by a 2 cm radius circle centered at z = 19 cm (yellow), an air heterogeneity (rectum) modeled by an ellipse (major axis: 2.98 cm, minor axis: 1.71 cm) centered at z = 29 cm (blue). Shown using (a,c) PM (solid) vs MC (dashed), and (b,d) OM (solid) vs MC (dashed). Pass rates were 89.0% (a,c) and 57.0% (b,d).
Figure 3.44. Dose difference maps between the PM and MC (a) and between OM and MC (b) for the prostate phantom and SOBP in Figure 3.43. Note that dose differences in all panels of this figure are only calculated below the slab. Both dose difference maps use the same color scale, which is indicated in the bars to the right of (a) and (b). This data is also histogrammed for the PM vs MC (c) and OM vs MC (d).

Figure 3.45. Central-axis depth dose profiles for the prostate phantom and SOBP in Figure 3.43. Data shown using (a) PM (solid) vs MC (dashed), and (b) OM (solid) vs MC (dashed). The femoral head heterogeneity in both plots is indicated in translucent yellow. The red plot in each panel indicates dose difference in this profile. Agreement in the profile shown in (a) is within +1.5% and -6.0% and agreement in (b) is +2.5% and -28.0% for all points.
Figure 3.46. Lateral dose profiles under the rectum heterogeneity at z = 31.75 cm for the prostate phantom and SOBP in Figure 3.43. Data shown using (a) PM (solid) vs MC (dashed), and (b) OM (solid) vs MC (dashed). The red plot in each panel indicates dose difference in this profile. Agreement in the profile in (a) is within +3.5% and -5.5% and agreement in (b) is within +1.0% and -5.0%.
CHAPTER 4. DISCUSSION

In this work, we developed a stochastic dose calculation model that eliminated the CAXSIS approximation in calculating primary dose (Specific Aim 1) and added material-dependence to the calculation of the nuclear halo of secondary protons (Specific Aim 2).

Removing the CAXSIS approximation in our primary transport model was shown to significantly reduce dose difference below laterally finite heterogeneities compared to the previous model (Chapman et al 2017), and robust material-dependence in the nuclear halo resulted in significant improvements in the dose difference below laterally infinite heterogeneities compared to the previous one-dimensional implementation. Overall, resulting dose differences and distances-to-agreement were shown to improve agreement with Monte Carlo data in a wide variety of geometries (Specific Aims 1, 2, and 3) compared to Chapman et al (2017).

Our study provided new insight into the basic physics of material-dependence in the nuclear halo. Transport of secondary particles through heterogeneities was shown to be more accurately modeled by the material dependent nuclear halo in this work compared to the original, one-dimensional implementation. This improvement resulted in decreased dose differences using the present model compared to the original model. Our results strongly suggest that robust material dependence in the nuclear halo will be important in heterogeneous patient anatomy. For instance, a rectal heterogeneity in a prostate treatment plan for a large patient could have a diameter on the order of 4-5 cm, which our results indicate would cause significant dose errors beyond the heterogeneity using the original model.

In our previous study (Chapman et al 2017), we reported large dose differences between the PBA and Monte Carlo calculations in volumes downstream of thick heterogeneities, particularly air slabs. Correspondingly, the improvement of the present model relative to the PBA was most significant following large air heterogeneities.

Dose differences calculated by the present geometry indicated higher accuracy compared to the Tourovsky et al (2005) model. For instance, in all geometries, 88.0%, 97.0%, and 99.7% of points calculated by the present model were within +/-2%, +/-5%, and +/-10%, respectively. In contrast, the Tourovsky et al (2005)
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model resulted in 69.0%, 93.0%, and 98.0% of points within +/-2%, +/-5%, and +/-10%, respectively. While the geometries tested in this work were not completely analogous to those of Tourovsky (their evaluations were in patient data), both models were designed primarily to eliminate the central-axis semi-infinite slab approximation and were tested in geometries challenging for this approximation. We attribute that additional accuracy achieved by our model to the improvements we made in the material-dependence added to the nuclear halo and the reduced step size toward the end of range.

In the most recent publication on the fast dose calculator (FDC) by Yepes et al (2018), over 525 patient cases were examined. It was shown that the Eclipse TPS, based on a pencil beam algorithm, over-estimated the maximum dose by 10-15% in some patient cases compared to the FDC. These results are consistent with our observations in the patient-like phantoms that we studied, especially those using a SOBP (10-20%).

Jia et al (2012) reported that greater than 98.7% of the points in all geometries were within 2% or 2 mm (above the 10% dose level), except for geometries with low-density air regions. Agreement below the 10% isodose level was not reported. Our work showed a distinct improvement in the distance-to-agreement of the 1% isodose line below heterogeneities. The nuclear halo implementation in Fippel and Soukup (2004) and Jia et al (2012) was limited to water.

Souris et al 2016 stated that their model was within 2% or 1 mm of GEANT 4, which is higher accuracy than we were able to achieve (3% or 1 mm compared to MCNPX). However, Souris et al 2016 relied on a complex physical model, including stochastic transport for secondary protons characterizing the nuclear halo, which necessitated a multi-core implementation to achieve reasonable calculation times. Though our model did not achieve the levels of accuracy stated in Souris et al (2016), we think that our model strikes a good balance between speed and accuracy without requiring a multi-core or GPU implementation.

The model in this work has some limitations. Evaluations were performed in simple geometries, which was intentional to characterize the underlying transport physics. It could be argued that our evaluations were not tested in clinically realistic geometries, like voxellized patient anatomy. However, this is not a major limitation because in the example geometries that we studied, we carefully selected them to be severe tests. Because our
evaluations were inherently more sensitive than what would be encountered in patient geometry, we expect that
dose errors from our model in patient anatomy would be smaller than what was observed in the geometries in
this work. Thus, limiting our study to simple geometries was also a strength.

Many of the limitations in the present model could be resolved by ensuring agreement between stopping
power calculations in the present model and MC and incorporating a material-dependent range straggling
correction. Addition of both of these features to the model in this work would improve the dose differences
even further, especially in areas distal to the depth of maximum dose. Another significant addition that should
be made is including changes in secondary proton production as a function of material and energy. The present
model neglected this effect; however, MCNPX output files indicated changes in the number of secondary
particles produced due to non-elastic nuclear interactions in heterogeneities compared to water. In addition to
the suggested modeling improvements, future work in this area should perform evaluations in patient data.

Finally, one remaining topic of discussion is the calculation time of the present model compared to
general purpose Monte Carlo. This dissertation has largely been focused on presenting the improved accuracy
of this model, but that presentation is predicated on calculating dose in a shorter timeframe than general-
purpose Monte Carlo calculations. Using our 2.3GHz Intel Core i5 based system, a monoenergetic 250 MeV,
4x4 cm² field calculated in water for the model developed in this work required 5.6 minutes, or 0.09 processor-
hours. In contrast, MCNPX simulations used 256 parallel 2.6 GHz 8-Core Sandy Bridge Xeon 64-bit processors
to calculate this same geometry in about 42.3 minutes, or 180.5 processor-hours. Thus, our model achieved
significant speedup compared with MCNPX. Calculation times for our dose model in other geometries varied
mainly with the initial number of protons and the resolution of the dose grid.
CHAPTER 5. CONCLUSIONS

In this work, we have detailed approaches to improving both the primary and nuclear halo components of a proton dose model, with the aims of reducing the two sources of errors observed in Chapman et al (2017): (1) the central-axis semi-infinite slab approximation; and, (2) the lack of material dependence in the nuclear halo model. In Specific Aim 1, we introduced a primary dose model that was stochastically based to reduce errors due to the central-axis approximation. The simplified approach to predict fluence loss of primary protons and particle transport enabled our model to reduce calculation times without sacrificing much accuracy relative to a general-purpose Monte Carlo code. In Specific Aim 2, we presented an improved energy loss calculation method that allowed transformation of the calculation geometry to an equivalent water phantom in three dimensions. This method allowed transformation of the original nuclear halo equation (Chapman et al 2017) for any desired calculation geometry. In Specific Aim 3, we compared our improved primary and nuclear halo dose model with Monte Carlo simulations from MCNPX in three patient-like phantoms. Contrasting our improved primary and nuclear halo dose model against the PBA (Chapman et al 2017) showed the amount of improvement our new model achieved.

The hypothesis of this work was found to be false: the present model did not result in 100% of points passing our 3% or 1 mm criteria for each geometry that we tested. However, we did see improved pass rates for the present model compared to the PBA in virtually every case. Furthermore, dose differences between the present model and MC distal to heterogeneities sometimes exceeded 5% (laterally finite) and 3% (laterally infinite). It was seen that some systematic differences between stopping power data in MCNPX vs the present model for compact bone resulted in a shift of the Bragg peak. The present model also overestimated Bragg peak dose, which was further amplified by both the effective lateral distance calculation and the inverse square factor introduced in the improved energy loss calculation in Specific Aim 2. These confounding factors are likely the reason that we were not able to achieve dose differences less than 3% distal to laterally infinite heterogeneities in all cases. However, dose difference between the present model and MC distal to air slabs was reduced compared to the dose difference between the PBA and MC. Most significantly, in-field improvements, as well
as improvement in distance-to-agreement of the 1% isodose line, were observed for depths distal to deep (z = 30 cm), thick (4, 5 cm) air slabs.

Given the improvements and limitations observed in our work, future work in this area would benefit from investigating approaches to include changes in secondary particle production due to heterogeneities. Any model implementing this effect should include a fast and reliable approach to performing the additional energy loss calculations needed as this could result in a significant slowdown. Additionally, any future models would benefit from ensuring identical stopping power data between both the calculation model and the standard of comparison. Systematic differences between the two in our study likely contributed to the 0.5-1 mm discrepancy observed in Bragg peaks distal to compact bone heterogeneities. Finally, incorporating a material-dependent range straggling correction would likely address small differences in the Bragg peak that were observed in Specific Aim 2.

Overall, our results indicate significant improvement in dose calculation accuracy compared to our previous PBA (Chapman et al 2017) and suggest that these improvements will be dosimetrically important in heterogeneous patient anatomy. We attribute this additional accuracy to the improvements our model made to removing dependence on the central-axis semi-infinite slab approximation and the improved energy loss calculation that added in a material-dependence to the nuclear halo model.
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APPENDIX. SUPPLEMENTAL DATA

Figure A.1. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) comparisons for a 250 MeV, 4x4 cm$^2$ beam in a water phantom with a 2 cm compact bone slab at $z=10$ cm that stretches across the entire width of the phantom. Shown using (a) sbMC (solid) vs MC (dashed), and (b) Chapman et al (2017) model (solid) and MC (dashed). Pass rates were 100% (a) and 100% (b). The bone slab is indicated as a translucent yellow rectangle.

Figure A.2. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) comparisons for a 250 MeV, 4x4 cm$^2$ beam in a water phantom with a 2 cm air slab at $z=10$ cm that stretches across the entire width of the phantom. Shown using (a) sbMC (solid) vs MC (dashed), and (b) Chapman et al (2017) model (solid) and MC (dashed). Pass rates were 99.8% (a) and 99.8% (b). The air slab is indicated as a translucent blue rectangle.
Figure A.3. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) comparisons for a 250 MeV, 4x4 cm$^2$ beam in a water phantom with a 2 cm compact bone slab at $z=20$ cm that stretches across the entire width of the phantom. Shown using (a) sbMC (solid) vs MC (dashed), and (b) Chapman et al (2017) model (solid) and MC (dashed). Pass rates were 100% (a) and 100% (b). The bone slab is indicated as a translucent yellow rectangle.

Figure A.4. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) comparisons for a 250 MeV, 4x4 cm$^2$ beam in a water phantom with a 2 cm air slab at $z=20$ cm that stretches across the entire width of the phantom. Shown using (a) sbMC (solid) vs MC (dashed), and (b) Chapman et al (2017) model (solid) and MC (dashed). Pass rates were 99.8% (a) and 99.8% (b). The air slab is indicated as a translucent blue rectangle.
Figure A.5. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100\%) comparisons for a 250 MeV, 4x4 cm$^2$ beam in a water phantom with a 4 cm bone slab at $z=10$ cm that stretches across the entire width of the phantom. Shown using (a) sbMC (solid) vs MC (dashed), and (b) Chapman et al (2017) model (solid) and MC (dashed). Pass rates were 100\% in (a) and (b). The bone slab is indicated as a translucent yellow rectangle.

Figure A.6. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100\%) comparisons for a 250 MeV, 4x4 cm$^2$ beam in a water phantom with a 4 cm air slab at $z=10$ cm that stretches across the entire width of the phantom. Shown using (a) sbMC (solid) vs MC (dashed), and (b) Chapman et al (2017) model (solid) and MC (dashed). Pass rates were 99.6\% (a) and 99.6\% (b). The air slab is indicated as a translucent blue rectangle.
Figure A.7. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) comparisons for a 250 MeV, 4x4 cm$^2$ beam in a water phantom with a 4 cm bone slab at $z=20$ cm that stretches across the entire width of the phantom. Shown using (a) sbMC (solid) vs MC (dashed), and (b) Chapman et al (2017) model (solid) and MC (dashed). Pass rates were 100% (a) and 100% (b). The bone slab is indicated as a translucent yellow rectangle.

Figure A.8. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) comparisons for a 250 MeV, 4x4 cm$^2$ beam in a water phantom with a 4 cm air slab at $z=20$ cm that stretches across the entire width of the phantom. Shown using (a) sbMC (solid) vs MC (dashed), and (b) Chapman et al (2017) model (solid) and MC (dashed). Pass rates were 99.6% (a) and 99.4% (b). The air slab is indicated as a translucent blue rectangle.
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