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        (a)                                                                         (b)  

 
        (c)                                                                         (d) 

Figure 3.44. Dose difference maps between the PM and MC (a) and between OM and MC (b) for the prostate 

phantom and SOBP in Figure 3.43. Note that dose differences in all panels of this figure are only calculated 

below the slab. Both dose difference maps use the same color scale, which is indicated in the bars to the right of 

(a) and (b). This data is also histogrammed for the PM vs MC (c) and OM vs MC (d). 

 

 
        (a)                                                                         (b) 

Figure 3.45. Central-axis depth dose profiles for the prostate phantom and SOBP in Figure 3.43. Data shown 

using (a) PM (solid) vs MC (dashed), and (b) OM (solid) vs MC (dashed). The femoral head heterogeneity in 

both plots is indicated in translucent yellow. The red plot in each panel indicates dose difference in this profile. 

Agreement in the profile shown in (a) is within +1.5% and -6.0% and agreement in (b) is +2.5% and -28.0% for 

all points. 
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         Off-Axis Position (cm)                                                Off-Axis Position (cm) 

                                        (a)                                                                      (b) 

Figure 3.46. Lateral dose profiles under the rectum heterogeneity at z = 31.75 cm for the prostate phantom and 

SOBP in Figure 3.43. Data shown using (a) PM (solid) vs MC (dashed), and (b) OM (solid) vs MC (dashed). 

The red plot in each panel indicates dose difference in this profile. Agreement in the profile in (a) is within 

+3.5% and -5.5% and agreement in (b) is within +1.0% and -5.0%. 
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CHAPTER 4. DISCUSSION 

In this work, we developed a stochastic dose calculation model that eliminated the CAXSIS approximation in 

calculating primary dose (Specific Aim 1) and added material-dependence to the calculation of the nuclear halo 

of secondary protons (Specific Aim 2).  

Removing the CAXSIS approximation in our primary transport model was shown to significantly reduce 

dose difference below laterally finite heterogeneities compared to the previous model (Chapman et al 2017), 

and robust material-dependence in the nuclear halo resulted in significant improvements in the dose difference 

below laterally infinite heterogeneities compared to the previous one-dimensional implementation. Overall, 

resulting dose differences and distances-to-agreement were shown to improve agreement with Monte Carlo data 

in a wide variety of geometries (Specific Aims 1, 2, and 3) compared to Chapman et al (2017). 

 Our study provided new insight into the basic physics of material-dependence in the nuclear halo. 

Transport of secondary particles through heterogeneities was shown to be more accurately modeled by the 

material dependent nuclear halo in this work compared to the original, one-dimensional implementation. This 

improvement resulted in decreased dose differences using the present model compared to the original model. 

Our results strongly suggest that robust material dependence in the nuclear halo will be important in 

heterogeneous patient anatomy. For instance, a rectal heterogeneity in a prostate treatment plan for a large 

patient could have a diameter on the order of 4-5 cm, which our results indicate would cause significant dose 

errors beyond the heterogeneity using the original model. 

In our previous study (Chapman et al 2017), we reported large dose differences between the PBA and 

Monte Carlo calculations in volumes downstream of thick heterogeneities, particularly air slabs. 

Correspondingly, the improvement of the present model relative to the PBA was most significant following 

large air heterogeneities.  

Dose differences calculated by the present geometry indicated higher accuracy compared to the 

Tourovsky et al (2005) model. For instance, in all geometries, 88.0%, 97.0%, and 99.7% of points calculated by 

the present model were within +/-2%, +/-5%, and +/-10%, respectively. In contrast, the Tourovsky et al (2005) 
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model resulted in 69.0%, 93.0%, and 98.0% of points within +/-2%, +/-5%, and +/-10%, respectively. While the 

geometries tested in this work were not completely analogous to those of Tourovsky (their evaluations were in 

patient data), both models were designed primarily to eliminate the central-axis semi-infinite slab 

approximation and were tested in geometries challenging for this approximation. We attribute that additional 

accuracy achieved by our model to the improvements we made in the material-dependence added to the nuclear 

halo and the reduced step size toward the end of range. 

In the most recent publication on the fast dose calculator (FDC) by Yepes et al (2018), over 525 patient 

cases were examined. It was shown that the Eclipse TPS, based on a pencil beam algorithm, over-estimated the 

maximum dose by 10-15% in some patient cases compared to the FDC. These results are consistent with our 

observations in the patient-like phantoms that we studied, especially those using a SOBP (10-20%).  

Jia et al (2012) reported that greater than 98.7% of the points in all geometries were within 2% or 2 mm 

(above the 10% dose level), except for geometries with low-density air regions. Agreement below the 10% 

isodose level was not reported. Our work showed a distinct improvement in the distance-to-agreement of the 

1% isodose line below heterogeneities. The nuclear halo implementation in Fippel and Soukup (2004) and Jia et 

al (2012) was limited to water.  

Souris et al 2016 stated that their model was within 2% or 1 mm of GEANT 4, which is higher accuracy 

than we were able to achieve (3% or 1 mm compared to MCNPX). However, Souris et al 2016 relied on a 

complex physical model, including stochastic transport for secondary protons characterizing the nuclear halo, 

which necessitated a multi-core implementation to achieve reasonable calculation times. Though our model did 

not achieve the levels of accuracy stated in Souris et al (2016), we think that our model strikes a good balance 

between speed and accuracy without requiring a multi-core or GPU implementation. 

The model in this work has some limitations. Evaluations were performed in simple geometries, which 

was intentional to characterize the underlying transport physics. It could be argued that our evaluations were not 

tested in clinically realistic geometries, like voxellized patient anatomy. However, this is not a major limitation 

because in the example geometries that we studied, we carefully selected them to be severe tests. Because our 



 

 

91 

evaluations were inherently more sensitive than what would be encountered in patient geometry, we expect that 

dose errors from our model in patient anatomy would be smaller than what was observed in the geometries in 

this work. Thus, limiting our study to simple geometries was also a strength. 

Many of the limitations in the present model could be resolved by ensuring agreement between stopping 

power calculations in the present model and MC and incorporating a material-dependent range straggling 

correction. Addition of both of these features to the model in this work would improve the dose differences 

even further, especially in areas distal to the depth of maximum dose. Another significant addition that should 

be made is including changes in secondary proton production as a function of material and energy. The present 

model neglected this effect; however, MCNPX output files indicated changes in the number of secondary 

particles produced due to non-elastic nuclear interactions in heterogeneities compared to water. In addition to 

the suggested modeling improvements, future work in this area should perform evaluations in patient data.  

Finally, one remaining topic of discussion is the calculation time of the present model compared to 

general purpose Monte Carlo. This dissertation has largely been focused on presenting the improved accuracy 

of this model, but that presentation is predicated on calculating dose in a shorter timeframe than general-

purpose Monte Carlo calculations. Using our 2.3GHz Intel Core i5 based system, a monoenergetic 250 MeV, 

4x4 cm2 field calculated in water for the model developed in this work required 5.6 minutes, or 0.09 processor-

hours. In contrast, MCNPX simulations used 256 parallel 2.6 GHz 8-Core Sandy Bridge Xeon 64-bit processors 

to calculate this same geometry in about 42.3 minutes, or 180.5 processor-hours. Thus, our model achieved 

significant speedup compared with MCNPX. Calculation times for our dose model in other geometries varied 

mainly with the initial number of protons and the resolution of the dose grid. 
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CHAPTER 5. CONCLUSIONS 

In this work, we have detailed approaches to improving both the primary and nuclear halo components of a 

proton dose model, with the aims of reducing the two sources of errors observed in Chapman et al (2017): (1) 

the central-axis semi-infinite slab approximation; and, (2) the lack of material dependence in the nuclear halo 

model. In Specific Aim 1, we introduced a primary dose model that was stochastically based to reduce errors 

due to the central-axis approximation. The simplified approach to predict fluence loss of primary protons and 

particle transport enabled our model to reduce calculation times without sacrificing much accuracy relative to a 

general-purpose Monte Carlo code. In Specific Aim 2, we presented an improved energy loss calculation 

method that allowed transformation of the calculation geometry to an equivalent water phantom in three 

dimensions. This method allowed transformation of the original nuclear halo equation (Chapman et al 2017) for 

any desired calculation geometry. In Specific Aim 3, we compared our improved primary and nuclear halo dose 

model with Monte Carlo simulations from MCNPX in three patient-like phantoms. Contrasting our improved 

primary and nuclear halo dose model against the PBA (Chapman et al 2017) showed the amount of 

improvement our new model achieved.  

The hypothesis of this work was found to be false: the present model did not result in 100% of points 

passing our 3% or 1 mm criteria for each geometry that we tested. However, we did see improved pass rates for 

the present model compared to the PBA in virtually every case. Furthermore, dose differences between the 

present model and MC distal to heterogeneities sometimes exceeded 5% (laterally finite) and 3% (laterally 

infinite). It was seen that some systematic differences between stopping power data in MCNPX vs the present 

model for compact bone resulted in a shift of the Bragg peak. The present model also overestimated Bragg peak 

dose, which was further amplified by both the effective lateral distance calculation and the inverse square factor 

introduced in the improved energy loss calculation in Specific Aim 2. These confounding factors are likely the 

reason that we were not able to achieve dose differences less than 3% distal to laterally infinite heterogeneities 

in all cases. However, dose difference between the present model and MC distal to air slabs was reduced 

compared to the dose difference between the PBA and MC. Most significantly, in-field improvements, as well 
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as improvement in distance-to-agreement of the 1% isodose line, were observed for depths distal to deep (z = 30 

cm), thick (4, 5 cm) air slabs.  

 Given the improvements and limitations observed in our work, future work in this area would benefit 

from investigating approaches to include changes in secondary particle production due to heterogeneities. Any 

model implementing this effect should include a fast and reliable approach to performing the additional energy 

loss calculations needed as this could result in a significant slowdown. Additionally, any future models would 

benefit from ensuring identical stopping power data between both the calculation model and the standard of 

comparison. Systematic differences between the two in our study likely contributed to the 0.5-1 mm 

discrepancy observed in Bragg peaks distal to compact bone heterogeneities. Finally, incorporating a material-

dependent range straggling correction would likely address small differences in the Bragg peak that were 

observed in Specific Aim 2. 

Overall, our results indicate significant improvement in dose calculation accuracy compared to our 

previous PBA (Chapman et al 2017) and suggest that these improvements will be dosimetrically important in 

heterogeneous patient anatomy. We attribute this additional accuracy to the improvements our model made to 

removing dependence on the central-axis semi-infinite slab approximation and the improved energy loss 

calculation that added in a material-dependence to the nuclear halo model.   
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APPENDIX. SUPPLEMENTAL DATA 

 

 
                                        (a)                                                                        (b) 

Figure A.1. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) comparisons for a 250 MeV, 4x4 cm2 beam 

in a water phantom with a 2 cm compact bone slab at z=10 cm that stretches across the entire width of the 

phantom. Shown using (a) sbMC (solid) vs MC (dashed), and (b) Chapman et al (2017) model (solid) and MC 

(dashed). Pass rates were 100% (a) and 100% (b). The bone slab is indicated as a translucent yellow rectangle. 

 

 
                                        (a)                                                                       (b) 

Figure A.2. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) comparisons for a 250 MeV, 4x4 cm2 beam 

in a water phantom with a 2 cm air slab at z=10 cm that stretches across the entire width of the phantom. Shown 

using (a) sbMC (solid) vs MC (dashed), and (b) Chapman et al (2017) model (solid) and MC (dashed). Pass 

rates were 99.8% (a) and 99.8% (b). The air slab is indicated as a translucent blue rectangle. 
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                                      (a)                                                                         (b) 

Figure A.3. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) comparisons for a 250 MeV, 4x4 cm2 beam 

in a water phantom with a 2 cm compact bone slab at z=20 cm that stretches across the entire width of the 

phantom. Shown using (a) sbMC (solid) vs MC (dashed), and (b) Chapman et al (2017) model (solid) and MC 

(dashed). Pass rates were 100% (a) and 100% (b). The bone slab is indicated as a translucent yellow rectangle. 

 

 
                                        (a)                                                                       (b) 

Figure A.4. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) comparisons for a 250 MeV, 4x4 cm2 beam 

in a water phantom with a 2 cm air slab at z=20 cm that stretches across the entire width of the phantom. Shown 

using (a) sbMC (solid) vs MC (dashed), and (b) Chapman et al (2017) model (solid) and MC (dashed). Pass 

rates were 99.8% (a) and 99.8% (b). The air slab is indicated as a translucent blue rectangle. 
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                                       (a)                                                                         (b) 

Figure A.5. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) comparisons for a 250 MeV, 4x4 cm2 beam 

in a water phantom with a 4 cm bone slab at z=10 cm that stretches across the entire width of the phantom. 

Shown using (a) sbMC (solid) vs MC (dashed), and (b) Chapman et al (2017) model (solid) and MC (dashed). 

Pass rates were 100% in (a) and (b). The bone slab is indicated as a translucent yellow rectangle. 

 

 
                                        (a)                                                                        (b) 

Figure A.6. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) comparisons for a 250 MeV, 4x4 cm2 beam 

in a water phantom with a 4 cm air slab at z=10 cm that stretches across the entire width of the phantom. Shown 

using (a) sbMC (solid) vs MC (dashed), and (b) Chapman et al (2017) model (solid) and MC (dashed). Pass 

rates were 99.6% (a) and 99.6% (b). The air slab is indicated as a translucent blue rectangle. 
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                                       (a)                                                                         (b) 

Figure A.7. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) comparisons for a 250 MeV, 4x4 cm2 beam 

in a water phantom with a 4 cm bone slab at z=20 cm that stretches across the entire width of the phantom. 

Shown using (a) sbMC (solid) vs MC (dashed), and (b) Chapman et al (2017) model (solid) and MC (dashed). 

Pass rates were 100% (a) and 100% (b). The bone slab is indicated as a translucent yellow rectangle. 

 

 
(a)                                                                         (b) 

Figure A.8. Isodose (1, 2, 5, 10, 20, 30, 40, 50, 70, 90, and 100%) comparisons for a 250 MeV, 4x4 cm2 beam 

in a water phantom with a 4 cm air slab at z=20 cm that stretches across the entire width of the phantom. Shown 

using (a) sbMC (solid) vs MC (dashed), and (b) Chapman et al (2017) model (solid) and MC (dashed). Pass 

rates were 99.6% (a) and 99.4% (b). The air slab is indicated as a translucent blue rectangle. 
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