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ABSTRACT

In many dynamic systems, the parameters are subject to jumps at unknown points in time. The jumps may be the result of some change in the operating system, or plant failure. In this work a method has been developed for fast detection of these jumps and estimation of the post-jump values. The proposed method is called the Combined Filter Algorithm. It is based on the conventional Kalman filter. Single-sample hypothesis test is used to determine the presence or absence of jumps. Small jumps, missed by the hypothesis test, are traced by a Random Walk Model Kalman filter. This is made possible by the introduction of a new kind of decision rule, called the Combined Decision Rule. The properties of this filter under correct and incorrect decisions are studied, and mathematical proofs are presented.

The intended main application of the algorithm is the detection of power system faults and estimation of steady-state voltages and currents. The proposed algorithm is tested for ARMA models and discrete state models. The algorithm is also tested on a continuous-time system, where a jump occurs in one parameter. The algorithm is applied to detect and estimate the resulting changes produced in an equivalent ARMA model. Simulation results are presented.
Chapter I

INTRODUCTION

Summary: This chapter introduces the general problem of parameter estimation, existing methods, current interests and associated difficulties. Possible applications are mentioned. Justification for using the Kalman filter as the basic tool is given, and an overview of the subsequent chapters is included.

1.1 The Problem of Parameter Estimation

Parameter estimation is the name given to a class of problems where unknown quantities are to be estimated based on some available information. Usually this information is obtained from the measured output of the system. This class is part of the general problem of extracting information from received or observed signals. The signals are, in general, corrupted by various disturbances or noise. The noise can be the effect of various causes, such as thermal, electrical, atmospheric, channel, or in some cases even intentional interferences. The areas of application include geophysics, remote sensing, acoustics, meteorology, medical imaging systems, electric power systems, electronic warfare, navigation, radar, sonar and telephone communications systems.

Some of the main difficulties that are usually encountered in the parameter estimation process are:
i) lack of suitable statistical descriptions for the signal and noise processes,

ii) incomplete or incorrect mathematical models,

iii) unobservabilities in the system,

iv) unpredicted sudden changes in the state variables,

v) unpredicted sudden changes in the noise process (hidden nonstationarity),

vi) errors in the detection of a change and vii) delay in the detection of a change.

This dissertation deals mainly with the special case of fast detection of abruptly changing parameters, and the estimation of their new values. Out of the many estimation techniques available, the Kalman filter is chosen as the principal tool. The justification for this is given in the next section where an overview of the general estimation techniques is also presented.

The principal area of application is chosen to be electric power systems, where the variables to be estimated are voltages and currents. They can change abruptly as the result of faults (short circuits) in the system. In the case of a fault it is desirable to estimate, as quickly as possible, the post-fault steady-state values of the voltages and currents. These estimates are used to pinpoint the fault location. Thus, fast detection and estimation techniques are required in computer relaying of power systems. In chapter V this application is elaborated, and results of computer simulation are given.
I.2 Basic Estimation Techniques

The three most widely used estimation techniques are Bayesian, maximum likelihood, and least squares methods. The Bayesian estimator is developed by minimizing "Bayes' risk", which is the expected cost of an error in estimation. The Bayesian estimator can be subdivided into maximum a posteriori (MAP) and minimum variance of error (MV) estimators. They minimize different cost functions and the estimation equations are different. However, it has been established that for a very large class of estimation problems the optimal estimate is unique, regardless of which meaningful error criterion is used. Reference [1] presents a comprehensive account of these estimators.

The main obstacle in using the Bayesian technique is that it requires apriori knowledge of the probabilistic description of the unknown quantities. If Z is the observation and X is the quantity to be estimated, then the probability distributions Pr(Z/X) and Pr(X) must be known in order to construct a Bayesian estimator.

When Pr(X) is unknown, but Pr(Z/X) is known, then the maximum likelihood (ML) estimator can be constructed. It maximizes the likelihood function, which is the a posteriori conditional probability of the observation given the estimate of the parameter. Theoretically, the ML estimator is in general inferior to the Bayesian estimator. However, it is well known ([1],[2]) that if the parameters and noises are Gaussian, then the ML estimate is the same as the MAP and MV estimates.

If the requirement of the knowledge of Pr(Z/X) is removed, then the linear minimum variance (LMV) estimator can be designed. However, it must be assumed that the first two moments, i.e. the mean $\mu_X$ and
variance $\sigma^2_x$, are known. Since in the Gaussian case the first two moments give the complete probabilistic description, the LMV estimator coincides with both versions of the Bayesian estimator. Also, if it is assumed that $\mu_x = 0$ and $\sigma^{-1}_x = 0$, then the MV estimator degenerates into the ML estimator. It is interesting to note [49] that for a large class of (linear, Gaussian) problems, all the estimators discussed so far are essentially the same.

The least squares approach is the final step in the continual relaxation of statistical requirements. In the Bayesian method the complete probabilistic structure and costs must be known. In the least squares method the estimation problem is treated as a deterministic optimization problem.

For the linear observation

$$Z = H^t X + V$$

with more measurements than unknowns, and the cost function

$$J(\hat{X}) = \frac{1}{2} \{ Z - H^t \hat{X} \}^t R^{-1} \{ Z - H^t \hat{X} \},$$

the least squares estimate is given by

$$\hat{X} = (H R^{-1} H^t)^{-1} H R^{-1} Z.$$  

In [2] it is shown that the least squares and LMV estimators will be identical if $i)$ the matrix $R$ in the cost function stands for the covariance matrix of the measurement noise, and $ii)$ in the LMV estimator it is assumed that $\mu_x = 0$ and $\sigma^{-1}_x = 0$, which simply states that nothing is known about $X$. Thus, the least squares estimator can be an optimum Bayesian estimator.

The next step in this discussion is the transition from batch least squares to recursive least squares. Recursive methods are convenient for
an on-line implementation of the estimator. The application of interest in this dissertation is real time parameter estimation; therefore the recursive least squares method is chosen. In this method the variances of the estimation error are minimized at each step using the previous best estimates and the previous covariance of error matrix. The estimates are unbiased, and approach the true values as more and more data are processed.

In this dissertation the name "filter" is used as a synonym for "estimation technique". The least squares filter has been constrained to be linear in the estimates. It is known that the optimal linear filter is not necessarily the best filter among the class of all nonlinear functions. However, in [2] Sage and White show that for a general class of criteria, including the minimum error variance criterion, the expected mean conditioned on the data is the best estimate. For the Gaussian case, the expected mean conditioned on the data is linear in the data. As a result, for the Gaussian case, the best linear filter is also the best filter out of the class of all non-linear functions.

It is well known that the Kalman filter is the optimal recursive least squares algorithm, thus it is also the best filter among all the linear and nonlinear functions for the Gaussian case. In this dissertation a new algorithm for the case of abruptly changing parameters is developed and discussed. The measurement and process noises are assumed to be Gaussian. Hence the Kalman filter is used as the basic tool for this task.
I.3 The Kalman Filter for Estimating States and Parameters

It is well known that for a time invariant dynamic system, the Kalman filter gives an increasingly accurate estimate of the state vector as additional information becomes available. The norm of the error covariance matrix monotonically decreases with the absorption of new measurement data. The method can be extended to include joint estimation of parameters and states. Since the problems of parameter and state estimations are closely related, the algorithm can be modified to estimate parameters.

The discrete Kalman filter determines the best estimate of the state for the stochastic system

\[ X_{k+1} = \Phi_k X_k + W_k, \]  
\[ Z_k = H_k X_k + V_k, \]

where

- \( \Phi_k \) - state transition matrix,
- \( Z_k \) - measured output vector,
- \( X_k \) - state vector,
- \( H_k \) - observation matrix, and
- \( V_k, W_k \) - vectors of normal random variables.

The vectors \( V_k \) and \( W_k \) satisfy the following:

\[ \mathbb{E} (W_k W_k^t) = S_k \delta_{k-j}, \]
\[ \mathbb{E} (V_k V_k^t) = R_k \delta_{k-j}, \]
\[ \mathbb{E} (W_k) = 0, \]
\[ E(V_k) = 0, \]

where \( \delta_{k-j} = \begin{cases} 1, & \text{for } k = j \\ 0, & \text{for } k \neq j. \end{cases} \)

The matrices \( \Phi, H, S \) and \( R \) are all assumed to be known functions of time. However, the coefficient matrices can also be known functions of past input and output variables. The same filter is still valid, since the past inputs and outputs are known at estimation time. This fact is very important in parameter estimation. It makes equation (1.1) available for describing the dynamics of parameter variations. Eq.(1.2) can then be used for describing the process dynamics. Thus, the solution algorithm is the same for both state and parameter estimation problems. However, the theoretical interpretation and practical calculation of the coefficient matrices are quite different.

Consider the following time-invariant ARMA model:

\[
Z = \sum_{i=1}^{\nu} A_i Z_{k-i} + \sum_{i=1}^{\mu} B_i U_{k-i} + V_k \quad (1.3)
\]

where, in general, \( Z \) is \( m \times 1 \), \( V \) is \( m \times 1 \), and the coefficients \( A_1 \cdots A_\nu, B_1 \cdots B_\mu \) are scalars, with \( \nu + \mu = n \).

This model can be reformulated to fit the usual notation for the Kalman filter algorithm. Equation (1.3) can be shown to be equivalent to eq.(1.2), where the state vector \( X \) consists of the parameters \( A \) and \( B \) of the ARMA model. The observation vector \( H \) consists of past inputs \( U \) and outputs \( Z \), while \( V \) stands for measurement noise. Hence,

\[
X_k^t = \begin{bmatrix} A_1 & \cdots & A_\nu & B_1 & \cdots & B_\mu \end{bmatrix},
\]
The following discussion is valid regardless of whether the H matrix is the usual known observation matrix, or it comes from the ARMA model. The only requirement is that it be known at each time step of the on-line implementation.

1.3.1 Different Cases of Parameter Variation

The various ways in which system parameters can behave with time can be categorized in the following classes:

i) constant,

ii) slowly varying,

iii) abruptly changing,

iv) mixed.

These four cases are reviewed below. The next chapter develops a combined algorithm to estimate these parameters. The main emphasis is on abruptly changing (jump) parameters.

i) Constant Parameters

If the parameters can be considered constant, then eq.(1.1) simplifies to the following:

\[ X_{k+1} = X_k. \]  

(1.6)

The estimation problem is solved efficiently with the ordinary Kalman filter algorithm. The main equations of the estimation and updating
process are:

\[ \hat{x}_{k|k} = 
\hat{x}_{k-1} + K_k (Z_k - H_k^T \hat{x}_{k-1}); \]  

(1.7)

where

\[ \text{gain: } K_k = Q_{k-1} H_k [R_2 + H_k^T Q_{k-1} H_k]^{-1}; \]  

(1.8)

updated covariance: \[ Q_k = (I - K_k H_k) Q_{k-1}; \]  

(1.9)

projected estimate: \[ \hat{x}_{k+1|k} = \hat{x}_k; \]

Because of the constant parameter model, no separate equations for estimation and prediction are required.

\section*{ii) Slowly Varying Parameters}

Suppose the parameter change is described by a Gauss–Markov stochastic difference equation:

\[ X_k = \Phi_k X_{k-1} + \Gamma_k \tilde{w}_{k-1}; \]  

(1.10)

where \( \Phi \) is an nxn transition matrix and \( \Gamma \) is an nxm input matrix. Both \( \Phi \) and \( \Gamma \) can be time varying. If the variations can be modeled, i.e., if matrices \( \Phi \) and \( \Gamma \) are known, then the usual Kalman filter yields efficient and consistent estimates. However, when the variations cannot be modeled, one must search for other devices. This problem has been well studied, and approached with many different techniques. Recursive estimation using Kalman-type least squares filters has been widely investigated ([13], [15], [20], [21]). The most general way of handling this problem is to shape the memory of the filter in a desired way to remove the effects of obsolete data. This is sometimes called finite
memory filtering or moving window filtering. The shape of the memory can either be rectangular or exponential.

In its simplest form, a sliding window Kalman filter can be described by the following equations (due to Peter Young, in [13]). Notations have been changed to be consistent with this work.

Receipt of new data at $k^{th}$ instant:

$$\hat{x}_{kn} = \hat{x}_{k-1} + K_k [ Z_k - H_k^t \hat{x}_{k/k-1} ],$$  \hspace{1cm} (1.11)

with

$$K_{kn} = Q_{k-1} H_k^t [ H_k^t Q_{k-1} H_k + R_{2k} ]^{-1}$$ \hspace{1cm} (1.12)

and

$$Q_{kn} = (I - K_k H_k^t) Q_{k-1}.$$ \hspace{1cm} (1.13)

Removal of old data received at $(k-s)^{th}$ instant:

$$\hat{x}_k = \hat{x}_{kn} + K_k [ Z_{k-s} - H_{k-s}^t \hat{x}_{kn} ],$$  \hspace{1cm} (1.14)

with

$$K_k = Q_{kn} H_{k-s} [ H_{k-s}^t Q_{kn} H_{k-s} + R_{2k} ]^{-1}$$ \hspace{1cm} (1.15)

and

$$Q_k = (I - K_k H_{k-s}^t) Q_{kn}.$$ \hspace{1cm} (1.16)

If no apriori knowledge is available about the possible nature of the parameter changes, then the finite memory filter can be expected to perform reasonably well for all kinds of changes that might take place. However, the noise in the estimates increases with short memory lengths. In addition, a finite memory filter requires much more computations than
a standard one. In [13], [14] and [20] other algorithms are treated in detail. Their numerical complexity is higher than the new approach developed in this dissertation.

**iii) Abruptly Changing Parameters**

It is possible that the parameters are subject to jumps at unknown moments of time. This kind of situation is the main area of interest in the present work. It will be given special treatment in the next section. It is enough to mention here that the Kalman filter is applicable to this case also, although the parameter model will not match the true model at the instants of jumps. It should also be made clear that the Kalman filter, by itself, is ill equipped to handle such cases of abrupt changes. With a separate detection technique, the Kalman filter can be modified to handle the situation of abruptly changing parameters.

**iv) Mixed Parameters**

In some situations the behavior of the parameters may be mixed, i.e. they may change in any way at unknown instants of time, or they may remain constant for long periods. This behavior requires an algorithm capable tracking both small and large changes. In addition, the algorithm should give reasonably smooth estimates if the parameters happen to remain constant. The finite memory filter is inherently suitable for such a case although the performance may be less than satisfactory for piecewise constant parameters. In the next chapter an alternative to the finite memory filter is described. It also introduces
an algorithm which is claimed to be very efficient for tracking both small and large changes. Furthermore, the algorithm is capable of behaving as a constant memory filter if the parameters remain unchanged for a long segment of time.

1.3.2 Special Case: Piecewise Constant Parameters

In this work, special attention is given to piecewise constant parameters. A large class of problems belongs to this category. For example, a typical case of plant failure may involve one set of constant parameters before the failure, and another set of constant parameters after it. It is necessary to estimate the parameters on line, be prepared to detect any sudden changes in them (jumps), and then be able to estimate the new values as quickly as possible.

This dissertation develops an algorithm which is capable of detecting jumps very quickly. The jump detection is used to re-initialize a conventional Kalman filter with constant parameter model. Since the parameters are known to be piecewise constant, this approach yields much better estimates of the parameters compared to other techniques, such as the finite memory filter.

In the subsequent chapters it is shown that for the case of piecewise constant parameters it is very efficient to use the constant parameter filter with a one step detector. It is also shown that certain properties of the detector (test of hypothesis) can be improved by introducing a different kind of decision rule.
I.4 Brief Survey of Jump Detection Techniques

If one or more of the system parameters change abruptly, then the output, or the measured quantity can also be expected to show some abrupt change. If the measured signal is corrupted by noise, the problem is one of identification of changes in the mean. This classic problem has been widely studied in statistical and control literature. References [16] and [17] include detailed discussion of material concentrating on detection of abrupt changes. Also, in [3], [4], [5], [6], [7] and [8] this problem has been investigated, and various solutions have been suggested. The most widely used detection techniques are the following:

a. Likelihood ratio test,
b. Cumulative sum test,
c. Weighted sum square test,
d. Hinkly's detector,
e. Hine's detector.

These methods are briefly described below. First, the general theory behind detection techniques is summarized. The residual of the recursive filter, under the assumption of parametric invariance, is known to be ([12], [29]) a sequence of independent, zero-mean random variables. Any jump in the system parameters is expected to produce a shift in the mean of the residual, which is to be detected by a hypothesis test designed on one of the detectors mentioned above. Actually, all of these detectors are based on the same principles, although they differ in the details of design and application. Each one has certain advantages and disadvantages, some are more suitable for off-line application, others
are better for on-line. Some of these detectors, which were originally
designed for one type of systems, can be adapted to work for a different
type of system. In particular, Hinkly's detector has been efficiently
modified by Nikiforov [7] for use in more complex systems, including
multidimensional ARMA models.

The likelihood ratio test, in its original form, must assume the
jump magnitude to be known. In other words, one has to perform the
likelihood ratio test between $H_0 : \mu_k = \mu_0$ for $k \leq n$ and $H_1 : \mu_k = \mu_1$ for $k \leq n$,
backward, until $H_1$ is decided. A.N. Shirayev [32] and G. Lorden [33]
have shown, independently of each other, that this procedure is optimal
with respect to detection delays. It minimizes the detection delay for a
fixed mean time between false alarms. The technique is, however,
cumbersome when extended to the case of completely unknown jump
magnitudes. There exist other detection techniques which are efficient
for off-line application, but not for recursive filtering. It is enough
to say here that extensive research has been done and strong theoretical
framework has been established for the case when one is able to write
explicit likelihoods (for example for Markovian models) and to expand
them.

Michele Bashville in [4], [5], [16] and [17] has explored a number
of approaches for detection of abrupt changes in a scalar signal. She
considered a "one model approach" in [17], which looks for a significant
deviation from the model before change, and also a "two model approach"
which is a simplification of the likelihood ratio test (GLR). She uses a
CUSUM (cumulative sum) test in various autoregressive frameworks, and
shows that the two model approach yields better performance because it
can take into account the direction of the jump. However, in the opinion of this author, if a Kalman filter is being used as the estimator, then it is not necessary to detect the direction of the jump.

This dissertation develops an algorithm in which the only job of the detector is to detect the occurrence of a jump as fast as possible, on the basis of a single sample (suitably normalized). Estimating the direction and magnitude of the jump is left to the filter after the jump has been identified. Such an algorithm is described in chapter II. It is called the "Combined Filter Algorithm (CFA)". In chapter III, the properties of this filter are presented together with the mathematical proofs.

Chapter IV is devoted to the problem of extending the proposed algorithm to multi-output situations. Chapter V deals with the problem of jumps in noise statistics. Their effect on the behavior of the algorithm is analyzed. In chapter VI the application of this algorithm to the power system state estimation (for relaying purposes) problem is discussed, and results of some computer simulation are presented.

Appendices A and B contain simulation results comparing the combined filter algorithm with other alternatives. They include the ordinary Kalman filter, finite memory Kalman filter, and random walk model Kalman filter. They are tested for different kinds of parameter variations including slow drifts, small and large jumps.
Chapter II

FAST TRACKING OF TIME-VARYING PARAMETERS

Summary: In this chapter the problem of on-line estimation of time varying parameters is discussed. An algorithm which is capable of very fast detection of abrupt jumps is introduced. The algorithm also has the capability of tracking some slower changes. This procedure combines the aspects of finite memory filtering, hypothesis testing, and constant parameter model filtering. The design minimizes the upper bounds of missed jump and false alarm probabilities. Most of the decisions are made on a single sample basis, although there is an alternative to include a desired number of consecutive samples. The proposed algorithm is called the 'Combined Filter Algorithm (CFA)'. In sections II.1, II.2, II.3 and II.4 the necessary background material for the description of the algorithm is developed, and in section II.5 the CFA is described in detail.

II.1 The Random Walk Model Filter: An Alternative to Finite Memory Filtering

The simplest example of Gauss-Markov stochastic difference equation is the following:

\[ x_{k+1} = x_k + w_k \] (2.1)

with

\[ E(w_k) = 0 \]
and

\[ E(\mathbf{w}_k^\top \mathbf{w}_j^\top) = \begin{cases} 0, & k \neq j \\ S_k, & k = j. \end{cases} \]

The signal model is, as before,

\[ Z_k = H_k^\top x_k + V_k, \]

with

\[ E(V_k) = 0 \]

and

\[ E(V_k^\top V_j^\top) = \begin{cases} 0, & k \neq j \\ R_k, & k = j. \end{cases} \]

The Kalman filter designed for the above model has the property that its gains do not tend to zero as \( k \) tends to infinity. The classical use of this filter has been in the estimation of parameters which are subject to small fluctuations at each time step \( k \), the expected amount of the fluctuations being given by the matrix \( S_k \). From this point of view, the designer has to know, or be able to assume, the elements of \( S_k \). However, another point of view is possible: one can interpret \( S_k \) as a design parameter, and the filter can be interpreted as an alternative to the finite memory filter. It is contended that by manipulating \( S_k \) this filter can be made to behave much like a finite memory filter. Small \( S_k \) corresponds to a large window length, and large \( S_k \) has the effect of having a short window length. Moreover, there is one definite advantage over the finite memory filter: it has more flexibility of design. For example, if one needs to have the estimates of a particular parameter to be smoother than others, one can just make the corresponding element of \( S_k \) smaller. In other words, there are more design
parameters instead of just one, namely the window length.

The basic similarity between the two algorithms is that both are capable of tracking time varying parameters, with the same tradeoff between the alertness of the filter and the smoothness of the estimates. Shorter window (larger $S_k$) results in a large forgetting factor, which means the filter is capable of quickly estimating a parameter change, if one should occur. On the other hand, if a change does not occur, then one has to accept noisy estimates of the same old parameters. Thus, the behavior of the random walk filter is similar to that of the finite memory filter, while being much simpler to implement, and having more design flexibility. The tracking capability of this filter can be improved by using tests of hypothesis, which is the subject of the next section.

II.2 Tests of Hypothesis as a Tool in Detecting Sudden Jumps

Hypothesis test has long been used as a statistical tool. In this section, its application in conjunction with the Kalman filter algorithm is discussed. The residual of the filtering process is given by

$$\tilde{Z}_k = Z_k - \hat{Z}_k$$

$$= H_k^t X_k + V_k - H_k^t \hat{X}_{k/k-1}$$

$$= H_k^t e_{k/k-1} + V_k.$$  \hspace{1cm} (2.3)

Under the assumption of parametric invariance, the residuals constitute a sequence of zero-mean, identically distributed independent random variables (iid). With Gaussian noise assumption, they are also Gaussian.
It can be shown by straightforward computation that the covariance matrix of the residual is given by

\[
Q_{\tilde{z}_k} = [\tilde{Z}_k \tilde{Z}_k^T] = H_k^T Q_{k-1} H_k + R_k
\]  (2.4)

for the constant parameter model, and

\[
Q_{\tilde{z}_k} = H_k^T [ Q_{k-1} + S_{k-1} ] H_k + R_k
\]  (2.5)

for the random walk model.

For the single output case, the residual can be normalized and the resulting variable will be Gaussian with zero-mean and unit variance. The normalized residual is given by

\[
\tilde{Z}_{nk} = \frac{\tilde{Z}_k}{\sqrt{Q_{\tilde{z}_k}}}
\]  (2.6)

The multi-output case will be considered in a later chapter. For a large class of problems the system can be modeled as single output, and the properties and decision rules of the filter are more conveniently discussed under the single output assumption. Therefore, \( \tilde{Z}_{nk} \) will be considered a scalar in the following sections.

The magnitude of the normalized residual is used as the test statistic, and the following is the null hypothesis:

\[ H_0: \text{jump has not occurred.} \]

The alternate hypothesis is

\[ H_1: \text{jump has occurred.} \]

The decision rule must be designed to reject (accept) \( H_0 (H_1) \) on the basis of the behavior of \(|\tilde{Z}_{nk}|\). Since \( \tilde{Z}_{nk} \) is \( N(0,1) \) it is possible to use the
normal distribution tables for determining the thresholds for rejecting and accepting the hypotheses.

The basic element of the decision rule is:

\( i) \) reject \( H_0 \) if \(|\tilde{Z}_{nk}| > T_r\),

where \( T_r \) stands for rejection threshold. This threshold is chosen by the designer in accordance with the maximum allowable probability of false alarm, \( \alpha \). This is a conditional probability defined as follows.

**Definition 2.1:** The probability of false alarm, denoted by \( \alpha \), is the conditional probability of the null hypothesis being rejected even though there is no jump. Thus,

\[
\alpha = \Pr(H_0 \text{ is rejected} | \text{no jump has occurred})
\]  

(2.7)

In statistical literature \( \alpha \) is also called the probability of type I error. The quantity \( 1 - \alpha \) is called the confidence level of the hypothesis test.

The other aspect of the decision rule concerns the acceptance of the null hypothesis. The classical approach has been binary, i.e. if \( H_0 \) can not be rejected, then it is automatically accepted. In most of the literature where hypothesis testing has been used to detect parameter jumps ([3], [6], [8], [30], [34], [48]), this binary decision rule (BDR) is the norm. Thus,

\( ii) \) accept \( H_0 \) (reject \( H_1 \)) if \(|\tilde{Z}_{nk}| < T_r\).

However, this kind of binary decision rule has certain disadvantages. The performance of the algorithm can be much improved by replacing it by a "combined decision rule" (CDR). This CDR is the subject of the next section. As a preliminary step the following definitions are stated and discussed.
**Definition 2.2:** The probability of missed jump, denoted by $\beta$, is the conditional probability of the null hypothesis being accepted even though there is a jump. Thus,

$$\beta = \Pr(H_0 \text{ is accepted}/\text{jump has occurred}). \quad (2.8)$$

It is also known as the probability of type II error.

**Numerical Computation of $\beta$**

Numerical computation this probability is possible only as a function of the amount of shift in the mean of the test statistic. In the present context, this shift (from zero) is given by

$$M = \frac{H_k^t \Delta X}{\sqrt{Q_\eta}}$$

where

- $\Delta X$ - amount of jump in the parameter,
- $Q_\eta$ - variance of the normalized residual.
- $z_k$

Only positive $M$ is considered here because of the symmetry of the standard normal density curve. As a result of the jump, $\tilde{Z}_{nk} \sim N(M, 1)$.

The probability of a type II error ($\beta$) is the following:

$$\beta = \Pr(-T_a < \tilde{Z}_{nk} < T_a).$$

Subtracting $M$ throughout in order to standardize $\tilde{Z}_{nk}$, one gets

$$\beta = \Pr(-T_a - M < \eta < T_a - M) \quad (2.8a)$$

where

$$\eta \sim N(0, 1).$$
Definition 2.3: The power of the test, denoted by $P^t$, subject to the constraint

$$\alpha \leq \alpha_f \ (\text{fixed level}), \quad (2.9)$$

is the conditional probability of the alternate hypothesis being accepted when there is a jump. Thus,

$$P^t = \Pr(H_1 \text{ is accepted/jump has occurred}) = 1 - \beta. \quad (2.10)$$

The objective here is to maximize the power of the test (2.10) for a fixed level. However, in the on-line framework the criterion is to maximize the power of the test and to minimize the detection delay.

For example, suppose the problem is to decide which of the following hypotheses to accept:

- $H_0$: there is no jump, i.e. the system is $Z_k(0) = H_k X_k(0)$
- $H_1$: there has been a jump, and the system is $Z_k(1) = H_k X_k(1)$

where both the mean values of $Z_k(0)$ and $Z_k(1)$ are known. This is simple hypothesis testing, and the problem is to decide whether a switch between the two regimes has taken place. This problem of switching statistics has been widely investigated in mathematical literature, and good detection techniques exist ([37], [38], [39]). However, the problem becomes more complicated when the mean value of the jump is unknown [$X_k(1)$ can come from an infinite set of values]. Then it is impossible to compute the power of the test.

When the value of the parameter is unknown after the jump (as in the present context of Kalman filtering), it constitutes a "multiple hypotheses testing". In that case $H_1$ does not have a known distribution,
but comes from a set of unknown distributions. Then (2.10) is an
incorrect statement, and the statistician's goal is to design uniformly
most powerful (UMP) tests, i.e. tests which have the highest power for
each distribution of the alternate hypotheses $H_1$. This problem is
strongly related to the Neyman-Pearson lemma [35]. In [36] Albert
Benveniste mentions the fact that change detection problems are multiple
hypotheses testing problems for which the Neyman-Pearson lemma is not
valid, so UMP tests do not exist. The problem would have been simpler to
handle if the mean parameter values after the change takes place were
known.

In this work the hypothesis test is designed to operate on a single
sample. Since the test may fail, it becomes necessary to define a term
"detection delay" which carries a slightly different meaning from the
classical one.

**Definition 2.4:** Detection delay ($D^d$) is the number of time steps
elapsed between the occurrence of the jump and its detection. It is
shown in chapter III that the algorithm actually operates in such a way
that

$$Pr(D^d = 1) > Pr(D^d = j) \text{ for all } j > 1.$$  

**II.3 Random Walk Model Filter with Hypothesis Testing**

It has been mentioned earlier that the random walk filter performs
similar to the finite memory filter in tracking time varying parameters.
However, just like the finite memory filter, the larger the jump, the
slower the tracking. To increase the speed of estimation in the case
of a large jump, tests of hypothesis can be incorporated into the algorithm. If a jump is detected, then the filter is re-initialized with a large covariance matrix, and the last (pre-fault) estimates used as the initial estimates.

With the proposed approach it is enough for the jump detector to detect the presence (absence) of a jump. Any detector which gives an estimate of the jump magnitude and direction can be regarded as doing redundant work. It may be argued that if the detector is able to provide a reasonable initial estimate of the parameter, then it will speed up the convergence of the Kalman filter. The counterargument is that no detector will give a good estimate of the jump magnitude on the basis of one sample. Hence it is necessary to wait for a few samples before starting the new Kalman filter. On the other hand, if the Kalman filter is started as soon as the jump is detected, it is known to converge within a few steps if the model and the measurement noise statistics are correct.

Therefore, it is the contention of this dissertation that it is better to rely on the very simple one step detector as proposed here, and leave the estimating to the Kalman filter. Computationally this is the simplest possible scheme; it is also one which requires the minimum apriori knowledge. Of course, it will miss some small jumps because the rejection threshold has to be kept high in order to avoid a large $\alpha$ value. But missing some jumps is not as dangerous in this case as in the case of using a constant parameter filter. The basic concept behind this algorithm is that the one-step detector will detect large jumps and random walk model will track small jumps. The filter will be re-initia-
lized only in the event of large jumps.

To summarize, the random walk filter is started with the following parameters chosen by the designer:

1. \( S_k \) — large values ensure more alertness, but also noisier estimates,

2. \( \alpha \) — depending on how much false alarm probability can be accepted,

3. \( T_r \) — determined from the standard Gaussian distribution table, for the chosen \( \alpha \),

4. re-initialization parameters for the case when a jump is detected, and

5. initialization parameters for the Kalman filter.

The test statistic is the normalized residual, \( \tilde{Z}_{nk} \), given by eq.(2.6). The covariance of the residual, \( Q_- \), is given by eq.(2.4) or eq.(2.5).

The decision rule is:

reject (accept)\( H_0 \) if \( |\tilde{Z}_{nk}| \geq T_r \).

If a jump is detected, the Kalman filter is re-initialized. If no jump is detected, no action is taken.

In section II.6 a new kind of algorithm is described, which is called the Combined filter algorithm (CFA). It uses the so-called combined decision rule (CDR), which is developed in section II.5. As a preliminary to the CDR, the disadvantage of the binary decision rule (BDR) is discussed in section II.4.
II.4. **The Disadvantage of the Binary Decision Rule**

The binary decision rule states that when $H_0$ can not be rejected, it must be accepted. In statistical literature it is usually mentioned that the alternative of rejecting a hypothesis is not necessarily to accept it. However, in most applications a binary decision rule is adopted. It is not usually taken into consideration that borderline cases may arise.

Suppose, for example, that $|Z_{nk}| = T_r - \varepsilon$, with $\varepsilon > 0$. Then according to the binary decision rule (BDR) hypothesis $H_0$ is accepted. However, this action carries a large probability of missing a jump. This probability gets larger as $\varepsilon$ gets smaller. In accepting $H_0$ the probability of being wrong may be greater than the probability of being right. There is no way to minimize both $\alpha$ and $\beta$ at the same time, using a BDR. However, the upper bound of $\beta$ can be reduced without increasing that of $\alpha$ by introducing the combined decision rule (CDR).

II.5 **The Combined Decision Rule**

The combined decision rule is capable of saying *yes*, *no* or *maybe* as opposed to the usual BDR, which says only *yes* or *no*. This flexibility is achieved by accepting the null hypothesis if $|Z_{nk}|$ is below a certain chosen acceptance threshold, $T_a$. It will be shown in chapter III that by doing this the upper bound of the probability of missed jump can be reduced. The choice of the acceptance threshold depends, in general, on the minimum acceptable power of the test which is decided upon by the designer. The rejection threshold $T_r$ is chosen in the same way as in the
case of the BDR. Obviously $T_a < T_r$, the limiting case being $T_a = T_r$
when the CDR degenerates into the BDR.

The combined decision rule is summarized in the following:

1) reject $H_0$ if $|Z_{nk}| > T_r$,

2) accept $H_0$ if $|Z_{nk}| < T_a$,

3) neither accept nor reject $H_0$ if $T_a \leq |Z_{nk}| \leq T_r$.

Similar to the case of the BDR, when $H_0$ is rejected, the filter is
re-initialized. No action is taken when $H_0$ is accepted. If $H_0$ can
neither be accepted nor be rejected, then basically two options are
available: i) wait for more data, and ii) activate a RWM filter and use
it until $H_0$ is either rejected or accepted.

In the present work option ii) is adopted. It is contended that
option i) may result in missing some jumps for a long time. If the jump
is such that the test statistic falls in the region in between $T_a$ and $T_r$
for a number of consecutive steps, then the RWM filter is clearly the
better option.

II.5.1 Choice of the Rejection Threshold

The rejection threshold is chosen in a straightforward manner. It is
directly obtainable from the standard normal distribution table,
depending only on the choice of the probability of false alarm, $\alpha$. For
example, if one chooses $\alpha = 0.01$, then the corresponding rejection
threshold is $T_r = 2.58$. Another option available to the designer is to
require that the null hypothesis be rejected $n$ consecutive times before
re-initialization of the filter is done. Then, for example, if \( n = 2 \), one obtains \( \alpha = 10^{-4} \) for the same previous threshold 2.58. The choice of a large \( n \) slows the response of the filter while reducing the false alarm probability. Therefore, in the interest of speed, \( n \) should not be too large.

II.5.2 Choice of the Acceptance Threshold

The acceptance threshold, \( T_a \), is more difficult to choose than \( T_r \). Basically it depends on the power of the test. However, this being a case of multiple hypothesis testing, the best one can do is to select a 'minimum allowable power of the test' \( (P_{\min}^t = 1 - \beta_{\max}) \) and compute \( T_a \) accordingly. Since \( \beta \) is a function of \( T_a \) and \( M \), one has to choose a certain fixed \( M \) in order to obtain a fixed \( T_a \) for a given \( \beta_{\max} \). The problem is more compounded by the fact that a closed form expression does not exist for \( T_a \) in terms of \( \beta \) and \( M \). Therefore an iterative method of computation has to be adopted.

It should also be mentioned here that although smaller \( T_a \) gives higher power of the test (which is desirable), one cannot reduce \( T_a \) indefinitely. In order to retain a reasonable amount of probability of making a correct decision in the case of no jump, some \( T_a(\min) \) should be specified. Since

\[
T_a = \int_{-T_a}^{T_a} f(\eta) d\eta,
\]

a pre-specified \( T_a(\min) \) such that \( T_a \geq T_a(\min) \) will result in
\[ \Pr(H_0/J) \geq \Pr(H_0/J)_{\text{min}}. \]

Thus the choice of \( T_a \) can be viewed as an iterative process with a constraint. Any reasonable iteration method can be used, and the choice of the error criterion \( \varepsilon \), such that \( |\beta - \beta_{\text{max}}| \leq \varepsilon \) should depend on the intended application.

According to equation (2.8a), the probability \( \beta \) can be computed as

\[
\beta = \int_{c}^{d} f(\eta) d\eta,
\]

where \( f(\eta) \) is the Gaussian density function, and

\[ c = -T_a - M, \]
\[ d = T_a - M. \]

\( M \) is the amount of bias created in \( \tilde{Z}_{nk} \) as the result of a parameter jump,

\[ i.e. M = \frac{H_k^t \Delta X}{\sqrt{Q_{z_k}}} \]

where \( \Delta X \) is the amount of jump.

The choice of \( T_a \) can be summarized in the following steps.

1. Select \( T_a(\text{min}) \) according to the desired \( \Pr(H_0/J)_{\text{min}} \) from the standard normal distribution table.
2. Choose \( \beta_{\text{max}} \) based on the minimum allowable power \( (P_{\text{min}}^t) \).
3. Choose \( M_{\text{min}} \), which is interpreted as the minimum bias. For all \( M \geq M_{\text{min}} \), one obtains \( P^t \geq P_{\text{min}}^t \) and for all \( M \leq M_{\text{min}} \), one obtains \( P^t \leq P_{\text{min}}^t \) (for a fixed \( T_a \)). In this sense \( M_{\text{min}} \) is the cut-off point in the bias corresponding to the chosen \( P_{\text{min}}^t \).
4. Select an initial value for $T_a = \hat{T}_a$. A good initial value is the pre-chosen $T_a(\min)$.

5. Compute $\beta = \int_{c}^{d} f(\eta) d\eta$, where

$$c = -\hat{T}_a - M_{\min},$$
$$d = \hat{T}_a - M_{\min}.$$

6. Compare $\beta$ to the chosen $\beta_{\max}$, and adjust $\hat{T}_a$ accordingly. Since $\beta$ is an increasing function of $T_a$ for each fixed $M$, if $\beta_{\max} - \beta > 0$ then the value of $T_a$ should be incremented by a suitably small amount. However, if $\beta_{\max} - \beta < 0$, and the initial choice of $T_a$ was $T_a(\min)$, then $T_a$ cannot be decremented because of the constraint $T_a \geq T_a(\min)$. In that case one has to adjust the value of $M_{\min}$, and start anew. If the initial choice of $T_a$ was larger than $T_a(\min)$, then $T_a$ may be decremented.

7. When $|\hat{\beta} - \beta_{\max}|$ is sufficiently small, the iteration stops.

It is conceivable that in some applications the power of the test is not very important. However, it may be essential that $Pr(H_0/J)$ be high. In such a situation $T_a$ may be selected directly from the required value of $Pr(H_0/J)$. Computationally this would be a much simpler situation.

II.6 The Combined Filter Algorithm

In this section an algorithm which is a combination of the constant parameter model filter, random walk model filter and hypothesis testing
is described. The random walk model filter used here is the one where $S_k$ is viewed as a design parameter. The detection is one-step for presence or absence of jump, but there is also a region of non-detection. This is the result of using the CDR which was discussed in the previous section.

This algorithm is claimed to be capable of behaving as self-learning in the following sense.

1) If the parameter changes are such that the residuals are not shifted enough (from zero) to reject $H_0$ with the chosen level of confidence, then the RWM filter, capable of tracking small changes, is activated. This means that if there are small fluctuations, then the filter operates as a RWM filter.

2) If the parameters remain constant for a long time, then it acts as a constant parameter filter.

3) If the residual behaves in such a way that a jump is detected, then the filter is re-initialized and proceeds to estimate the new values of the parameters immediately.

Of course, as can be expected with any statistical method, there is some element of uncertainty which must be accepted. These are the pre-determined amounts of false alarm and missed jump probabilities.

The combined filter algorithm starts with the constant parameter model,

$$X_{k+1} = X_k.$$

The signal model is the following:

$$Z_k = H_k^T X_k + V_k,$$

where $H_k$ is a known matrix of appropriate dimensions (as in the
classical case of Kalman filtering), or is given by the following equation:

\[ H_k = [-Z_{k-1} -Z_{k-2} \cdots -Z_{k-\nu} U_{k-1} \cdots U_{k-\mu}] \]

The parameter vector is then given by

\[ X^t = [A_1 \cdots A_\nu B_1 \cdots B_\mu] \]

where \( A_i, B_i \) are the coefficients of the ARMA model.

As mentioned earlier (in chapter I), the same algorithm is valid for both kinds of models, except that in the case of an ARMAX model the Kalman gains and covariances can not be computed off-line because the \( H_k \) matrix depends on past outputs. Thus, \( H_k \) is unknown off-line, although known at every step on-line. For the case of the ARMAX model the whole algorithm must be implemented on-line.

In the following paragraphs, the CFA is described step by step.

1) Choose \( Q_0, \hat{X}_0, S_k; R_k \) is either known or assumed.
   Also choose \( \alpha \) and \( p_t^{\min} \).

2) From the values of \( \alpha \) and \( p_t^{\min} \), determine \( T_r \) and \( T_a \) according to the method described in section II.3.

3) The estimation equation is:

\[ \hat{X}_{k/k} = \hat{X}_{k/k-1} + K_k \tilde{Z}_k, \]

where \( \tilde{Z}_k \) is the residual, defined as:

\[ \tilde{Z}_k = Z_k - H_k^t \hat{X}_{k/k-1}. \]

For both of the following models
\[ X_k = X_{k-1} \quad \text{(CPM)} \]

and \[ X_k = X_{k-1} + W_{k-1} \quad \text{(RWM)}, \]

the prediction equation is given by

\[ \hat{X}_{k|k-1} = \hat{X}_{k-1|k-1}. \]

The Kalman gain, \( K_k \), is given by

\[ K_k = Q_k/k - H_k R_k H_k^t Q_k/k - H_k^{-1}. \]

The covariance of the estimates, \( Q_k \), is updated for both the models by the recursive equation

\[ Q_k/k = Q_k/k - H_k R_k H_k^t Q_k/k - H_k^{-1}. \]

For the RWM, the projected \( Q_k \) is given by

\[ Q_{k+1/k} = Q_k/k + S_k, \]

where

\[ S_k = E[W_k W_k^t]. \]

For the CPM,

\[ Q_{k+1/k} = Q_k/k. \]

4) The residual is normalized by dividing it by its own standard deviation at each step. The variance of the residual is given by

\[ Q_{z_k} = H_k Q_k/k - H_k + R_{2k} \]

for both the models.
The normalized residual

\[ \tilde{Z}_{nk} = \frac{\tilde{Z}_k}{\sqrt{Q_{\tilde{Z}_k}}} \]

is used as the test statistic.

5) The hypotheses are:

- \( H_0 \) = the null hypothesis: no jump has occurred,
- \( H_1 \) = the alternate hypothesis: a jump occurred.

6) The test is:

Check whether or not \( \tilde{Z}_{nk} \) exceeds the chosen rejection threshold, \( T_r \), and also whether or not \( \tilde{Z}_{nk} \) falls inside the acceptance threshold, \( T_a \).

7) The decision rule is:

- Take no action if \( |\tilde{Z}_{nk}| < T_a \), i.e. \( H_0 \) is accepted.
- Activate RWF if \( T_a < |\tilde{Z}_{nk}| < T_r \), i.e. neither \( H_0 \) nor \( H_1 \) is accepted.
- Re-initialize constant parameter filter if \( |\tilde{Z}_{nk}| > T_r \), i.e. \( H_0 \) is rejected (\( H_1 \) is accepted).

In the next chapter the properties of this filter are discussed. A number of computer simulations have been performed to test this algorithm. The results and plots are presented in appendix B.
Chapter III

PROPERTIES OF THE COMBINED FILTER

Summary: In this chapter the basic properties of the Combined Filter Algorithm are listed and discussed, with mathematical proofs where necessary. The general development is for the single output case, although most of the properties can be generalized or extended to the multiple output situation. Those properties are discussed in the next chapter. Some basic assumptions are required in order for the properties to hold. These assumptions are given in the next section, along with a list of notations.

III.1 Assumptions, Notations and Definitions

The following is a list of the required assumptions.

1) Any changes or jumps in the parameters are reflected in the output of the system, and consequently in the residual of the filter. Larger changes have larger impact on the residual.

2) Jumps are sufficiently far removed from one another so that each jump can be analyzed separately.

3) The system is stable for any change in the parameters.

The following is a list of notations and definitions.

\( T_r \) – rejection threshold.
\( T_a \) – acceptance threshold.
\( H_0 \) is the null hypothesis.
J is the event that there was a jump.
D is the event $|Z_{nk}| > T_r$.
F is the event $|Z_{nk}| < T_a$.
G is the event $T_a \leq |Z_{nk}| \leq T_r$.
M = $|E(\tilde{Z}_{nk})|$, amount of bias (in the normalized residual).

$\alpha = \Pr(D/J)$, prob. of false alarm.
$\beta = \Pr(F/J)$, prob. of missed jump.
$\omega = \Pr(J/D)$, prob. of rightfully rejecting $H_0$.
$\gamma = \Pr(D/J)$, prob. of detection.
$\tau = \Pr(G/J)$, prob. of invoking random walk filter given no jump has occurred.
$\psi = \Pr(G/J)$, prob. of invoking random walk filter if a jump has occurred.

The above probabilities are conditional, but it is the convention to use terms like 'probability of false alarm' instead of 'conditional probability of false alarm'.

III.2 Preliminary Considerations

When a jump occurs, it may or may not be detected by the hypothesis test. On the other hand, the test may fail even when there is no jump. The RWM filter may be started when there was no need to do so. As a result the algorithm may or may not work optimally. Therefore, it is necessary to divide the properties into two broad groups: first, when the algorithm makes the correct decision and works optimally, and second, when it makes a wrong decision. The second group of properties
essentially considers the robustness of the algorithm against outliers and missed jumps. The following block diagram summarizes the different situations that may arise while the combination filter is running. It should be noted that the algorithm starts with the CPM.

**Fig. 3.1**

Section III.3 contains the properties of the filter when a correct decision is made. It also discusses the probabilities of making correct decisions or various errors assuming there was no error upto the time step being considered.

The behavior of the algorithm when any one of the three kinds of error has been made is described in section III.4.
III.3 General Properties of the Filter

Lemma 1: If a jump occurs at step $k$ and is detected at the following step or at a later time, then the reinitialized filter will give increasingly accurate estimates of the new parameter values until the next jump, or a false alarm, whichever occurs first.

Proof: The re-initialized filter is just an ordinary Kalman filter with constant parameter assumption. Therefore, all its convergence properties ([3],[4]) hold for each piecewise constant segment of the present algorithm.

Lemma 2: The probability of false alarm ($\alpha$) can be made as small as desired at the expense of one of the following:

1. increase of estimation errors in some situations,
2. decrease in the detection speed.

Remark 1: When using the binary decision rule, $\alpha$ can be reduced either at the cost of increasing $\beta$, or decreasing the speed of detection.

Proof: False alarm occurs when the null hypothesis is mistakenly rejected. The probability of this event is

$$\alpha = \Pr(D/\bar{J}) = 1 - \int_{-T_r}^{T_r} f(\eta)d\eta \quad (3.1)$$

where $f(\eta)$ is the Gaussian density function with zero mean and unit variance, and $T_r$ is the rejection threshold. Evidently, $\alpha$ can be made smaller by increasing $T_r$. However, this results in an outward expansion.
of the region of $RWF$. As a result, the probability of invoking the $RWF$
(even though there is no jump) increases.

Indeed,

$$\tau = Pr(G/J) = 2 \int_{T_a}^T f(\eta)d\eta.$$ 

Clearly if $T_r$ is larger, then $\tau$ is larger. Thus the probability of
noisier estimates is increased.

Another way to decrease $\alpha$ is to require $k$ consecutive rejections
before sounding an alarm, i.e., before re-initializing the filter. Since
it is known that if no jump has taken place, then the normalized
innovations constitute a sequence of mutually independent standard
normal random variables, clearly it follows that the conditional
probability of wrongful rejection remains the same ($\alpha$) at each step.
Therefore, the probability of $k$ consecutive (wrongful) rejections is
given by

$$\alpha(k) = Pr(k \text{ cons. rej.}) = \alpha^k < \alpha.$$ 

However, in this case the detection is delayed by at least $k$ steps.

**Lemma 3:** The upper bound of the probability of a missed jump can be
reduced by reducing the acceptance threshold.

**Proof:** The probability of missed jump is given by:

$$\beta = \int_c^d f(\eta)d\eta \quad (3.2)$$

where

$$c = -T_a - M,$$
\[ d = T_a - M, \]

and

\[ M = \text{amount of bias (in the test statistic), created by the jump.} \]

Let \( P^t_{\text{min}} \) be the minimum power of the test chosen by the designer. Then the corresponding probability of missed jump is given by

\[ 1 - P^t_{\text{min}} = \beta_{\text{max}} = \int_{c1}^{d1} f(\eta) d\eta, \]

with

\[ c1 = -T_a - M_{\text{min}} \]

and

\[ d1 = T_a - M_{\text{min}}, \]

where \( M_{\text{min}} \) is the cut-off point in the bias such that for all \( M \geq M_{\text{min}} \) the power of the test \( P^t \geq P^t_{\text{min}} \).

By the nature of the normal probability density function it is clear that for each fixed \( M_{\text{min}} \), one can reduce \( \beta_{\text{max}} \) by reducing \( T_a \).

Remark 2: This method of reducing \( \beta_{\text{max}} \) results in increased noisiness of estimates because the region of the RW filter is expanded inward. Also, whenever the RW filter is in operation with the true parameters being constant, the filter becomes suboptimal. The behavior of the filter in this situation is considered in the next section.

Lemma 4: The probability of rightful rejection \( \omega \) increases with the increase in the bias \( M \).
Proof: Since

\[ \Pr(J/D) = \frac{\Pr(D/J)\Pr(J)}{\Pr(D)} , \]

and

\[ \Pr(D) = \Pr(D/J)\Pr(J) + \Pr(D/J)\Pr(J) , \]

it is possible to show that

\[ \omega = \Pr(J/D) = \frac{\Pr(D/J)}{\Pr(D/J)\rho + \Pr(D/J)} , \] (3.3)

where

\[ \rho = \frac{\Pr(J)}{\Pr(J)} \]

is a measure of the relative likelihood of jump. Note that \( \Pr(D/J) = \alpha \)

is the probability of false alarm, and the probability of detection is

\[ \gamma = \Pr(D/J) = 1 - \int_{c}^{d} f(\eta)d\eta \] (3.4)

where the limits \( c \) and \( d \) are defined as

\[ c = -T_r - M , \]
\[ d = T_r - M . \]

Now, let

\[ \lambda = \frac{\alpha \rho}{\gamma} ; \] (3.4a)

then, from eq.(3.3) and (3.4a),
$$\omega = \frac{1}{1+\lambda}. \quad (3.5)$$

Eq.(3.4) shows that, for each fixed $T_r$, $\gamma$ increases with an increase in $M$. According to eq.(3.4a), then, $\lambda$ will decrease provided the probabilities $\rho$ and $\alpha$ remain constant. Consequently, following eq.(3.5), the probability of rightful rejection $\omega$ will increase with the increase in $M$.

Lemma 5: Assuming that $M$ is uniformly distributed between 0 and $M_u$, the (unconditional) probability of detection $Pr(D)$ varies between $\alpha$ and 1. In particular,

a) $\lim_{M_u \to 0} Pr(D) = \alpha$,  

b) $\lim_{M_u \to \infty} Pr(D) = 1$.

Proof: By definition,

$$Pr(D) = 1 - \frac{1}{M_u} \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-\frac{\eta^2}{2}} d\eta dM.$$  

Denote

$$A(M) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-\frac{\eta^2}{2}} d\eta.$$  

Since

$$c = -T_r - M,$$

and

$$d = T_r - M,$$

from the nature of the standard normal probability density function,
it is evident that $A(M)$ is a decreasing function of $M$. Then

$$Pr(D) = 1 - \frac{1}{M_u} \int_{M_u}^{\infty} A(M) dM. \tag{3.6}$$

Since $M$ is distributed between 0 and $M_u$, it is seen that

$$-T_r - M_u < -T_r - M = c < -T_r$$

and

$$T_r - M_u < T_r - M = d < T_r,$$

which means that $M \to 0$ implies $c \to -T_r$ and $d \to T_r$. Thus, by definition of $A(M)$,

$$\lim_{M \to 0} A(M) = 1 - \alpha.$$

Consequently

$$\lim_{M \to 0} Pr(D) = \lim_{M \to 0} \left[ 1 - \frac{1}{M_u} \int_{M_u}^{\infty} (1 - \alpha) dM \right]$$

$$= 1 - (1 - \alpha)$$

$$= \alpha.$$

Part a) is thus proved. For part b), first it is shown that for large $M$, the function $A(M)$ is bounded by an exponentially decreasing function. Denote

$$C(M) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-\frac{x^2}{2}} dx.$$
From the nature of the standard normal probability density function, there exists $K > 0$ such that $A(M) < C(M)$ for all $M > K$. The function $C(M)$ can be written, after carrying out the integration and rearranging, as

$$C(M) = K_c e^{-\frac{M}{2}},$$

where

$$K_c = \frac{2}{\sqrt{2\pi}} \left( e^{\frac{T_r}{2}} - e^{-\frac{T_r}{2}} \right) = \text{constant for fixed } T_r.$$

It was shown in a) that $A(0) = 1 - \alpha$, and that $A(M)$ is a decreasing function of $M$. Therefore,

$$\int_0^L A(M) dM < L(1 - \alpha), \text{ for all } L > 0.$$ 

It follows that

$$\int_0^\infty A(M) dM = \int_0^0 A(M) + \int_0^K A(M) < K(1 - \alpha) + \int_K^\infty C(M) dM,$$

where $K$ is such that $C(M) > A(M)$ for all $M > K$. The integral

$$\int_K^\infty C(M) dM = K_c \int_K^K e^{-\frac{M}{2}} dM$$
\[ -2 K_c \left( e^{-\infty} - e^{-\frac{K}{2}} \right) \]

is constant. Thus,

\[ 2 K_c - \frac{K}{2} = K_a \]

From eq.(3.6) and inequality (3.6a), it follows that

\[ \lim_{M \to \infty} \Pr(D) = 1 - 0 = 1. \]

This completes the proof of lemma 5.

**Lemma 6:** If there is a jump of amount \( \Delta X_k \) at step \( k = k_0 \), then the mean-square value of the residual at step \( k \) is given by

\[ \mathbb{E}(\tilde{Z}_k \tilde{Z}_k^t) = Q_{k}^{(\text{model})} + H_k^t \Delta X_k \Delta X_k^t H_k. \]

**Proof:** Assume there is a jump at step \( k = k_0 \), and that

\[ X_k = X_{k-1} + \Delta X_k. \]

The residual is given by

\[ \tilde{Z}_k = H_k^t e_{k/k-1}^a + V_k, \]

where \( e_{k/k-1}^a \) is the actual error, defined as

\[ e_{k/k-1}^a = X_k - \hat{X}_{k/k-1}. \]
The actual error and the error computed in the model are related by

\[ e_{k/k-1}^a = e_{k/k-1}^m + \Delta X_k. \]

Therefore,

\[ E(e_{k/k-1}^a e_{k/k-1}^t) = Q_{k/k-1}^m + \Delta X_k \Delta X_k^t. \]

Hence

\[ E(\tilde{Z}_k^t \tilde{Z}_k) = H_k^t Q_{k/k-1}^m H_k + R_k + H_k^t \Delta X_k \Delta X_k^t H_k. \]

\[ = Q_{-Z} \text{ (model)} + H_k^t \Delta X_k \Delta X_k^t H_k. \]

**Theorem 3.1:** If there is a parameter jump accompanied by an increase (decrease) in noise variance, with

\[ R_k \text{ (actual)} = R_k \text{ (model)} + \Delta R_k, \]

and

\[ X_k \text{ (actual)} = X_k^{k-1} + \Delta X_k, \]

then

i) the normalized residual has non-zero mean,

ii) its variance is greater (less) than unity.

Furthermore, if \( \Delta R_k > 0 \), then

iii) the mean square value of the normalized residual is greater than unity.

**Proof:** (For single output case) Part i) follows from the fact that a jump produces a bias in the residual. Observe that the mean value is given by
To show part ii), observe that from lemma 6, the actual mean square value is

\[ E(Z_n Z_n^T) = \frac{H_k^t \Delta X_k}{\sqrt{Q_{z_k}}} . \]

Also,

\[ E(V_k) = E(V_{k-i}^B) = \cdots = \cdots \]

The variance of the normalized residual is given by

\[ \text{var}(\tilde{z}_{nk}) = E(\tilde{z}_{nk}^2) - E(\tilde{z}_{nk})E(\tilde{z}_{nk})^T. \]

Since

\[ E(\tilde{z}_{nk}) = \frac{H_k^t \Delta X_k}{\sqrt{Q_{z_k}}} , \]

it is clear that

\[ \text{Var}(\tilde{z}_{nk}) = 1 + \frac{\Delta R_k}{Q_{z_k}} . \]

Thus
Var(\(\tilde{Z}_{nk}\)) > (\(<\) for \(\Delta R_k > (\(<\) 0), which proves part ii).

Next, observe that from eq. (3.7) and (3.8) it follows that

\[
E(\tilde{Z}_{nk}^t) = 1 + \frac{H_k^t \Delta K_k \Delta K_k^t H_k + \Delta R_k}{2^{\frac{m}{2}} Q - z_k}
\]  

(3.8a)

If \(\Delta R_k > 0\), then eq. (3.8a) implies that

\[
E(\tilde{Z}_{nk}^t) > 1,
\]

which proves part iii). Thus, the theorem is proved.

**Theorem 3.2:** The probability that the detection delay is equal to one is maximal, i.e.,

\[
\Pr(D_d = 1) > \Pr(D_d = j) \text{ for all } j > 1
\]

**Proof:** It is evident that

\[
\Pr(D_d = j) = \beta_{k_0} \beta_{k_0+1} \cdots \beta_{k_0+j-1} \gamma_{k_0+j},
\]

where \(k_0\) is the step when the jump occurred, and \(k_0+j\) is the step when it is detected. Since \(\beta < 1\), clearly

\[
\Pr(D_d = j) < \Pr(D_d = i) \text{ for all } i < j.
\]

It follows that \(\{\Pr(D_d = j)\}\) is a decreasing sequence in \(j\), with the maximum occurring at \(j = 1\).
III.4 Robustness Considerations: Behavior of the Algorithm

if an Incorrect Decision Has Been Made

In this section the consequences of making incorrect decisions are analyzed. The goal is to show that even when the errors are never corrected, there is no danger of filter divergence.

In the case of an undetected jump, the estimates will be biased at the worst. However, the bias in the residual, being a function of the time-varying observation matrix, changes at each time step. The probability of detection varies accordingly, so that a missed jump may or may not be detected later. In order for the filter to diverge, however, the bias will have to keep increasing consistently. This will automatically lead to detection (since the conditional probability of detection is an increasing function of the bias). Hence the algorithm is robust against divergence.

If there has been no jump, but the RWM filter is activated, then a model mismatch is created. This situation does not pose any great danger as will be shown later in this section. In the case of a false alarm, the needless re-initialization creates noisy estimates for a short time. This condition corrects itself, provided there is not another false alarm too close in the future. In chapter IV it is shown that even under the very unlikely circumstance of a chain of false alarms, the filter can not diverge. The following properties are stated and proved for the single output case.

Theorem 3.3: If there is an undetected jump at step \( k_0 \), and the CPM filter is operating, then the mean estimation error vector is given by
$E(e_k) = \Psi_k \cdots \Psi_0 \Delta X,$

where

$\Psi_k = I - K_k H_k^t$

and

$k \geq k_0.$

**Proof:** Let $\Delta X_k$ be the jump at step $k = k_0$, such that

$x_k = x_{k-1} + \Delta X_k.$

Define

$e_k = x_k - \hat{x}_k/k.$ \hspace{1cm} (3.9)

Then,

$e_k = x_{k-1} - (\hat{x}_{k-1} + K_k \hat{z}_k + \Delta X_k)
\hspace{1cm} (3.9a)$

$= e_{k-1} - K_k[H_k^t(x_{k-1} + \Delta X_k - \hat{x}_{k-1}) + V_k] + \Delta X_k.$

$= (I - K_k H_k^t)(e_{k-1} + \Delta X_k) + K_k V_k.$

The mean estimation error is given by

$E(e_k) = (I - K_k H_k^t)[E(e_{k-1}) + \Delta X_k]. \hspace{1cm} (3.10)$

Assume that there was no jump before $k_0$ and there is no jump after $k_0$. Then,

$\Delta X_k = 0 \text{ for all } k > k_0,$

$\Delta X_k = \Delta X \text{ for } k = k_0.$

Consequently, for all $k > k_0$,

$E(e_k) = (I - K_k H_k^t)E(e_{k-1}).$
Denoting
\[(I - K_k H_k^\dagger) = \Psi_k, \quad (3.11)\]
it follows that
\[E(e_k) = \begin{cases} \Psi_k E(e_{k-1}) & \text{for } k > k_0 \\ \Psi_k \Delta X & \text{for } k = k_0. \end{cases} \quad (3.12)\]

Therefore, for \(k \geq k_0\) it can be written that:
\[E(e_k) = \Psi_k \Psi_{k-1} \cdots \Psi_{k_0} \Delta X. \quad (3.13)\]

**Theorem 3.4:** Assuming that the filter operated optimally up to step \(k_0 - 1\), the covariance of the estimation error does not depend on the occurrence of a parameter jump at step \(k_0\).

**Proof:** The covariance \(Q_k\) is defined as
\[Q_k = E((e_k - E(e_k))(e_k - E(e_k))^\dagger) = E(\Delta e_k \Delta e_k^\dagger). \]
If there is a jump of magnitude \(\Delta X\) at step \(k = k_0\), then by eq. (3.9a) and (3.12), for all \(k \geq k_0\),
\[\Delta e_k = e_k - E(e_k) = \Psi_k [e_{k-1} - E(e_{k-1})] + K_k R_k.\]
Thus, for all \(k \geq k_0\), the actual \(Q_k\) is given by
\[Q_k = E(\Delta e_k \Delta e_k^\dagger) = \Psi_k E(\Delta e_{k-1} \Delta e_{k-1}^\dagger) \Psi_k^\dagger + K_k R_k K_k^\dagger = \Psi_k Q_{k-1} \Psi_k^\dagger + K_k R_k K_k^\dagger.\]
Since it is assumed that the filter was optimal up to the step $k_0 - 1$, it is true that, for $k = k_0$,

$$Q_k^a = \Psi_k^m \Psi_k^t + K_k R_k K_k^t = Q_k^m,$$

where $Q_k^m$ denotes the covariance computed in the filter, and the matrix $\Psi_k$ involves Kalman gains $K_k$, which are optimal at this step. Next it is shown that if at any step $k \geq k_0$, $Q_k^a = Q_k^m$, then it follows that

$$Q_{k+1}^a = Q_{k+1}^m.$$

At step $k$, $Q_k^a = Q_k^m$ means that the gain at the next step is optimal, because

$$K_{k+1} = Q_k H_{k+1} (H_{k+1}^t Q_k H_{k+1} + R_k)^{-1}.$$

The $\Psi_{k+1}$ matrix is then optimal, since by definition

$$\Psi_{k+1} = (I - K_{k+1} H_{k+1}^t),$$

and $H$ is an actual matrix consisting of past inputs and outputs.

Therefore,

$$Q_{k+1}^a = \Psi_{k+1}^m \Psi_{k+1}^t + K_{k+1} R_{k+1} K_{k+1}^t = Q_{k+1}^m.$$

Thus, it has been shown that if there is a jump ($\Delta X$) at step $k_0$, then although the mean of the estimation error is shifted from zero, the covariance of the estimation error remains unchanged.

*Corollary to theorem 3.4:*

If a jump is not accompanied by a change in the noise variance, then the covariance of the normalized residual, $Q_{z_k}$, is not.
affected by it.

Proof: Since

\[ Q_\ell = H_k^t Q_{k/k-1} H_k^t + R_k, \]

and \( Q_{k/k-1} \) remains unaffected, it follows that \( Q_\ell \) will remain unaffected as long as \( R_k \) does not change.

Remark 3: In some particular situations it may so happen that the bias in the normalized residual, which is a function of the mean error, keeps decreasing consistently. This means the conditional probability of detection also decreases. This case is discussed in theorem 3.5.

Theorem 3.5: (A sufficient condition for the bias to be a decreasing sequence.) If at each step, for all vectors \( b \) which are non-orthogonal to \( H_k \), the signs of \( b^t H_k \) and \( K_k^t (I + \Psi^t) b \) are the same, then the bias is bounded above by a decreasing sequence.

Proof: In order to prove this theorem, the following two lemmas are required.

Lemma 7: (Since the expressions are valid for each step \( k \), the subscript \( k \) is dropped temporarily.) If for all vectors \( b \) which are non-orthogonal to \( H \), the signs of \( b^t H \) and \( K^t (I + \Psi^t) b \) are the same, then \( \|\Psi b\| < \|b\| \).

Proof: Assume that the signs of \( b^t H \) and \( K^t (I + \Psi^t) b \) are the same. Then,

\[ b^t H K^t (2I - KH^t) b > 0 \]
Lemma 8: The sequence of bias in the normalized residual is bounded above by the norm of the mean estimation error times a constant.

Proof: The bias in the normalized residual is given by

\[ M_k = \frac{1}{\sigma_k} |E(Z_k)| \]

\[ = \frac{1}{\sigma_k} \left| H_k^t E(e_{k-1}) + H_k^t \Delta X_k \right|, \]

where \( \sigma_k \) is the standard deviation of the residual, with

\[ \sigma_k^2 = \frac{\text{Var}(Z_k)}{Z_k^2} \]

Assuming that the jump occurred at step \( k_0 \), the bias can be written as:

\[ M_k = \begin{cases} 
\frac{1}{\sigma_k} |H_k^t \Delta X_k| & \text{for } k = k_0 \\
\frac{1}{\sigma_k} |H_k^t E(e_{k-1})| & \text{for } k > k_0.
\end{cases} \]

(3.14)

By theorem 3.4, the covariance \( Q_k \) does not depend on the occurrence of jumps in parameters. So \( \sigma_k \) also does not depend on the jump. WLOG assuming that \( \|H_k\| \) is bounded, and noting that \( \frac{1}{\sigma_k} \) is bounded by \( \frac{1}{\sqrt{R_k}} \),
the following is true:

\[ m_k = \frac{1}{\sigma_k} \left| H_k^T E(e_{k-1}) \right| \text{ for } k > k_0 \]

\[ \leq \frac{1}{\sigma_k} ||H_k|| \cdot ||E(e_{k-1})|| \quad (3.15) \]

Thus the bias is dominated by a bounding sequence.

**Proof of theorem 3.5:** It has been shown earlier (in theorem 3.3) that

\[ E(e_k) = \psi_k \cdots \psi_0 \Delta X. \]

Assuming the non-orthogonality condition to hold at each step for \( \Delta X \), it follows from lemma 7 that

\[ ||\Delta X|| > ||\psi_0 \Delta X|| > \cdots > ||\psi_k \cdots \psi_0 \Delta X|| = ||E(e_k)||. \]

Thus, \( ||E(e_k)|| \) is a decreasing sequence. Then it follows from lemma 8 that since the bias \( m_k \) is bounded above by \( ||E(e_k)|| \), and since \( ||E(e_k)|| \) is decreasing, then \( m_k \) is dominated by a decreasing sequence.

**Theorem 3.6:** If at some step \( k_0 \) the RWM filter is started although the parameters are constant, and if the CPM filter has been operating optimally until that time, then the computed error covariance is the sum of the actual error covariance and a positive semidefinite matrix, i.e.,

\[ Q^m_k - Q^a_k = B_k, \quad (3.16) \]

where

\[ Q^m_k = \text{covariance computed in the model}, \]
\( Q_k^a = \) actual covariance,

and

\[
B_k = \begin{cases} 
0, & \text{if } k = k_0 \\
\Psi_k (B_{k-1} + S_{k-1}) \Psi_k^t, & \text{if } k > k_0.
\end{cases}
\]  

(3.17)

**Proof:** The proof is by induction. First it is proved for 

\( k_0 + 1 \). By definition,

\[
Q_k^a = \Psi_k Q_{k-1} \Psi_k^t + K_k R_k K_k^t.
\]

This equation is true for both actual and computed covariances, for optimal or suboptimal gains. It is assumed that

\( Q_{k_0}^m = Q_{k_0}^m \) for \( k = k_0 \).

Then the projected covariance is

\[
Q_{(k_0+1)/k_0}^m = Q_{k_0}^m + S_{k_0},
\]

\[
= Q_{k_0}^a + S_{k_0}.
\]

But the actual covariance is

\[
Q_{(k_0+1)/k_0}^a = Q_{k_0}^a.
\]

Then, for \( k = k_0 \),

\[
Q_{k+1} = \Psi_{k+1} [Q_{(k+1)/k_0}^m - S_k] \Psi_{k+1}^t + K_{k+1} R_{k+1} K_{k+1}^t
\]

\[
= Q_{k+1}^m - \Psi_{k+1} (B_k + S_k) \Psi_{k+1}^t,
\]

with \( B_k = 0 \). Hence,
Assume the theorem to be true for step \(i-1\). Hence,

\[ Q_{i-1}^a = Q_{i-1}^m - B_{i-1}. \]

Showing that the relationship holds for step \(i\) will complete the proof. At step \(i\),

\[ Q_i^a = \psi_i Q_{i/(i-1)}^a \psi_i^t + K_i R_i K_i^t. \]

By hypothesis,

\[ Q_i^{a/(i-1)} = Q_{i-1}^a = Q_{i-1}^m - B_{i-1} = Q_i^{m/(i-1)} - (B_{i-1} + S_{i-1}). \]

Hence,

\[ Q_i^a = \psi_i (Q_i^{m/(i-1)} - (B_{i-1} + S_{i-1}) \psi_i^t + K_i R_i K_i^t \]

\[ = Q_i^m - \psi_i (B_{i-1} + S_{i-1}) \psi_i^t \]

\[ = Q_i^m - B_i, \]

and

\[ Q_k^m - Q_k^a = B_k, \text{ for } k > k_0, \quad (3.18) \]

where \(B_k\) is positive semidefinite. This completes the proof.

**Remark 4:** The matrix \(Q_k^m\) remains bounded because

\[ Q_k^m = \psi_k (Q_{k-1}^m + S_{k-1}), \text{ and } S_k \text{ is chosen by the designer.} \]

**Theorem 3.7:** If the CPM filter has been operating optimally up to step \(k_0\) and the RWM filter is started at that time (although the
parameters are still constant), then the normalized residual at \( k > k_0 \) has i) zero mean, and ii) variance less than one.

**Proof:** The proof of the first is by induction. Since the filter is assumed optimal up to step \( k_0 \),

\[
E(Z_k) = 0 \quad \text{and} \quad E(e_{k-1}) = 0 \quad \text{for} \quad k = k_0.
\]

The residual at the next step is given by

\[
\tilde{Z}_{k+1} = H_{k+1}^t \varepsilon_{k-1} - H_{k+1}^t K_k \tilde{Z}_k + V_{k+1}.
\]

Taking expected values of both sides,

\[
E(\tilde{Z}_{k+1}) = 0.
\]

Also,

\[
E(e_k) = E(e_{k-1}) - K_k E(\tilde{Z}_k) = 0,
\]

so that

\[
E(e_{k+1}) = E(e_k) - K_{k+1} E(\tilde{Z}_{k+1}) = 0.
\]

Assume for some \( i > k_0 \), \( E(\tilde{Z}_i) = 0 \) and \( E(e_i) = 0 \).

Then

\[
E(\tilde{Z}_{i+1}) = H_{i+1}^t E(e_i) = 0.
\]

This completes the proof of part i).

For part ii), note that the variance of the normalized residual is given by

\[
\text{var}(\tilde{Z}_{nk}) = \frac{H_k^t Q_{k/(k-1)} H_k + R_k}{H_k^t Q_{k/(k-1)} H_k + R_k}.
\]
But, from previous result,

\[ Q_{k/(k-1)} = Q_{k-1} = Q_{k-1}^m - B_{k-1}. \]

Therefore,

\[ Q_{k/(k-1)}^m = Q_{k/(k-1)}^m - S_{k-1} - B_{k-1}. \] (3.20)

Eq. (3.19) and (3.20) show that \( \text{var}(\hat{Z}_{nk}) < 1. \)

**Corollary to theorem 3.7:**

Under the conditions of theorem 3.7: i) the false alarm probability is lower, and ii) the probability of correctly accepting \( H_0 \) is higher than the designed value.

**Proof:** Both of these results are based on the observation that the normal density function, when \( \text{var} < 1 \), encompasses more area inside interval \([-T_a, T_a]\) and less area outside \([-T_r, T_r]\), compared to the case when variance = 1.

**Remark 5:** The above properties show that when the RWFM filter is invoked although there is no parameter jump, the filter will not diverge.

In the next chapter, the proposed algorithm is extended to the multiple output case. The properties of the algorithm are modified, and necessary proofs are presented.
EXTENSION TO MULTI-OUTPUT SYSTEMS

Summary: In this chapter the hypothesis testing and decision rule is extended to the multioutput case. Methods for the normalization of the residual are discussed. Since the hypothesis test is based on only the current sample, it is possible to use the norm squared of the normalized residual as the test statistic. This variable is a scalar with Chi-square distribution. Moreover, since this quantity can be obtained directly from the residual vector and the inverse of its covariance matrix, the actual normalization is avoided. This technique results in significant computational reduction and simplification of the decision rule. Properties of the CFA for the multi-output case are also given in this chapter.

IV.1 Normalization of the Residual

The observation equation is

\[ Z_k = H_k X_k + V_k, \]  

(4.1)

where

- \( Z_k \) is mx1
- \( H_k \) is mxn
- \( X_k \) is nx1
- \( V_k \) is mx1.
The residual vector is given by

$$\tilde{Z}_k = H_k e_{k-1} + V_k,$$  \hspace{1cm} (4.2)

with

$$E(\tilde{Z}_k) = 0,$$

and covariance matrix

$$Q = E(\tilde{Z}_k \tilde{Z}_k^t) = H_k Q_{k/k-1} H_k^t + R_k.$$

The matrix $Q$ is $m \times m$, symmetric, positive definite.

To normalize $\tilde{Z}_k$, denote $Q = L L^t$. Then

$$\tilde{Z}_k = L^{-1} \tilde{Z}_k.$$

It is easy to show that $\tilde{Z}_k$ is a vector consisting of zero-mean, unit variance, independently distributed Gaussian random variables. Indeed,

$$E(\tilde{Z}_k) = L^{-1} E(\tilde{Z}_k) = 0,$$

and

$$E(\tilde{Z}_k \tilde{Z}_k^t) = L^{-1} E(\tilde{Z}_k \tilde{Z}_k^t) (L^{-1})^t$$

$$= L^{-1} L L^t (L^{-1})^t$$

$$= I.$$

The mean of the normalized residual vector, assuming a jump of magnitude $\Delta X_k$ in the parameter vector, is given by

$$E(\tilde{Z}_{nk}) = H_k^t \Delta X_k + H_k^t E(e_{k-1}).$$

Clearly, similar to the single output case, if there is no jump at the
present step, \( k = k_0 \), and there was no jump previously, \( k < k_0 \), then \( E(\tilde{Z}_{nk}) = 0 \). A jump in the parameter vector creates a bias (in the normalized residual), defined below.

**Definition 4.1:** The bias in the normalized residual is defined, in analogy with the single output case, as the norm of the mean of the normalized residual vector. This bias is denoted by \( M_n \), i.e.,

\[
M_n = \|E(\tilde{Z}_{nk})\|.
\]

**IV.2 Decision Theory for the Multi-Output Case**

The decision for the multi-output case can be based on either of the following approaches:

- **i)** test each component of the vector \( \tilde{Z}_{nk} \)
- **or ii)** test the vector \( \tilde{Z}_{nk} \) as a whole.

These two approaches are described in the next two subsections.

**IV.2.1 Testing Each Component of the Normalized Residual Vector**

If the components are to be tested separately, the hypothesis test must be used \( m \) times. The decision can be based on the number of failures. In this case, each component of \( \tilde{Z}_{nk} \) will have its own bias, defined as

\[
M_i = |E(\tilde{Z}_{nki})|.
\]

Each \( \tilde{Z}_{nki} \) is distributed \( N \sim (0,1) \) under the null hypothesis. Thus, for each component, the testing procedure and all the associated probabili-
ilities are the same as in the single output case. In other words, the multi-output case is treated as a collection of single output cases. The $i^{th}$ test fails if
$$|Z_{ni}| > T_r.$$ 
The $i^{th}$ test passes if
$$|Z_{ni}| < T_a.$$ 
If all measurements are equally important, a possible decision rule is the following:

a. $H_0$ is accepted if at least $j$ of the $m$ tests pass,

b. $H_0$ is rejected if at least $k$ of the $m$ tests fail,

c. Otherwise, $H_0$ is neither accepted nor rejected.

In such decision theory, the tests are Bernoulli trials, and the various probabilities can be computed accordingly.

Let $\alpha$ be the probability of false alarm for each test. The actual probability of false alarm is

$$Pr(k \text{ or more tests fail}/J) = \sum_{i=k}^{m} \binom{m}{i} \alpha^i (1 - \alpha)^{m-i}.$$ 

The probability of rightfully accepting $H_0$ is

$$Pr(j \text{ or more tests pass}/J) = \sum_{i=j}^{m} \binom{m}{i} \delta^i (1 - \delta)^{m-i},$$

where $\delta = Pr(F/J)$, is the probability of passing for each test. The other probabilities can also be computed in a straightforward, though lengthy, manner.
IV.2.2 Testing the Norm-Squared of the Normalized Residual Vector

If the vector $\tilde{Z}_{nk}$ is to be tested as a whole, then only one hypothesis test is necessary. For the present purpose this is a better approach because:

a. It is generally true that jumps in any parameter can result in deflecting any one, or more of the components of the measurement vector. Therefore, each component of the residual is not of separate interest.

b. If $\tilde{Z}_{nk}$ is tested as a whole, it results in significant computational simplification. The following theorem illustrates the point.

Theorem 4.1: If $\tilde{Z}_{nk}^t \tilde{Z}_{nk}$ is used as the test statistic, then the test statistic can be computed without actually computing the matrices $L$, $L^{-1}$ and vector $\tilde{Z}_{nk}$.

Remark 1: This theorem implies that one matrix square-root extraction and one matrix inversion can be avoided at each time step.

Proof: The test statistic is given by

$$R_t = \tilde{Z}_{nk}^t \tilde{Z}_{nk} = (L^{-1} \tilde{Z}_k)^t L^{-1} \tilde{Z}_k$$

$$= \tilde{Z}_k^t L^{-1} L^{-1} \tilde{Z}_k$$

$$= \tilde{Z}_k^t (L^2)^{-1} \tilde{Z}_k$$

$$= \tilde{Z}_k^t (Q_{z})^{-1} \tilde{Z}_k.$$  

Since the matrix $(Q_{z})^{-1}$ is already computed in the Kalman filter
algorithm, this approach requires only one additional multiplication compared with the single output case.

Lemma 4.1: The test statistic $R_t$ has Chi-square distribution with $m$ degrees of freedom.

Proof: $R_t = \sum_{i} Z_{nki}$ has Chi-square distribution with $m$ degrees of freedom because each $\tilde{Z}_{nki}$ is $N \sim (0,1)$.

Decision rule for this approach:

a. $H_0$ is accepted if $R_t < T_a$,  
b. $H_0$ is rejected if $R_t > T_r$,  
c. Otherwise, $H_0$ is neither accepted nor rejected.

If there has been a significant change in the parameter values, then it can be expected that $R_t$ will not be Chi-square with $m$ degrees of freedom any more. In particular, if any one or more of the components of the $\tilde{Z}_{nk}$ vector ceases to be zero-mean, then $R_t$ will have non-central Chi-square distribution. This non-centrality can be tested for. The thresholds $T_r$ and $T_a$ have to be chosen from the Chi-square distribution table. The hypothesis test in this case is one tailed, as opposed to the usual two-tailed hypothesis test for Gaussian distribution. It should be noted that the bias in the test statistic is not the same as the bias in the normalized residual. The relationship between the two is given in theorem 4.2. The following definition is required before the theorem is stated.

Definition 4.2: The bias in the test statistic, desoted by $M_t$, is defined as the shift in its mean value. i.e.,
Theorem 4.2: If the filter is optimal up to step \( k_0 - 1 \), and a jump \( \Delta X \) occurs at step \( k_0 \), and the noise statistics do not change, then the bias in the test statistic is given by the square of the bias in the normalized residual, i.e.,

\[
M_t = M^2_t.
\]

Proof: The residual vector is given by

\[
\tilde{Z}_k = H_k^t(\Delta X_k + e_{k-1}) + V_k. \tag{4.3}
\]

Assuming that a jump of magnitude \( \Delta X \) occurs at step \( k = k_0 \), and is not detected,

\[
E(Z_k) = \begin{cases} 
H_k^t \Delta X, & \text{for } k = k_0 \\
E(e_{k-1}), & \text{for } k > k_0.
\end{cases}
\]

The mean value of the test statistic is the following:

\[
E(R_t) = E(\tilde{Z}_k^t \tilde{Z}_k) = \text{Trace } E(\tilde{Z}_k^t \tilde{Z}_k).
\]

Since \( E(e_{k-1}) = 0 \) at step \( k_0 \), and \( \Delta X_k = 0 \) at steps \( k > k_0 \), the cross products in the expression for \( E(\tilde{Z}_k^t \tilde{Z}_k) \) vanish for all steps \( k \geq 0 \). Then

\[
E(R_t) = \text{Trace } L^{-1}H_k^t(E(e_{k-1}^t e_{k-1}^t) + \Delta X \Delta X^t)H_k + R_k)L^{-1}.
\]
Also, for the step \( k = k_0 \),

\[
E(e_{k-1}^t e_{k-1}^t) = Q_{k-1}^m,
\]

(4.4)

and

\[
H_k^t Q_{k-1}^m H_k + R_k = LL^t.
\]

(4.4a)

Thus

\[
E(R_t) = \text{Trace} \{I + L^{-1} H_k^t \Delta X \Delta X^t H_k L^{-1}^t\}.
\]

The bias in the test statistic, \( M_t \), for the step \( k = k_0 \) is then given by

\[
E(R_t) - m = \text{Trace} \{L^{-1} H_k^t \Delta X \Delta X^t H_k L^{-1}^t\}. \tag{4.5}
\]

For the steps \( k > k_0 \), \( \Delta X_k = 0 \); but \( E(e_{k-1}) \neq 0 \). Therefore, eq. (4.4) does not hold. Then, however,

\[
E(R_t) = \text{Trace} \ L^{-1} (H_k^t E(e_{k-1}^t e_{k-1}^t) H_k + R_k) L^{-1}^t. \tag{4.6}
\]

But since

\[
E(e_{k-1}^t e_{k-1}^t) = Q_{k-1}^m + E(e_{k-1})E(e_{k-1}^t),
\]

and by theorem 3.4,

\[
Q_k^a = Q_k^m \quad \text{for all} \ k \geq k_0,
\]

eq. (4.6) can be written as

\[
E(R_t) = \text{Trace} \ L^{-1} [Q_{k-1}^m \text{(model)} + H_k^t E(e_{k-1}^t e_{k-1}^t) H_k] L^{-1}^t
\]

\[
= \text{Trace} \ (I + L^{-1} H_k^t E(e_{k-1}^t) E(e_{k-1}^t) H_k L^{-1}^t) \]

\[
= \text{Trace} \ (I + L^{-1} H_k^t E(e_{k-1}^t) E(e_{k-1}^t) H_k L^{-1}^t).
\]
Therefore, for steps $k > k_0$,

$$E(R_t) - m = \text{Trace} \left\{ L^{-1}H_k^t E(e_{k-1}^t)E(e_{k-1}^t)H_k L^{-1} \right\}. \quad (4.7)$$

The square of the bias in the normalized residual is given by

$$M_n^2 = \|E(\tilde{Z}_{nk})\|^2 = E(\tilde{Z}_{nk})^tE(\tilde{Z}_{nk})$$

$$= \text{Trace} E(\tilde{Z}_{nk})E(\tilde{Z}_{nk})^t$$

$$= \text{Trace} L^{-1}E(\tilde{Z}_k)E(\tilde{Z}_k)^tL^{-1}.$$  

Thus, for step $k = k_0$,

$$M_n^2 = \text{Trace} \left\{ L^{-1}H_k^t \Delta X \Delta X^t H_k L^{-1} \right\}. \quad (4.8)$$

For steps $k > k_0$,

$$M_n^2 = \text{Trace} L^{-1}(H_k^t E(e_{k-1}^t)E(e_{k-1}^t)H_k L^{-1}) \quad (4.9)$$

Comparing eq. (4.5) and (4.8), and (4.7) and (4.9),

$$M_t = M_n^2 \quad \text{for} \quad k \geq k_0,$$

which is the desired result.

IV.3 Properties of the CFA for the Multi-Output Case

Some properties of the CFA presented in chapter III are valid for the multi-output case without any change. These are lemmas 1 and 6, theorems 3.2, 3.3, 3.4, and 3.6. If the normalized residual vector is treated component by component, than lemmas 1 through 6 are valid.
without any change. The only difference is that 'bias' means each component of the bias vector, and 'normalized residual' means each component of the \( \tilde{Z}_{nk} \) vector. However, if the test statistic is \( R_t = \tilde{Z}_{nk}^t \tilde{Z}_{nk} \), then the statements of lemmas 2, 3, and 4 are valid, while their proofs require minor adjustments. In these proofs, the lower limits of integration \( -T_a, -T_a - M, -T_r \) and \( -T_r - M \) must be replaced by 0, and the Gaussian density by the Chi-square density function. Lemma 5 cannot be stated because uniform distribution for the bias cannot be assumed. Regardless of the approach taken for the test statistic, theorems 3.1, 3.5 and 3.7 require modifications, which are presented below.

**Theorem 4.3:** (Modification of theorem 3.1 for multi-output case.)

If there is a parameter jump accompanied by a change in the noise variance such that \( \Delta R_k = R_k \text{(actual)} - R_k \text{(model)} \) is positive (negative) definite, then

i) the normalized residual has non-zero mean,

ii) its variance is the sum of the identity and a positive (negative) definite matrix.

Furthermore, if \( \Delta R_k \) is positive, then

iii) the mean square value of the normalized residual is the sum of the identity and a positive definite matrix.

**Proof:** For part i), observe that

\[ \tilde{Z}_{nk} = L^{-1} \tilde{Z}_k, \]

and following a jump of magnitude \( \Delta X_k \),
Therefore, 
\[ E(\tilde{Z}_{nk}) = L^{-1}H_{k}^{t}\Delta X_{k} \neq 0. \]

For part ii), note that according to lemma 6 of chapter III, the following expression holds:

\[ E(Z_{nk}^t Z_{nk}) = H_{k}^{t}Q_{k/k-1}^{m}H_{k} + R_{k} + H_{k}^{t}\Delta X_{k}\Delta X_{k}^{t}H_{k}. \]

Also,

\[ E(Z_{nk}^t Z_{nk}) = L^{-1}E(Z_{nk}^t Z_{nk})L^{-1}. \]

However,

\[ R_{k}(\text{actual}) = R_{k}(\text{model}) + \Delta R_{k}, \]

so that

\[ E(Z_{nk}^t Z_{nk}) = L^{-1}Q_{k}(\text{model})L^{-1} + L^{-1}(\Delta R_{k} + H_{k}^{t}\Delta X_{k}\Delta X_{k}^{t}H_{k})L^{-1}. \]

Denote

\[ P = \Delta R_{k} + H_{k}^{t}\Delta X_{k}\Delta X_{k}^{t}H_{k}. \quad (4.10) \]

Then

\[ E(Z_{nk}^t Z_{nk}) = I + L^{-1}PL^{-1}, \quad (4.11) \]

and hence

\[ \text{Var}(\tilde{Z}_{nk}) = E(\tilde{Z}_{nk}^t \tilde{Z}_{nk}) - E(\tilde{Z}_{nk}^t)E(\tilde{Z}_{nk}), \]

\[ = I + L^{-1}(P - H_{k}^{t}\Delta X_{k}\Delta X_{k}^{t}H_{k})L^{-1} \]

\[ = I + L^{-1}\Delta R_{k}L^{-1}. \]

Thus
Var \( \tilde{Z}_{nk} \) = \( I + L^{-1} \Delta R_k L^{-1} \) \( ^t \). \hspace{1cm} (4.12)

Eq. (4.12) proves part ii) of the theorem. For the proof of part iii), note that \( P \) is positive if in eq. (4.10), \( \Delta R_k \) is positive. Then eq. (4.11) proves part iii) of the theorem.

**Theorem 4.4:** (Modification of theorem 3.5 for multi-output case.)

If at each step the norm of the \( \Psi_k \) matrix is less than one, then the bias in the normalized residual is bounded above by a decreasing sequence.

**Proof:** The bias in the normalized residual is given by

\[
M_n = \begin{cases} 
||L^{-1}H_k^t\Delta X|| & \text{for } k = k_0 \\
||L^{-1}H_k^tE(e_{k-1})|| & \text{for } k > k_0.
\end{cases}
\]

Assuming that the norms of \( L^{-1} \) and \( H_k \) are bounded by some constants, it is clear that \( M_n \) is bounded by a constant times the norm of \( E(e_{k-1}) \).

Then it has to be proved that \( ||\Psi_k|| < 1 \), the following is true:

\[ ||\Delta X|| > ||\Psi_{k_0} \Delta X|| > \cdots > ||\Psi_k \cdots \Psi_{k_0} \Delta X|| = ||E(e_k)||. \]

Thus, \( ||E(e_k)|| \) is a decreasing sequence. This completes the proof of the theorem.

**Theorem 4.5:** (Modification of theorem 3.7) If the CPM filter has been operating optimally up to step \( k_0 \) and the RW filter is started at that time (although the parameters are still constant), then the normalized residual i) is zero mean, and
ii) the norm of its covariance matrix is less than one for all steps \( k > k_0 \).

**Proof:** The proof is the same as for the single output case, except for one change in the eq. (3.19). That equation has to be rewritten for the multi-output case in the following way:

\[
\text{Var}(\mathbf{v}_n) = \mathbf{L}^{-1} \left( \mathbf{H}_k \mathbf{Q}_k \mathbf{H}_k^T + \mathbf{R}_k \right) \mathbf{L}^{-t}.
\]  

But eq. (3.20) is valid for the multi-output case,

\[
\mathbf{Q}^a_{k/k-1} = \mathbf{Q}^m_{k/k-1} - \mathbf{S}_{k-1} - \mathbf{B}_{k-1},
\]

where the matrix \((\mathbf{S}_k + \mathbf{B}_k)\) is positive definite. Therefore,

\[
\text{Var}(\mathbf{z}_{nk}) = \mathbf{L}^{-1} \left[ \mathbf{Q}_{-} \text{(model)} - (\mathbf{S}_{k-1} + \mathbf{B}_{k-1}) \right] \mathbf{L}^{-t}
\]

\[
= \mathbf{I} - \mathbf{L}^{-t} (\mathbf{S}_{k-1} + \mathbf{B}_{k-1}) \mathbf{L}^{-t},
\]

which proves the theorem. The corollary to theorem 3.7 is also valid for the multi-output case. Simply replace the lower limits \(-T_a\) and \(-T_r\) by 0, and normal density by Chi-square, and observe that \(\text{Var}(\tilde{z}_{nk}) < I\) implies that \(E(R_t) < m\).

**Remark 2:** The single output case can also be analyzed as a special case of the multi-output situation. Hypothesis tests for the single output case can be designed based on the Chi-squared distribution. However, there is no computational or conceptual advantage over the technique developed in the previous chapters.
Chapter V

CHANGES IN THE NOISE STATISTICS

Summary: In the previous chapters the Combined Filter Algorithm has been developed, and its properties have been studied. The underlying assumption in all the previous discussion has been that the measurement noise statistics do not change from the initially assumed values. In this chapter this assumption is removed, and the effects of a jump in

i) mean of the noise process and

ii) variance of the noise process

are studied.

First, the case of a change in the noise mean is discussed. Next, the case of a jump in the noise variance is studied. It is found that although the algorithm can not distinguish between jumps in the system parameters and jumps in the noise statistics, the estimates remain bounded even under the worst possible circumstances, namely, a chain of wrong detections.

V.1 The Noise Becomes Non-Zero Mean

Assumption 5.1: There has been no jump in the parameter vector at step k or at any previous step k−j, for j = 1, 2, ⋯, k, and the filter has been operating optimally upto the step k.

Theorem 5.1: If at some time instant k the measurement noise becomes a non-zero mean process satisfying the following equation:
\[ V_k = \mu_v + \xi_k, \]  
\[ E(\xi_k) = 0, \]  
\[ \mu_v \neq 0, \]

and

\[ E(\xi_k^2) = R_k, \]

(in other words, the variance of the noise process does not change), then:

i) the estimates of the parameters become biased,

ii) the variance of the estimation error does not change,

iii) the probability of false alarm increases.

Proof: i) The actual observations are given by

\[ Z_k = H_k^t x_k + \mu_v + \xi_k. \]  

Replacing this expression in the estimation equation, one gets

\[ \hat{x}_k = \hat{x}_{k-1} + K_k [ H_k^t x_k + \mu_v + \xi_k - H_k^t \hat{x}_{k-1}/k-1 ]. \]  

Taking expected values and considering \( x_k = x_{k-1} \) (according to assumption 5.1), one can easily show that

\[ E(\hat{x}_k) = E(\hat{x}_{k-1}) + K_k \mu_v \]

\[ = x_k + K_k \mu_v, \]  

where \( E(\hat{x}_{k-1}) = x_{k-1} \) because the estimates are unbiased at each step before \( k \). Thus,
\[ E(e_k) = X_k - \hat{X}_k \]
\[ = R_k \mu_v \]
\[ \neq 0, \]

i.e., the estimate ceases to be unbiased.

Therefore, a shift in the noise mean is treated by the filter just like a jump in the parameter vector, with the consequence that the normalized residual \( \tilde{Z}_{nk} \), \( j \geq k \), is not independent, standard normal. In chapter III it has been shown that the probability of detection is an increasing function of the bias in the normalized residual. In the present context, the probability of wrong detection or false alarm increases.

(ii) The mean of the residual is shifted from zero, and is given by

\[ E(Z_k) = E(Z_k - H_k^t \hat{X}_k/(k-1)) \]
\[ = E(H_k^t X_{k-1} + \mu_v + \xi_k - H_k^t \hat{X}_{k-1}) \]
\[ = \mu_v. \]

Also, it can be shown by straightforward computation that

\[ E(Z_k^t \tilde{Z}_k^t) = H_k^t Q_{k/(k-1)} H_k + R_k + \mu_v \mu_v^t \quad (5.7) \]

and

\[ Q_{\tilde{Z}_k} = E(Z_k^t \tilde{Z}_k^t) - \mu_v \mu_v^t \]
\[ = H_k^t Q_{k/(k-1)} H_k + R_k. \]

This expression is the same as eq.(2.4), showing that the variance of the residual does not change. Hence,
Thus the normalized residual, \( \tilde{Z}_{nk} \), will not be zero-mean, but will be shifted with respect to the origin. The shift is

\[
E(\tilde{Z}_{nk}) = L^{-1} \mu_v, \quad \text{where } Q_v = L L^t.
\]

All the properties described in chapter III and IV which concern the bias (in the normalized residual) are applicable here. Some expressions have to be re-written, replacing \( H_k^t \Delta X \) by \( \mu_v \). It must be mentioned that the algorithm has no way of distinguishing between a bias created by a parameter jump and one created by a shift in the noise mean. The variance of the normalized residual is not affected by the change in the noise mean.

iii) In order to prove the properties concerning the probability of false alarm, define

\[
\alpha^0 = \Pr(\mid \eta \mid > T_r),
\]

where \( \eta \) is \( N(0,1) \). The actual probability of false alarm will be

\[
\alpha = \Pr(\mid \tilde{Z}_{nk} \mid > T_r).
\]

To show that \( \alpha > \alpha^0 \) it is enough to show that

\[
\Pr(\mid \tilde{Z}_{nk} \mid > T_r) < \Pr(\mid \eta \mid < T_r).
\]

Let

\[
\tilde{\eta} = \tilde{Z}_{nk} - E(\tilde{Z}_{nk}).
\]

Clearly \( \tilde{\eta} \) is \( N(0,1) \), and
\[
Pr(\mid \tilde{Z}_{nk} \mid < T_r) = Pr[\mid -T_r - E(\tilde{Z}_{nk}) \mid < \eta < T_r - E(\tilde{Z}_{nk})].
\]

By the nature of the normal probability density curve, it is true that

\[
Pr(\mid -T_r - M \mid < \eta < T_r - M) < Pr(\mid -T_r \mid < \eta < T_r) \text{ for any } M.
\]

Hence,

\[
1 - \alpha < 1 - \alpha^0.
\]

Thus, \( \alpha > \alpha^0 \), and the theorem is established.

### V.2 The Noise Variance Changes

**Theorem 5.2:** An increase(decrease) in the noise variance implies an increase(decrease) in the probability of false alarm.

**Proof:** Let

\[
E(V_k V_k^t) = R_k + \Delta R_k.
\]

Then, it is easy to show that

\[
Q_\tilde{Z}_k = H_k^t Q_{k-1} H_k + R_k + \Delta R_k
\]

\[
= Q_\tilde{Z}_k^0 + \Delta R_k.
\]

The normalized residual is not standard normal any more, and

\[
1 - \alpha = Pr(-T_r < \tilde{Z}_{nk} < T_r)
\]

\[
= Pr \left[ \frac{-T_r \sqrt{Q_\tilde{Z}_k^0}}{\sqrt{Q_\tilde{Z}_k^0 + \Delta R_{2k}}} < \eta < \frac{T_r \sqrt{Q_\tilde{Z}_k^0}}{\sqrt{Q_\tilde{Z}_k^0 + \Delta R_{2k}}} \right].
\]
Let $F = \frac{\sqrt{Q^0_{\infty}}}{\sqrt{Q^0_{\infty} + \Delta R_{2k}}}$; clearly $F < 1$ for $\Delta R_{2k} > 0$, i.e.

if noise variance is increased. Consequently

$$[-T_r.F, T_r.F] \subseteq [-T_r, T_r],$$

and

$$1 - \alpha = \Pr(-T_r.F < \eta < T_r.F)$$

$$< \Pr(-T_r < \eta < T_r)$$

$$= 1 - \alpha^0,$$

or, $\alpha > \alpha^0$.

On the other hand, if $\Delta R_k < 0$, i.e. noise variance is decreased, then $F > 1$. In that case

$$[-T_r, T_r] \subseteq [-T_r.F, T_r.F]$$

and

$$1 - \alpha = \Pr(-T_r.F < \eta < T_r.F)$$

$$> \Pr(-T_r < \eta < T_r) = 1 - \alpha^0.$$  

Hence,

$$\alpha < \alpha^0.$$  

Thus, the theorem is established.
V.3 Analysis of Incorrect Detection

In the past sections it has been shown that the probability of false alarm increases with an increase in the measurement noise variance or a shift in its mean. This can pose a potential danger to the estimation process. The worst possible case is when a sequence of re-initializations occur, without any updating of the estimates. The following is an analysis of the behavior of the algorithm in such a situation.

Let the first re-initialization occur at step k. This means the estimation error covariance $Q_k$ is returned to a fixed large value, $Q_0$. Then,

$$K_k = Q_0 H_k [R_k + H_k^T Q_{k-1} H_k]^{-1}$$

is also large, and

$$\hat{x}_k = \hat{x}_{k-1} + K_k Z_k$$

is far removed from the true value of the parameters, and also from the latest estimates just before the re-initialization took place. However, a large gain is not desirable in this case, because this was a false alarm (probably due to an outlier, or due to a change in the noise mean or variance).

**Theorem 5.3:** Even if there is a sequence of re-initializations, the Kalman gain remains bounded as long as the observation matrix is bounded. Furthermore, $Q_0$ can be chosen such that

$$0 \leq KH^T \leq I.$$
Proof: It will be shown that for a particular choice of $Q_0$, the norm of the matrix $KH$ is bounded by one. (Dropping the subscripts for $K$, $R$ and $H$ temporarily),

\[
K = Q_0H[R + H^tQ_0H]^{-1}
\]

\[
K(R + H^tQ_0H) = Q_0H
\]

\[
KR = (I - KH^t)Q_0H
\]

\[
K = \Psi Q_0HR^{-1}
\]

\[
\Psi = I - KH^t = I - Q_0HR^{-1}H^t
\]

Therefore,

\[
\Psi^{-1} = I + Q_0HR^{-1}H^t.
\]

Since $Q_0$ is a design parameter, it can be chosen to be a scalar matrix, namely $Q_0 = qI$. Then,

\[
\Psi = (I + qH^{-1}H^t)^{-1},
\]

where $HR^{-1}H^t$ is positive semidefinite. Hence

\[
0 \leq \Psi \leq I.
\]

Since $K = \Psi Q_0HR^{-1}$, the boundedness of $K$ follows. Replacing $\Psi$ by its equivalent expression one obtains

\[
0 \leq I - KH^t \leq I,
\]

which is the same as

\[
0 \leq KH^t \leq I.
\]

Thus, the theorem is proved.

Corollary to theorem 5.3:

If the chain of wrong detections occur as a result of outliers,
then the estimates remain bounded and they return assymptotically to the true values.

**Proof:** The wrong detections occurring as a result of outliers means that there was neither any parameter jump nor any jump in the noise statistics. Therefore, no model mismatch exists, the observation matrix is bounded, and all the previous assumptions about the system are valid. Thus, the Kalman gains are bounded (by theorem 5.3) and as a result the estimates are bounded also. After a number of steps the effect of the large $Q_k$ will vanish and the estimates will return to the previous (true) values.

The above discussion shows that there is no danger of filter divergence if the measurement noise statistics change. The worst possible result of such changes is a chain of false alarms. It has been shown that a chain of false alarms does not result in filter divergence. The main drawback of the algorithm is that it cannot differentiate between a failure of the hypothesis test due to an actual parameter jump and one due to some shift in the noise mean or variance, or due to an outlier. This problem is regarded as an interesting topic for further research.

In the next chapter, the application of the CFA for power system state estimation is discussed. It is shown that power system faults, being accompanied by large amounts of noise (transients), are ideally suited for single-sample hypothesis tests.
Chapter VI

APPLICATION OF THE COMBINED FILTER
TO POWER SYSTEM STATE ESTIMATION

Summary: In this chapter the application of the Combined Filter Algorithm is demonstrated for power system fault detection. It is also used to estimate pre- and post-fault voltages and currents. Kalman filter has been applied for power system state estimation by some other researchers: however, the fault is detected by a separate mechanism, and then the Kalman filter is used to get estimates of the steady state values which are then utilized in order to determine the fault location. In this work it is shown that a power system fault is ideally suited for single sample hypothesis testing, making the CFA a good candidate to be used for the detection and estimation purposes. Computer simulation results are included.

VI.1 General Background and a Brief Literature Survey

When a fault (short circuit) occurs in a power transmission line, the distance to the fault location needs to be determined as quickly as possible so that proper decisions can be made as to which relays should trip, and where. Isolating the fault helps protect the remainder of the system, limit damage to major equipment and preserve system stability [24]. To locate the fault position the steady state values of the post-fault currents and voltages must be estimated.
During the last decade many methods have been developed to predict the fundamental frequency components of the current and voltage. The following brief survey of the different methods that have been suggested is based mainly on a 1981 paper by Girgis and Brown [28] in which they proposed the application of Kalman filtering for this problem. They mentioned most of the previous work done in this area before 1981. Some more papers have appeared on this topic since then, which have been added to the present survey. Mann and Morrison [37] used the fact that the amplitude and phase angle of a pure sinusoid can be determined from its value and rate of change at any instant using difference equations, and suggested an algorithm based on this. Gilcrest, Rockefeller and Udren [38] developed an algorithm based on first and second derivatives in order to reduce sensitivity to dc offset and other components below power system frequency. Makino and Miki [39] used a two-sample sinusoidal curve fit to obtain the peak squared values. Digital filters were used to attenuate the dc offset and high frequency components.

In a different approach, Ramamoorthy [40] suggested the use of a full cycle Fourier transform. Phadke, Hiibka and Ibrahim [41] used a half cycle Fourier transform in order to reach a compromise between speed of response and sharpness of filtering. Within a very short time researchers started to investigate whether least squares methods could be effectively employed in this situation. Throp, Phadke, Horowitz and Beehler [42] showed that the half cycle Fourier transform is a least squares estimate, provided the noise signal is assumed to be stationary and white. In [43] Luckett, Munday and Murray developed an algorithm for a least squares fit to a general fault waveform. Sachdev and Baribeau in
[44] suggested a least squares fitting algorithm which solves simultaneous equations to obtain the real and imaginary parts of the fundamental components. This algorithm neglects any frequency higher than the third order, but its accuracy is improved by using data-redundancy and pseudo-inverse techniques. Brooks [45] used still another least squares approach in which it is assumed that the waveform can be approximated by constant and fundamental frequency components. All this work paved the way for Kalman filtering to be applied for this estimation problem. Girgis and Brown [28] developed the necessary models and studied the transient components in order to tailor the problem to fit the Kalman filtering framework.

The use of Kalman filter for power system state estimation is a relatively new idea. A few papers have appeared in the last six years concerning this application. Girgis and Brown have proposed using a bank of Kalman filters for sensing the fault ([26], [27], [28]). After a fault has been identified, the ordinary Kalman filter with a time-varying observation matrix is used. They have developed appropriate models for voltages and currents, and also determined the noise statistics with reasonable accuracy. It must be mentioned here that immediately after a fault, transient components are superimposed on the steady state values. Since the steady state values are to be estimated, the transients can be modeled as random noise. They have presented simulation results to show that the Kalman filter is capable of giving very good estimates of the post-fault states in a very short time. A different type of system model has been proposed by Sachdev [25] in which the observation matrix is time-invariant, but the state model is
based on rotating reference frames. Sachdev also reports some simulation results showing the efficiency of the Kalman filter. In fact, both models work well, although the one developed by Girgis and Brown seems to follow the usual control literature more closely. Hence their model has been used in this work.

In a different application, Nishiwaki, Yokokawa and Ohtsuka proposed the use of Kalman filters for parameter identification for power system stability analysis [46]. It seems reasonable to say that in the near future Kalman filtering or its modifications will find many more applications in the general area of power system analysis. In particular, this chapter is concerned with the use of the combination filter for estimating pre- and post-fault states as well as fault detection. In the next section the typical noise situation during and after a fault is discussed. Then the system models are described, and results of simulation study are given.

In concluding this section the basic novelty of the CFA must be pointed out. It is designed as a tool capable of estimating the pre-fault states, then detecting any anomaly in the system's behavior, and subsequently estimating the steady state post-fault values. In Girgis and Brown's approach one needs an extended Kalman filter for sensing the fault and an ordinary Kalman filter for estimating the states. The CFA is a single algorithm capable of handling the whole process, with considerably less complexity of on-line computation. The single-sample hypothesis testing has been shown to be very suitable for power system fault detection.
VI.2 Noise Process Associated with Power System Fault

Girgis and Brown have done extensive simulation study of the transients accompanying various types of faults for various lengths of time. In [27] and [28] they report that the transients can be approximated as nonstationary random processes. The voltage transients have high frequency components that decay exponentially with time. Therefore they are modeled as a white noise sequence with exponentially decaying variance. The current transients have high frequency components and a large time-constant exponential component. This is called a dc offset. This component is augmented to the state vector in the model. While it is true that the transient phenomena is affected by many factors such as line loading, structure of power systems and untransposition of transmission lines, it has been shown that [47] these effects are relatively small. Girgis and Brown simulated a simple power system which is shown in figure 6.1. It represents a 345 KV, 160 mile transmission line connected to a 400 MVA generating station at the sending end and a large interconnected network at the receiving end. The generator is represented by a constant voltage behind a subtransient reactance.
The instrumentation errors were considered small compared to the high frequency transient noise. The noise in the voltage and current waveforms was determined by subtracting the steady state time solution from the transient solution in the first cycle after the fault occurred. They simulated four different kinds of faults at four locations equally spaced along the transmission line. The worst condition case was studied, which is the maximum voltage at the fault location. Although the nature of the noise is slightly dependent on the type of fault, the dependence can be safely ignored. The noise was not found to change with different load conditions either. The autocorrelation function and the ensemble variance were also determined based on the frequency of occurrence of different types of fault and equal probability of fault locations. Figure 6.2a shows the nature of the voltage noise variance in the faulted phase and the exponential approximation used in the Kalman filter. The variance of the voltage noise in the unfaulted phase, shown in fig. 6.2b, was found to be
reasonably within expected limits.

The following empirical formula for the variance of the voltage noise signal is proposed by Girgis and Brown:

\[ R_k = k_v e^{-k \Delta t/T_1}. \]  

The constant \( k_v \) is very closely equal to the mean square of the change in the sending end voltage in the faulted phase. \( T_1 \) is roughly equal to half of the expected time constant of the protected line. Girgis and Brown suggest that there is no need to add a small constant to the \( R_k \) formula to keep it from approaching zero with time because the estimation time is small. However, it is the opinion of the present author that a small constant must be added to it since the combination filter is intended to stay in operation for a long time after the fault has been cleared and the system has reached steady state again.

Fig. 6.29: Variance of the voltage noise signal in the faulted phase.
For the current noise also, an empirical formula is given for the variance of the white noise process:

\[ R_k = k_1 e^{-k_2 \Delta t / T_1}. \]  

(6.2)

The constant \( k_1 \) is found to be one-fourth of the mean square of the sending end current. Fig. 6.2c shows the variance of the current noise signal in the faulted phase. As mentioned earlier, the current noise consists of a white noise and an exponential component.
Fig. 6.2c: Variance of the current noise signal in the faulted phase.

The discrete state model for the exponential process is given by:

$$X_3(k+1) = e^{-\beta \Delta t} X_3(k) + w_k,$$

(6.3)

where the initial variance is assumed to be large compared to the steady state variance. The constant $\beta$ is obtained from a least-square exponential curve fit to the actual variance of the noise in the faulted phase. The initial variance $\sigma_1^2$ is approximately equal to the mean square of the sending end current in the faulted phase, and the constant $\beta$ is given by $1/T_1$. Thus, the exponential part of the noise is incorporated in the state equation. This component includes a small residual noise $w_k$. The variance of this $w_k$ is obtained from experimental results. The third state of the current model is a nonstationary process with a large initial value, and it gradually relaxes to a Markov process with a relatively small rms value in the steady state condition.
VI.3 **Significance of the Exponentially Decaying Noise Variance for the Jump Detector**

It is interesting to note that the special kind of noise statistics in the case of power system fault actually is beneficial to the jump detector. This is true because the parameter jump in this case is accompanied by a sudden large noise which decays gradually. The initial large value of the noise assists in the detection of the jump. According to theorem 3.1 of chapter III, if a jump is accompanied by an increase in the noise variance, then the normalized residual has variance greater than unity. In chapter IV it was shown that an increase in the noise variance results in a larger probability of detection: wrong detection if there was no parameter jump, correct detection if there was. Because of this particular property, power system fault detection is an ideal case for applying hypothesis test based on a single sample. A numerical example will make this clear. Let at some time step $k$ a fault occur, with

$$H_k^t = \begin{bmatrix} 0.9 & -0.1 \end{bmatrix}$$

$$\Delta x_k^t = \begin{bmatrix} -0.3 & 0.7 \end{bmatrix}$$

$$R_k(\text{actual}) = 0.6$$

$$R_k(\text{model}) = 0.03$$

$$Q_{k/(k-1)} = \begin{bmatrix} 0.02 & 0.01 \\ 0.01 & 0.02 \end{bmatrix}$$

These numerical values are not chosen in random: they comply with the fact that in power system models all the variables are in per unit (so
they are less than one), and the initial value of $R_k$(actual) is taken from Girghis and Brown's simulation study [28]. The value of $R_k$(model) is chosen somewhat larger than in [28] in order to obtain a more conservative result. Then,

$$Q_{\text{model}}(z_k) = H_k^t Q_k^{m}/(k-1) H_k + R_k(\text{model}) = 0.0446$$

$$Q_{\text{actual}}(z_k) = H_k^t Q_k^{m}/(k-1) H_k + R_k(\text{actual}) = 0.6146$$

thus,

$$Q_{\text{nk}} = \frac{0.6146}{0.0446} \approx 13.78$$

and

$$E(Z_{\text{nk}}) = \frac{H_k^t \Delta X_k}{\sqrt{Q_{\text{model}}(z_k)}} = -0.34 \approx -1.61.$$

Assuming that the rejection threshold is $T_r = 2.58$, chosen on the basis of 1% false alarm rate for standard normal r.v., the conditional detection probability is

$$\Pr(|Z_{\text{nk}}| > T_r) \approx 52.7\%.$$

To compare this result with the case when there is no increase in $R_k$ with the jump, note that the conditional detection probability for the same amount of jump would be 16.6%. This shows the increase in $R_k$, in this example, results in a 217% increase in the conditional detection probability.
VI.4 Voltage and current models
(same for each phase)

The signal process for both current and voltage is a sine wave with random amplitude and phase. This is modeled as a two-element vector, where the state variables are the coefficients of the sine and cosine components of the wave. The noise free current or voltage signal can be expressed by the real or imaginary part of

\[ S(t) = A \exp(j\omega_0 t + \varphi), \]  

(6.4)

where \( A \) is the amplitude and \( \varphi \) is the phase angle at \( t = 0 \). The same quantity can be expressed as

\[ S(t) = X_1 \cos \omega_0 t - X_2 \sin \omega_0 t, \]  

(6.5)

where \( X_1 \) and \( X_2 \) are the in-phase and quadrature-phase components of the voltage or current phasor, and they are independent Gaussian random variables.

The state (voltage) model for both faulted and unfaulted phases is given by

\[
\begin{bmatrix}
X_1(k+1) \\
X_2(k+1)
\end{bmatrix} =
\begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
X_1(k) \\
X_2(k)
\end{bmatrix}
\]  

(6.6)

The measurement equation for both faulted and unfaulted phases is the following:
\[ Z_k = [ \cos(\omega_0 k \Delta t) \quad -\sin(\omega_0 k \Delta t) ] \begin{bmatrix} X_1(k) \\ X_2(k) \\ X_3(k) \end{bmatrix} + V_k \] (6.7)

where \( \Delta t \) is the sampling interval, and \( \omega_0 = 2\pi f = 377 \text{ sec}^{-1} \) is the fundamental angular frequency. The current model has a three-state vector:

\[
\begin{bmatrix}
X_1(k+1) \\
X_2(k+1) \\
X_3(k+1)
\end{bmatrix} =
\begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & e^{-\beta \Delta t}
\end{bmatrix}
\begin{bmatrix}
X_1(k) \\
X_2(k) \\
X_3(k)
\end{bmatrix} +
\begin{bmatrix}
0 \\
0 \\
w_k
\end{bmatrix}
\] (6.8)

The measurement equation is similar to that of the voltage model,

\[ Z_k = [ \cos(\omega_0 k \Delta t) \quad -\sin(\omega_0 k \Delta t) \quad 1 ] \begin{bmatrix} X_1(k) \\ X_2(k) \\ X_3(k) \end{bmatrix} + V_k \] (6.9)
VI.5 Simulation Study of the Application of the Combined Filter Algorithm to the Power System State Estimation Problem

The purpose of this computer simulation work is to show the effectiveness of the proposed algorithm (with the single sample detector and combined decision rule) in power system state estimation. The voltage model is used to estimate pre- and post-fault values of the two states. The initial values of $Q_k$ and $\hat{X}_k$, the sampling rate and the values of $R_k$ are taken from the example studied by Girghis and Brown in [28].

The acceptance and rejection thresholds are left as variables in order to find out their effect on the performance of the algorithm. The $S_k$ matrix is also left as a variable so that its effect on the performance of the filter can be seen. However, since in Girghis and Brown's study the Kalman filter is started only after a fault has been detected (by some other detection mechanism), it is not possible to get comparative results on the effect of the combined decision rule in this particular example. Therefore another example has been constructed where a small jump occurs, and the noise variance $R_k$ after the fault is much lower than in the previous example. This can happen in practice if the time constant of the protected line is small.
VI.5.1 Example 1

(voltage model)

Initial values:
\[ \hat{X}_1 = 0.0 \]
\[ \hat{X}_2 = 0.0 \]
\[ Q_0 = 1 \]

Pre-fault values \((k < k_0, \text{ fault occurs at step } k_0)\):
\[ X_1 = 1.0 \]
\[ X_2 = 0.0 \]
\[ R_k = 0.001. \]

Post-fault values \((k \geq k_0)\):
\[ X_1 = 0.5 \]
\[ X_2 = 0.33 \]
\[ R_k = 0.6 e^{-0.2(k-k_0)} + 0.001. \]

The sampling rate is 1920 samples per second, which translates into 32 samples per cycle. Girghis and Brown used 64 samples per cycle in their simulation, but later showed that the performance of the filter is practically the same for 32 or 64 samples per cycle.

The hypothesis test is based on the following.

Set i) of simulations: \(T_r = 2.58, T_a = 1.0\).
This corresponds to \(\alpha = 0.01\) and CDR.

Set ii) of simulations: \(T_r = 2.58, T_a = 2.58\).
This corresponds to \(\alpha = 0.01\) and BDR.

In 50 simulations with different sequences of random noise, the jump was detected without any delay each time. Fig. 6.3 through 6.6 illustrate the performance of the algorithm.
Fig. 6.3a: Post-fault signal, and signal plus noise
(After Girghis and Brown [28]).

Fig. 6.3b: True values and estimates of the post-fault states (After Girghis and Brown [28]).
Fig. 6.4: Measured signal plus noise. At step 20, a fault occurs.

Fig. 6.5: Estimates and true values of the states.
1 - true $X_1$,
2 - true $X_2$,
3 - estimated $X_1$,
4 - estimated $X_2$.
Fig. 6.6: Behavior of the normalized residual.

At step 20, it has a sharp increase.

It is observed that CDR and BDR yield the same performance. This is explained by the fact that the jump is large and the rejection threshold is low. Also, the post-fault noise variance is high which assists in correct detection. It should be noted again that the RWM (in using the CDR) is useful only if the jump is not detected by the hypothesis test. Under the circumstances of this example the one-step detector performed
almost as an ideal detector.

The post-fault estimates converged to the true values within 25 to 30 samples after the fault (12 to 14 milliseconds at 32 samples per cycle), which is comparable to Girghis and Brown's results, and very good for relaying purposes. During the course of this simulation study, some cases of false alarms were encountered. However, as mentioned earlier in chapters III and V, false alarms may disrupt the estimation process temporarily, but the estimates eventually converge to the true values. Fig. 6.7 shows an example of false alarm.

\[ \begin{array}{c}
\text{Fig. 6.7: Estimates and true values of the states} \\
\text{in the presence of a false alarm.}
\end{array} \]
VI.5.2. Example 2

a) To find out if the detection would be good for smaller jumps, a limiting case of zero jump was simulated, with the same post-fault noise variance as in Example 1), introduced after 60 steps ($k_0 = 60$). This program was written to terminate as soon as a detection occurred, be it a false alarm or correct detection. The same thresholds as in Example 1 were used. In 1000 runs correct detection with the minimum possible delay (one step) occurred in 697 cases; there was a two-step delay in 162 cases. The maximum detection delay was found to be 5 samples after the jump. In 54 cases the program was terminated by due to a false alarm.

b) For the case of a low time constant of the protected line, the program of part a) was repeated with a lower post-fault noise variance $R_k = 0.01 e^{-0.2(k-k_0)}$, $k \geq k_0$, $k_0 = 60$, and the following thresholds:

$$T_r = 3.3$$

$$T = 1.0.$$  

The rejection threshold corresponds to $\alpha = 0.001$. The simulations showed that the false alarm rate decreased compared to the previous thresholds. However, the detection rate also dropped. In 1000 runs immediate correct detection occurred in only 360 cases. In 294 cases the detection was delayed by two steps, and in 103 cases by three steps. In 48 cases there was no detection even after 10 steps.
VI.6. Discussion of the Simulation Results

In the previous chapters it was shown that in the case of a missed jump it is useful to have the RWM filter available. If there is an undetected jump, then the BDR makes the algorithm perform similar to the ordinary Kalman filter, whereas the CDR makes it perform similar to a random walk model or finite memory filter. However, for power system state estimation it is observed that since the fault is accompanied by increased noise, the probability of missing a jump is very low. Thus, in most cases it is adequate to have the binary decision rule. It was observed in numerous simulations that the algorithms with BDR and CDR performed the same way. The novelty of the present algorithm lies in the fact that it is much simpler and faster than using an elaborate detection scheme. Since the problem of power system fault detection is really an ideal situation for using single-step hypothesis tests, it follows that the proposed algorithm has good potential for future use.

Example 2 indicates that detection is faster when the time constant of the protected line is high. In one thousand runs with a limiting case of zero jump, the detection rate is found to be very good. The detection rate decreases for lower time constants. Overall, because of its fast detection and accurate tracking capabilities, and because of the particular nature of the noise statistics during a power system fault, the CFA shows substantial promise for use in power system state estimation problems.
Chapter VII

APPLICATION OF THE COMBINED FILTER TO A CONTINUOUS SYSTEM

Summary: In this chapter a new kind of experiment is described. Motivated by the fact that in real life most systems are continuous, the proposed algorithm is tested on the sampled version of a continuous system. In this dissertation, the CFA has been tested for various discrete systems, the results of which are given in appendices A and B. However, it must be admitted that in reality, abrupt changes may occur in a continuous system, and a discrete model of the changes may not be available. The goal in this chapter is to investigate the effectiveness of the Kalman filter in general, and hypothesis testing in particular, in such a situation. The Kalman filter with single-sample hypothesis testing is applied to the sampled input-output sequence of a simulated continuous-time system. The result of this study shows that parameter jumps occurring in the continuous system can be detected by the proposed method. It also indicates areas for further research.

VII.1 Problem Statement

The chosen continuous-time system is the well-known inverted pendulum problem. Figure 7.1 shows the pendulum attached to a nearly vertical rod, the motions of which are described by the equations
\[
\begin{align*}
\ddot{\psi}(t) - \sigma^2 \dot{\psi}(t) - \omega^2 [\psi(t) + \theta(t)] &= u(t) \\
\dot{\theta}(t) + \omega_0^2 \theta(t) + \epsilon \dot{\psi}(t) &= 0,
\end{align*}
\] (7.1)

Fig. 7.1: The inverted pendulum.

where

\[\sigma^2 = \frac{3g}{21}, \quad \omega^2 = \frac{3mg}{Ma}, \quad \epsilon = \frac{1}{a}, \quad \omega_0 = \frac{g}{a}, \quad u = \frac{Q}{Ml},\]

\(Q\) = torque applied at A, \\
\(g\) = gravitational force per unit mass.
Assuming that $a = 1$ and $\frac{\omega^2}{\omega_0^2} = \frac{3m}{M} = r$, and after some algebraic manipulations, the following state-space model can be derived:

$$\dot{\xi} = A\xi + bu, \quad (7.2)$$

with

$$A = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 1.5+r & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ -1.5-r & 0 & -2 & 0 \end{bmatrix}, \quad b = \begin{bmatrix} 0 \\ 1 \\ 0 \\ -1 \end{bmatrix},$$

where

$$\xi_1 = \psi, \quad \xi_2 = \dot{\psi}, \quad \xi_3 = \theta, \quad \xi_4 = \dot{\theta}.$$

The parameter $r$ has been left as a variable in order to introduce changes in the hanging mass $m$ in the continuous system. The nominal value of $r$ is assumed to be 1.

After stabilizing the system with a state feedback, the model is simulated using the Continuous System Modeling Program (CSMP). The system is excited by a random input sequence. The angle $\psi$ (state variable $X_1$) is considered as the output. The input and output are sampled, and the CFA is used to estimate the parameters of an assumed fourth-order ARMA model, which is given by the following:

$$Z_k = \sum_{i=1}^{4} a_i Z_{k-i} + \sum_{i=1}^{4} b_i w_{k-i}.$$

The constant parameter model is

$$X_{k+1} = X_k.$$
where

\[ X = [a_1 \cdots a_4 \ b_1 \cdots b_4]^t. \]

In order to investigate whether the test of hypothesis can detect a change in the parameters of the original continuous system, the parameter \( r \) in the \( A \) matrix of eq. (7.2) was changed from its nominal value of 1. Increase in its value is equivalent to the addition of extra mass, whereas decrease in its value means loss of some hanging mass. The goal is to find out whether the CFA can detect the change, and estimate the parameters.

**VII.2 Results of the Simulation Study**

The system of eq. (7.2) was simulated for 120 seconds. The input and output functions were sampled at the rate of 20/sec. At step 1000 (50 sec.), the value of \( r \) was changed from 1 to 4.5. Estimates of all the eight parameters were examined for signs of jumps. When an ordinary Kalman filter was used for the estimation, none of the parameters showed any jump. In fig. 7.2, the estimates of the first four parameters are shown when the jump exists but an ordinary Kalman filter is used.
Fig. 7.2: Estimates of parameters $a_1$ through $a_4$, given by the ordinary Kalman filter. At step 1000 (50 sec.), parameter $r$ in the continuous system changes from 1 to 4.5.
When the CFA was used to estimate the eight parameters, one parameter, $a_4$, was found to show a substantial jump. All the other parameter estimates showed the same average values before and after the jump. Fig. 7.3 shows the estimate of the parameter $a_4$. The pre-jump value is approximately $-0.13$, whereas the post-jump value is about $-0.06$. Other parameters, not showing any significant jumps, are not plotted.

Fig. 7.3: Estimate of parameter $a_3$, given by the CFA.

At step 1000 (50 sec.), parameter $r$ in the continuous system changes from 1 to 4.5.
Two major problems are encountered during this study. These may be potential difficulties in a real life situation also. The next two sections are devoted to the discussion and possible remedy of these problems.

VII.3 Sensitivity Problem

The most serious problem encountered is that of the sensitivity of the parameters of the discrete model to the changes in the continuous system. Since an exact discrete model is assumed to be unknown, it is also unknown how sensitive its parameters will be to the changes in the original system. In some cases they may have very low sensitivity to the changes in a particular parameter of the continuous system.

In the present simulation study each of the four state variables, one by one, was considered as the output of the continuous system. It was found that $X_1$ and $X_3$ are more sensitive than the rest. It was also found that the parameters of the discrete model are insensitive to any decrease in the hanging mass. Lack of sensitivity is attributed to the state feedback used to stabilize the pendulum.

This problem of low observability may result in inadequate detection not only by the CFA, but by any other technique as well. It is important to remember that the algorithm is designed to detect jumps that take place in the parameters of the discrete system. It is assumed that any such jump produces sufficient deflection in the residual of the filter. If, for any reason, the changes in the parameters are such that they do not cause this deflection, then no test of hypothesis will detect the change. Making the abrupt change in the continuous system,
while imitating a real life situation, does not guarantee an adequate change in the discrete system parameters.

Another problem is that of false alarms. Although related to the problem of sensitivity, it deserves separate treatment. The next section is devoted to this problem.

VII.4 The Problem of False Alarms

A real system may or may not be susceptible to a large amount of false alarms. In the case of the inverted pendulum, the system takes a long time to reach steady state. Therefore, the Kalman filter converges very slowly. Operating the hypothesis test in that situation results in a larger than designed probability of false alarms. This fact is demonstrated by the simulation study. However, it is reasonable to assume that, in a practical situation, the conventional Kalman filter can be operated long enough to get "good" initial estimates before the CFA is started. Then the filter is optimum, and the probabilities associated with the hypothesis tests are valid.

Another source of false alarms lies in the fact that just after a jump, there may be strong transient behavior in the system. The detection mechanism does not take that into account, thus resulting in a large probability of false alarms. Again, the hypothesis test may be switched off for some time just after a detection. It can even be switched off altogether, if the assumption of "at most one jump" is valid. In the present simulation the hypothesis test was turned off for long periods of time in the beginning of the run, and also just after the jump.
There is one other reason for false alarms, namely, a sudden very bad measurement. Some systems may be more prone to this kind of behavior than others. An effective way to deal with this problem is to require two or more consecutive rejections of the null hypothesis before sounding an alarm. This has been mentioned earlier in chapter III. This is a trade-off between the number of false alarms and speed of detection. With a high rejection threshold, one decreases the probability of false detections, but also reduces the probability of detecting an actual jump. However, due to the CDR (combined decision rule), an 'undetected' jump may still be traced by the RWM filter.

The choice of thresholds also depends upon the sensitivity of the system. For example, the inverted pendulum system turned out to have very low sensitivity to the change in the ratio of masses \( r \). This meant that the jump in the value of \( r \) in the continuous system did not produce a large deviation in the normalized residual of the Kalman filter. Therefore a low rejection threshold was necessary for detecting the jump, which resulted in a large probability of false alarms.

Besides the aforementioned two major problems, one has to be careful about choosing the proper sampling rate. Inadequate sampling may result in loss of information regarding the continuous system. This well known fact is not unique to the present situation. Therefore, a detailed discussion is not necessary. It is enough to mention that improper or inadequate sampling may result in biased estimates or detection delays.

Despite problems, the result of this study is promising. It is felt that more research is needed in this particular area of implementing discrete filters for continuous systems.
Chapter VIII

CONCLUSIONS

The CFA has been designed to detect large jumps with the help of single-sample hypothesis tests, and trace small jumps with the help of the RWM filter. It degenerates into an ordinary Kalman filter if the parameters remain constant for a segment of time. The algorithm is simple and efficient. Its superiority over other available methods has been established in a number of simulation studies.

The primary development in this dissertation is for the single output case. However, the multi-output case has also been studied, and the method has been extended to it. The approach proposed here results in a Chi-square distributed test statistic, which implies that a matrix square-root extraction and inversion is avoided at each step. This is a significant computational simplification. However, it is felt that the multi-output case needs to be studied in more detail for the case of jumps in the noise statistics. The test of hypothesis is based on the Chi-square distribution, thus it is one-tailed. The asymmetry of the Chi-square distribution has to be taken into consideration while modifying some properties and their proofs for the multi-output case.

The main application of the CFA in this work is that of power system fault detection and state estimation. Detailed simulation studies have been carried out. They show that single sample hypothesis test is ideal for detecting short circuit faults. The efficiency of the Kalman filter in estimating the steady state voltages and currents has been
shown earlier by other researchers. More work is needed in the area of applicability of hypothesis tests in order to distinguish between different types of power system faults. If that can be achieved, then good initial post fault estimates will be available which will make the estimates converge much faster than is possible at present. Moreover, accurate modeling of the power system during and immediately after different kinds of faults is very important. At the present time the same model is assumed for all kinds of faults. It is felt that an open ground for more research exists in this area.

Another area that needs to be investigated in great detail is that of implementation of Kalman-type discrete filters to continuous systems. Jumps in the continuous system may produce several changes in its discrete model, which have to be identified quickly. In this dissertation one such example has been studied, and computer simulations have been performed. It is found that sensitivity problems play a great role in the success or failure of the method. An area of potential difficulty is that of diminished sensitivity due to state feedbacks. However, state feedbacks are sometimes necessary for the stabilization of the model. Methods of avoiding high incidents of false alarms are also important. Apriori test runs of the conventional Kalman filter may provide required initial estimates. It is contended that the performance of the CFA for the continuous system, while promising, has room for improvement. The improvement has to come from more detailed studies of the sensitivity problem, and also from better understanding of the transition from continuous to discrete models. It is important to remember that in real life most systems are continuous, and one has to
rely on sampled versions of those systems for applying various digital algorithms. Thus the problems of efficient sampling need also to be studied.

In conclusion it is reasonable to state that the CFA shows great promise for application to discrete systems. With future research for implementation on continuous systems, the proposed method or its modifications may be beneficial in solving some important identification problems.
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Appendix A

RESULTS OF COMPUTER SIMULATION STUDIES: CONSTANT PARAMETER MODEL, RANDOM WALK MODEL AND MOVING WINDOW KALMAN FILTERS

In this appendix the results of estimating the parameters of a first order ARMA model using an ordinary, constant parameter model (CPM) Kalman filter, a random walk model (RWM) Kalman filter and a moving window Kalman filter (MWKF) are presented. The actual parameters are subjected to jumps and linear variations. It was found that the performance of the moving window Kalman filter and that of the random walk model Kalman filter may be very similar depending on the choice of the design parameters. It was also found that all of these methods are inadequate or slow in case the jumps are substantial.

A.1 Parameters with Jumps

A first order ARMA model is simulated in order to study the behavior of the CPM, RWM, and MWKF. The system has two unknown parameters which are subject to a sudden jump. The system model is

\[ Z_k = aZ_{k-1} + bU_{k-1} + V_k. \]

Hence the observation matrix is

\[ H_k^t = \begin{bmatrix} Z_{k-1} & U_{k-1} \end{bmatrix}, \]

and the state vector, consisting of the two parameters, is given by
\[ x_k^t = [a \ b]. \]

The observation equation is

\[ Z_k = H_k^t x_k + V_k. \]

The actual values of the parameters are

\[
\begin{cases} 
    0.7, & k < 40 \\
    0.5, & k \geq 40, 
\end{cases}
\]

\[
\begin{cases} 
    2.0, & k < 40 \\
    2.6, & k \geq 40. 
\end{cases}
\]

The estimates obtained by the ordinary Kalman filter are shown in Figure A.1.1. Here, the parameter model is \( x_{k+1} = x_k \), i.e., the parameters are assumed to be constants in the model. However, they undergo jumps at step 40. The conventional Kalman filter is seen to be quite inadequate in estimating the new values of the parameters.
For the same kind of jumps in parameters, the random walk model filter is found to perform much better. The parameter model in this case is

\[ X_{k+1} = X_k + W_k, \]
with

\[ E(w_k, w_k^r) = S_k. \]

Figure A.1.2 shows the true values of the parameters and the estimates.

**Fig. A.1.2:** Performance of the RWM filter when parameters are subjected to jumps.
It must be mentioned here that the estimates of the RWM filter may not always be so good. In this particular run, the combined effects of a low measurement noise variance, the small size of the jumps, and the choice of the $S_k$ matrix resulted in very good performance. To illustrate the point, a different set of values for noise variance, jump and $S_k$ matrix were used, which produced the estimates shown in fig. A.1.3.

Fig. A.1.3: Another example of estimates from a RWM filter.

1 - parameter a, 2 - parameter b,
3 - estimate of a, 4 - estimate of b.
The next plot, fig. A.1.4, shows the result of using the moving window Kalman filter (MWKF). In this run the 'window' was equal to 30 steps, which implied that at each step, the effect of the most recent 30 data points was retained. Older data was forgotten. The estimates can be adjusted by changing the window length. The larger the window, the closer is the behavior to the ordinary Kalman filter (also to the RWM filter with a very small $S_k$ matrix). Smaller window length makes the filter behave like the RWM filter with large values of $S_k$ matrix. The similarity between the MWKF and the RWM filter is even more evident in a set of simulations described later in this section.

![Graph](image)

**Fig. A.1.4**: Performance of the moving window Kalman filter.
A.2. Linearly Varying Parameters

In this group of examples the parameters were varied linearly.

Fig. A.1.5, A.1.6 and A.1.7 show the performances of the CPM, RWM and MWKF respectively. With a reduced measurement noise variance and reduced window length (20 steps), the RWM and MWKF were found to produce almost same estimates. Fig. A.1.8 and A.1.9 show these results.

Fig. A.1.5: Estimates produced by the CPM Kalman filter when parameters are linearly varying.
Fig. A.1.6: Estimates of linearly varying parameters produced by the RWM filter.

Fig. A.1.7: Estimates of linearly varying parameters produced by the MWKF.
Window length = 30.
1 - parameter a
2 - parameter b
3 - estimate of a
4 - estimate of b
Fig. A.1.8: Estimates produced by the MWKF. Window length = 20.

Fig. A.1.9: Estimates produced by the RWM filter.
1 - parameter a
2 - parameter b
3 - estimate of a
4 - estimate of b
This comparative simulation study shows that the conventional Kalman filter is ill-equipped to handle the case of parameter jumps. The random walk model (RWM) and moving window Kalman filters (MWKF) perform similarly. However, the MWKF is computationally more complex than the RWM filter. For small jumps, both of these filters may be adequate. They are also able to trace large jumps, but then the quality of the estimates is lower. In the present dissertation, tests of hypothesis are used to detect large jumps, and RWM filter is used to trace smaller jumps. The algorithm is called the "Combined Filter Algorithm (CFA)".

In appendix B the results of using the combined filter algorithm on first and higher order ARMA models are presented.
Appendix B

RESULTS OF COMPUTER SIMULATION STUDIES: COMBINED FILTER ALGORITHM

This appendix contains the results of testing the Combined Filter Algorithm (CFA) on various ARMA models. The CFA was applied to estimate the parameters of first and fourth order ARMA models, and the resulting estimates were plotted for different amounts of jumps and threshold values. It was found that the CFA is very efficient in detecting the jumps. After the re-initialization, the new values of the parameters were estimated accurately. The behavior of the normalized residuals was plotted for the fourth order model and its magnitude was found to have a sharp increase shortly after the parameter jump. The effect of high and low threshold-values, and that of large and small $S_k$ matrix were also studied.

B.1 First Order ARMA Examples

The first group of these examples has two unknown parameters, one of which is subjected to a sudden jump. The system model is the same as the one described in appendix A:

$$Z_k = aZ_{k-1} + bU_{k-1} + V_k.$$ 

The observation matrix is

$$H_k^t = [Z_{k-1} \ U_{k-1}],$$
and the state vector, consisting of the two parameters, is given by

\[ x_k^t = [a \ b]. \]

The observation equation is

\[ z_k^t = h_k^t x_k + v_k. \]

In the first example, the threshold values are:

\[ T_r = 2.58, \text{ which corresponds to } a = 0.01, \]

and \( T_a = 1.0. \)

Actual parameter values are:

\[ a = \begin{cases} 
0.7 & , \ k < 45 \\
0.0 & , \ k \geq 45 
\end{cases} \]

and \( b = 2.0 \) for all \( k. \)

The initial estimate is: \(^{t}\hat{\begin{bmatrix} a \\ b \end{bmatrix}} = [0.0 \ 0.0]^t.\)

Neither the time nor the magnitude of the jump are assumed to be known.

The Combined Filter Algorithm is found to detect the jump almost immediately. After the re-initialization, the new values of the parameters are estimated with reasonable accuracy within a short time.

Figure B.1.1 shows the estimates and the true values. It is observed that the estimate of the parameter which did not jump undergoes some disturbance at the moment of detection, but it settles down to the original value shortly after the re-initialization.
If the rejection threshold is increased, then the false alarm probability decreases. This automatically increases the probability of missed jump. In such a situation the benefit of using the CDR is seen clearly. If the BDR is used, then the algorithm operates like the ordinary Kalman filter and is inefficient in estimating the post-jump parameter. Fig. B.1.2 illustrates this situation.
Fig. B.1.2: Estimates and true values when the jump is not detected.

Due to BDR, the algorithm behaves like a CPM Kalman filter.

On the other hand, the CDR makes the algorithm behave as a random walk model filter, which results in much better estimates. The same effect is obtained by lowering the magnitude of the jump, while keeping the rejection threshold unchanged. A smaller jump goes undetected by the test of hypothesis; but the normalized residual, although not large enough to cause failure of the hypothesis test, is large enough to cause
the RWM filter to be started. Figure B.1.3 shows the estimates when the jump is smaller than before, and the CDR is used. The a parameter changes from 0.7 to 0.2 at step 45. The b parameter remains the same as before. If the EDR were used, the result would have been similar to that shown in fig. B.1.2.

![Graph showing estimates and true values of parameters](image)

**Fig. B.1.3:** Estimates and true values of the parameters when the jump is too small to be detected, but too large to be ignored, and the RWM filter is triggered.
This simulation study shows that for piecewise constant parameters, the CPM filter with hypothesis test yields very good performance. When the jumps are substantial, the BDR and CDR give essentially the same results. However, if the jumps are smaller, or if the rejection threshold has to be high, then the CDR is the better alternative.

In the second group of these examples both parameters are subjected to jump. In the first example of this group, parameter a changes from 0.7 to 0.0 and parameter b changes from 2.0 to 2.5 at step 40. Fig. B.1.5 shows the estimates and the true values.

Fig. B.1.4: Estimates and true values when $T_r$ is so high that the hypothesis test does not fail. RWM filter is activated.
In the second example of this group, the $b$ parameter changes from 2.0 to 1.5, the change in the $a$ parameter remaining the same as before. It is found that the hypothesis test does not fail, but due to the effect of the CDR the estimates are quite satisfactory. Fig. B.1.6 shows the result of this simulation.
Fig. B.1.6: Performance of the CFA when the jumps are such that instead of re-initialization, the RWM filter starts operating.
Fig. B.1.7: Example of detection delay.

1 - parameter a, 2 - parameter b,
3 - estimate of a, 4 - estimate of b.

The performance of the filter, as expected, is found to be independent of how many parameters have jumped. Rather, it depends on whether or not the shift created in the normalized residual is large enough to cause a failure of the hypothesis test. The performance also depends on the choice of the design parameters of the algorithm, namely
$Q_0$, $S_k$, $T_r$ and $T_a$. The nature of dependence of the estimates on $Q_0$ has been well documented in the Kalman filtering literature, and is not studied here. The choice of $S_k$ for the RWM segment of the algorithm is very important. Low $S_k$ makes the performance close to the ordinary Kalman filter. High $S_k$ makes it noisy. Higher $T_r$ and lower $T_a$ make the algorithm approach the RWM Kalman filter by diminishing the segments of CPM operation. Higher $T_a$ makes the algorithm behave close to an ordinary Kalman filter. Lower $T_r$ results in better detection, but also in more false alarms. Fig. B.1.8 through B.1.11 show these effects.

![Graph](image_url)

**Fig. B.1.8:** Elements of the $S_k$ matrix are very small.

The operation of the RWM filter is sluggish.
Fig. B.1.9: Result of using high $T_a$ and high $T_r$. Behavior is similar to CPM filter.

Fig. B.1.10: Result of using high $T_r$ and low $T_a$. The filter behaves similar to the RWM filter.

1 - parameter $a$
2 - parameter $b$
3 - estimate of $a$
4 - estimate of $b$
Fig. B.1.11: Result of having large $S_k$ matrix.

The jump is traced, but the estimates are noisy.

1 - parameter $a$, 2 - parameter $b$,
3 - estimate of $a$, 4 - estimate of $b$. 
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B.2 Higher Order ARMA Example

A fourth order model is simulated. Here, eight unknown parameters must be estimated. The system is described by the following equation:

\[ Z_k = \sum_{i=1}^{4} a_i Z_{k-i} + \sum_{j=1}^{4} b_j U_{k-j} + V_k. \]

In the Kalman filter framework,

\[ H_k^T = [Z_{k-1} \cdots Z_{k-4} \ U_{k-1} \cdots U_{k-4}], \]

\[ X_k^T = [a_1 \cdots a_4 \ b_1 \cdots b_4]. \]

\((U_k)\) and \((V_k)\) are timewise uncorrelated Gaussian sequences with standard deviations 2.0 and 0.1 respectively. The true values of the parameters are assumed to be the following:

\[ X^*_k = [-0.8 \ -0.6 \ -0.4 \ -0.2 \ 0.0 \ 0.05 \ 0.1 \ 0.7]. \]

In the first experiment the parameters are kept constant. In the second experiment, parameter \(a_2\) changes from -0.6 to 0.0, and \(b_3\) changes from 0.1 to 0.5 at step 90. The resulting estimates are shown in fig. B.2.1 through B.2.4. The performance of the algorithm is found to be satisfactory. The estimates converge very well.

The behavior of the test statistic is depicted in fig. B.2.5. It is seen that the normalized residual exceeds the rejection threshold (3.3 in this example), which causes the hypothesis test to fail at that point.
Fig. B.2.1: A parameters of the fourth order system.
In the first run when the parameters are kept constant, they converge to the true values within 45 steps. Keeping in mind that the hypothesis test is optimum only after the Kalman filter has settled down to the steady state, in the second run the jumps are introduced at step
The jump is detected quickly, and the new values are accurately estimated within 35 to 45 steps after the jump.

Fig. B.2.3: A parameters of the system with jumps.
Fig. B.2.4: B parameters of the system with jumps.

The next plot (B.2.5) shows the normalized residual of the system. As seen in the plots of the parameters, there is a detection delay of 3 steps, which is also evident from this plot.
The simulation results described in this appendix confirm the claim that the CFA is efficient in estimating time-varying parameters. The single sample detector is seen to be very fast, although during some runs detection delays are encountered. Some false alarms are also unavoidable. However, false alarm level ($\alpha$) can be controlled through the choice of the rejection threshold ($T_r$). The maximum allowable probability of missed jump ($\rho_{\text{max}}$) can also be controlled via the choice of the acceptance threshold ($T_a$). Overall, the CFA is seen to be a simple procedure with good performance.

Fig. B.2.5: The normalized residual. The jump is at step 90.
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