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Abstract

A general stochastic integration theory for adapted and instantly independent stochastic processes arises when we consider anticipative stochastic differential equations. In Part I of this thesis, we conduct a deeper research on the general stochastic integral introduced by W. Ayed and H.-H. Kuo in 2008. We provide a rigorous mathematical framework for the integral in Chapter 2, and prove that the integral is well-defined. Then a general Itô formula is given. In Chapter 3, we present an intrinsic property, near-martingale property, of the general stochastic integral, and Doob–Meyer’s decomposition for near-submartigales. We apply the new stochastic integration theory to several kinds of anticipative stochastic differential equations and discuss their properties in Chapter 4. In Chapter 5, we apply our results to a general Black–Scholes model with anticipative initial conditions to obtain the properties of the market with inside information and the pricing strategy, which can help us better understand inside trading in mathematical finance.

In dynamical systems, small random noises can make transitions between equilibriums happen. This kind of transitions happens rarely but can have crucial impact on the system, which leads to the numerical study of it. In Part II of this thesis, we emphasize on the temporal minimum action method introduced by X. Wan, using optimal linear time scaling and finite element approximation to find the most possible transition paths, also known as the minimal action paths, numerically. We show the method and its numerical analysis in Chapter 7. In Chapter 8, we apply this method to a stochastic dynamic system with time delay using penalty method.
Part I

General Stochastic Integral
and
Its Applications
Chapter 1
Introduction

1.1 Background

The historical background of this work can be traced back to early 19th century. In 1827, Robert Brown published in [6] his observation that pollen grains suspended in water move continuously in a random way. However, Brown did not explain the source of the motion, which was later on named after him, a Brownian motion, in physics or set up the model in mathematics.

The application of Brownian motion in mathematical modelling goes earlier than its theoretical framework. It was used separately in two subjects: (1) In mathematical finance, Louis Bachelier used Brownian motion to model stock market in his doctoral thesis in 1900; and (2) In physics, Albert Einstein [9] used Brown motion to model atoms in 1905.

By using normal distribution, Einstein’s description of Brownian motion is close to its rigorous definition in modern mathematics. In 1923, Norbert Wiener [33] provided a definition of Brownian motion in mathematics using real analysis, and so it is also called a Wiener process now. Based on this definition, the whole theory of stochastic process and its analysis are built up.

The Itô integral introduced by K. Itô in 1942 [16], as a generalization of Wiener integral, becomes a strong and standard tool in the study of statistic physics, control engineering, biological system, mathematical finance, and so on. However, the classic Itô integration theory relies on the requirement of adapted integrand, yet even in solving adapted problems, for example hedging portfolio in Black-Scholes model, there can be non-adapted SDEs involved. For instance, Itô integral is not
enough to solve an even simple SDE

\[ dX_t = X_t dB(t), \quad Y_0 = B(1), \quad t \geq 0, \quad (1.1.1) \]

since the initial condition is anticipating. Wiener’s work inspired L. Gross to introduce abstract Wiener space in 1965 [12], based on which the white noise distribution theory was built up by T. Hida in 1975 [13]. In 1976, P. Malliavin provided a proof of the existence of transition probability (see [30]). In the white noise distribution theory, the Hitsuda–Skorokhod integral provides a certain generalization of Itô integral to define the stochastic integral \( \int_a^t B(1) dB(s) \), which is used in solving (1.1.1). However, this generalization has two problems:

1. \( \int_a^t f(t) dB(s) := \int_a^t \partial_t^* f(t) \, dt \) is defined as a generalized function in the space \( (S)^* \) and lacks probabilistic meaning.

2. The white noise integral \( \int_a^t \partial_t^* f(t) \, dt \) is a Hitsuda–Skorokhod integral if it is a random variable in \( L^p(S'(\mathbb{R}), \mu) \) for some \( p > 1 \). However, there is no theorem that characterizes a generalized function in \( (S)^* \) to be in \( L^p(S'(\mathbb{R}), \mu) \).

E. Pardoux and Protter, P. in [32] defined the forward and backward stochastic integrals separately in order to solve the forward-backward SDEs. This provides an explicit expression of the solution of some kinds of backward SDEs. However, it cannot define a simple stochastic integral like \( \int_0^t B(1) - B(s) dB(s), t \in [0, 1] \). The disadvantage of the existing theories and the need in solving general SDEs
motivated us to develop a new stochastic integral. As shown in the above diagram (see [21]) of relationships among the four subjects of stochastic analysis, our work is at (*).

In the following sections, the definitions of the preliminary mathematical concepts and their properties are given.

1.2 Stochastic Process and Brownian Motion

Definition 1.2.1 (Stochastic Process). Let \((\Omega, \mathcal{F}, P)\) be a probability space, where \(\Omega\) is a sample space, \(\mathcal{F}\) is a \(\sigma\)-field and \(P\) is a probability measure. A function \(X(t, \omega) : [0, +\infty) \times \Omega \to \mathbb{R}\) is called a stochastic process, if it satisfies the following two conditions.

1. For each \(t \in [0, +\infty)\), \(f(t, \omega) : \Omega \to \mathbb{R}\) is a random variable.
2. For each \(\omega \in \Omega\), \(f(t, \omega) : [0, +\infty) \to \mathbb{R}\) is a measurable function of \(t\).

Definition 1.2.2 (Brownian Motion). A stochastic process \(B(t, \omega) : [0, \infty) \times \Omega \to \mathbb{R}\) is called a Brownian motion or a Wiener process, if it satisfies the following four conditions.

i. For any \(0 \leq s < t\), \(B(t, \omega) - B(s, \omega)\) is a random variable normally distributed with expectation 0 and variance \(t - s\);

ii. \(B(t)\) starts at 0 almost surely, i.e.,

\[
P\{\omega : B(0, \omega) = 0\} = 1;
\]

iii. For any \(0 \leq t_1 < \ldots < t_n\), the random variables \(B(t_1, \omega), B(t_2, \omega) - B(t_1, \omega), \ldots, B(t_n, \omega) - B(t_{n-1}, \omega)\) are independent;

iv. Almost all sample paths of \(B(t)\) are continuous, i.e.,

\[
P\{\omega : B(t, \omega) \text{ is continuous in } [0, \infty)\} = 1.
\]
1.3 Conditional Expectation and Martingale

**Definition 1.3.1 (Conditional Expectation).** Let $(\Omega, \mathcal{F}, P)$ be a probability space, $\mathcal{G}$ a sub-$\sigma$-field of $\mathcal{F}$, and $X$ a random variable in $L^1(\Omega)$. Then the *conditional expectation* of $X$ on $\mathcal{G}$, denoted by $E[X|\mathcal{G}]$, is a random variable $Y$ satisfying the following conditions:

1. $Y$ is measurable with respect to $\mathcal{G}$;

2. For any Borel set $A \in \mathcal{G}$, we have
   \[ \int_A Y \, dP = \int_A X \, dP. \]

**Remark 1.3.2.** The conditional expectation $E[X|\mathcal{G}]$ is the best approximation of $X$ with information of $\mathcal{G}$.

**Theorem 1.3.3 (Properties of Conditional Expectation).** Let $X$ and $Y$ be random variables on $\Omega$. Assume that $\mathcal{G}$ is a sub-$\sigma$-field of $\mathcal{F}$. Then we have

1. $E[E[X|\mathcal{G}]] = E[X]$.

2. $E[X + Y|\mathcal{G}] = E[X|\mathcal{G}] + E[Y|\mathcal{G}]$.

3. If $X$ is measurable with respect to $\mathcal{G}$, then $E[X|\mathcal{G}] = X$.

4. If $X$ is independent of $\mathcal{G}$, then $E[X|\mathcal{G}] = E[X]$.

5. If $Y$ is measurable with respect to $\mathcal{G}$ and $XY \in L^1(\Omega)$, then
   \[ E[XY|\mathcal{G}] = YE[X|\mathcal{G}]. \]

6. If $\mathcal{H}$ is a sub-$\sigma$-field of $\mathcal{G}$, then $E[E[X|\mathcal{G}]|\mathcal{H}] = E[X|\mathcal{H}]$.

**Definition 1.3.4 (Filtration).** A family of $\sigma$-fields $\{\mathcal{F}_t; 0 \leq t < \infty\}$ on $(\Omega, \mathcal{F}, P)$ is called a *filtration*, if $\mathcal{F}_s \subset \mathcal{F}_t \subset \mathcal{F}$ for any $0 \leq s < t$. 


**Definition 1.3.5** (Adaptedness). Let $X(t, \omega)$ be a stochastic process and \(\{\mathcal{F}_t; 0 \leq t < \infty\}\) be a filtration. We say that $X$ is adapted to $\{\mathcal{F}_t\}$, if for each $t \geq 0$, $X(t, \omega)$ is measurable with respect to $\mathcal{F}_t$.

**Remark 1.3.6.** From now on, we will also use $B_t$ and $X_t$ to denote a Brownian motion and a stochastic process, respectively. We say that $\{\mathcal{F}_t\}$ is the natural filtration, if it is generated from the corresponding Brownian motion, i.e., for each $t \geq 0$, $\mathcal{F}_t = \sigma\{B(s); 0 \leq s \leq t\}$.

**Example 1.3.7.** A Brownian motion $B(t)$ is adapted to its natural filtration $\{\mathcal{F}_t\}$.

**Definition 1.3.8** (Martingale). Let $\{\mathcal{F}_t\}$ be a filtration and $X(t)$ be a stochastic process adapted to $\{\mathcal{F}_t\}$ with $E|X_t| < \infty$ for all $t \geq 0$. We call $X(t)$ a martingale if for each $0 \leq s < t$,

$$E[X(t)|\mathcal{F}_s] = X(s), \quad \text{almost surely.}$$

**Remark 1.3.9.** Similar to Remark 1.3.2, a martingale is a stochastic process $X_t$ whose best approximation with the information prior to time $s$ is the process $X_s$ itself at $s$.

**Example 1.3.10.** A Brownian motion $B(t)$ is a martingale with respect to its natural filtration $\{\mathcal{F}_t\}$. In fact, by Definition 1.2.2 and Theorem 1.3.3,

$$E[B(t)|\mathcal{F}_s] = E[B(t) - B(s) + B(s)|\mathcal{F}_s]$$

$$= E[B(t) - B(s)|\mathcal{F}_s] + E[B(s)|\mathcal{F}_s]$$

$$= E[B(t) - B(s)] + B(s)$$

$$= B(s). \quad (1.3.1)$$

Many important stochastic processes are not martingales, but they are worth to study, e.g., $B(t)^2$ in Example 1.3.13 below. Although they are not martingales, a similar property is satisfied.
Definition 1.3.11 (Submartingale). A stochastic process $X_t, a \leq t \leq b$, with $E|X_t| < \infty$ for all $t$, is called a submartingale with respect to a filtration $\{\mathcal{F}_t\}$, if for all $a \leq s < t \leq b$, we have

$$E[X_t|\mathcal{F}_s] \geq X_s, \quad \text{almost surely.} \quad (1.3.2)$$

Definition 1.3.12 (Supermartingale). A stochastic process $X_t, a \leq t \leq b$, with $E|X_t| < \infty$ for all $t$, is called a supermartingale with respect to a filtration $\{\mathcal{F}_t\}$, if for all $a \leq s < t \leq b$, we have

$$E[X_t|\mathcal{F}_s] \leq X_s, \quad \text{almost surely.} \quad (1.3.3)$$

Example 1.3.13. Let $X_t = B(t)^2$. Then for $t > s$,

$$E[X_t|\mathcal{F}_s] = E[B(t)^2|\mathcal{F}_s]$$

$$= E[(B(t) - B(s) + B(s))^2|\mathcal{F}_s]$$

$$= E[(B(t) - B(s))^2|\mathcal{F}_s] + 2B(s)E[B(t) - B(s)|\mathcal{F}_s] + E[B(s)^2|\mathcal{F}_s]$$

$$= E[(B(t) - B(s))^2] + B(s)^2$$

$$= B(s)^2 + t - s \geq B(s)^2 = X_s.$$

So $X_t$ is a submartingale.

A crucial and useful property of submartingale processes is Doob–Meyer’s decomposition.

Theorem 1.3.14 (Doob–Meyer’s Decomposition, [20]). Let $X_t, a \leq t \leq b$, be a continuous submartingale with respect to a continuous filtration $\{\mathcal{F}_t; a \leq t \leq b\}$. Then $X_t$ has a unique decomposition

$$X_t = M_t + A_t, \quad a \leq t \leq b, \quad (1.3.4)$$

where $M_t$ is a continuous martingale with respect to $\{\mathcal{F}_t\}$, and $A_t$ is a continuous stochastic process satisfying the conditions:
1. $A_a = 0$;

2. $A_t$ is increasing in $t$ almost surely;

3. $A_t$ is adapted to $\{\mathcal{F}_t\}$.

**Definition 1.3.15** (Compensator). The continuous stochastic process $A_t$ in Theorem 1.3.14 is called the *compensator* of the submartingale $X_t$.

### 1.4 Itô Integral and the Itô Formula

From now on we will consider, without loss of generality, all the stochastic processes involved in a time interval $[a, b]$ for arbitrary $0 \leq a < b$, or $[0, T]$ for an arbitrary $T > 0$.

We use $L^2_{\text{ad}}([a, b] \times \Omega)$ to denote the space of square integrable stochastic processes $f(t)$ adapted to $\{\mathcal{F}_t\}$, that is, $\int_a^b E(|f(t)|^2) \, dt < \infty$.

**Definition 1.4.1** (Itô Integral). Let $B(t)$ be a Brownian motion, and $f(t)$ be a stochastic process in $L^2_{\text{ad}}([a, b] \times \Omega)$. The *Itô integral* of $f$ is a random variable denoted in stochastic integral form

$$\int_a^b f(t) \, dB(t),$$

and defined in the following steps.

**Step 1: Step Processes.**

If $f(t)$ is an adapted step stochastic process

$$f(t) = \sum_{i=1}^{n} \xi_{i-1} 1_{[t_{i-1}, t_i]},$$

where $a = t_0 < t_1 < \cdots < t_n = b$ is a partition of $[a, b]$, then we define its Itô integral as

$$\int_a^b f(t) \, dB(t) = \sum_{i=1}^{n} \xi_{i-1} (B(t_i) - B(t_{i-1})).$$
Step 2: Square Integrable Processes Approximated by Step Processes.

For any process $f(t) \in L^2_{ad}([0,T] \times \Omega)$, we can prove that there is a sequence of adapted step stochastic processes $\{f_n(t)\}_{n=1}^\infty$ that converges to $f(t)$ in $L^2([0,T] \times \Omega)$.

Step 3: Square Integrable Processes.

Define the Itô integral of $f$ by

$$\int_a^b f(t) dB(t) = \lim_{n \to \infty} \int_a^b f_n(t) dB(t), \quad \text{in } L^2(\Omega).$$

One can prove that the stochastic integral above is well-defined. For details, see [20]. Although Itô integral is defined in the rigorous framework of Hilbert space, its intuition is just a similarity of Riemann integral. Its consistency with Riemann integral is proved in the following theorem.

**Theorem 1.4.2.** Assume that $f(t)$ is left continuous and adapted to $\{\mathcal{F}_t\}$. Then the limit of its Riemann type sum exists and is equal to its Itô integral, i.e.,

$$\int_a^b f(t) dB(t) = \lim_{\|\Delta_n\| \to 0} \sum_{i=1}^n f(t_{i-1})(B(t_i) - B(t_{i-1})). \quad (1.4.1)$$

**Remark 1.4.3.** Notice that in the right hand side of Equation (1.4.1), as the limit of Riemann type sum, the evaluation point of $f$ on the subinterval $[t_{i-1}, t_i)$ is the left endpoint $t_{i-1}$. We will see that this makes Itô process a martingale, and this is the key characteristic of Itô integration.

Now, we show the most important properties of Itô integral. They are used in, for example, the proof of existence and uniqueness of stochastic differential equations, Freidlin-Wendzell property, the Girsanov theorem and so on. Among others, the Itô formula plays the central role in modern stochastic analysis, and its applications to physics, biology, engineering and finance. For their proofs, refer to [20].
Theorem 1.4.4 (Itô Isometry). Let $f \in L^2_{\text{ad}}([0,T] \times \Omega)$. Then its Itô integral $\int_0^T f(t) dB(t)$ is a random variable satisfying

$$E\left( \int_0^T f(t) dB(t) \right) = 0,$$

and

$$E\left( \left| \int_0^T f(t) dB(t) \right|^2 \right) = \int_0^T (E[f(t)^2]) dt.$$

In addition, if $f(t)$ is deterministic, then its Itô integral is normally distributed.

Theorem 1.4.5 (Martingale Property). Let $X_t, 0 \leq t \leq T$, be the stochastic process $X_t = \int_0^t f(s) dB(s)$, where $f \in L^2_{\text{ad}}([0,T] \times \Omega)$. Then $X_t$ is a continuous martingale.

Definition 1.4.6 (Quadratic Variation). Let $f(t)$ be a stochastic process and $\Delta = \{a = t_0 < t_1 < \ldots < t_{n-1} < t_n = b\}$ be a partition of $[a,b]$. Then the quadratic variation of $f$ on $[a,b]$ is defined by

$$\langle f \rangle_{[a,b]} = \lim_{\|\Delta\| \to 0} \sum_{i=1}^n (f(t_i) - f(t_{i-1}))^2,$$

provided the limit exists in probability.

Example 1.4.7. The quadratic variation $\langle B \rangle_{[a,b]}$ of a Brownian motion $B(t)$ is $b - a$ for any $b > a > 0$.

Definition 1.4.8 (Itô Process). Let $f(t) \in L_{\text{ad}}(\Omega, L^2[0,T]), g(t) \in L_{\text{ad}}(\Omega, L^1[0,T])$. Then we call the stochastic process $X(t)$ defined by

$$X(t) = \int_0^t f(t) dB(t) + \int_0^t g(t) dt$$

(1.4.2)

an Itô process.
Remark 1.4.9. In Equation (1.4.2), the first term is defined as an Itô integral, and the second term is defined as a Riemann integral for almost every \( \omega \in \Omega \). By Theorem 1.4.5, \( X_t \) is continuous. Equation (1.4.2) is often written in stochastic differential

\[
dX(t) = f(t) dB(t) + g(t) dt.
\]

**Theorem 1.4.10** (Itô’s Formula, [17]). Let \( \{X_t^{(i)}\}_{i=1}^n \) be Itô processes as (1.4.2) for \( f_i, g_i, i = 1, 2, \ldots, n \), and \( \varphi(x_1, x_2, \ldots, x_n) \) be a twice continuously differentiable real function on \( \mathbb{R}^n \). Then

\[
\varphi(X_t^{(1)}, X_t^{(2)}, \ldots, X_t^{(n)}) = \varphi(X_0^{(1)}, X_0^{(2)}, \ldots, X_0^{(n)}) + \sum_{i=1}^n \int_0^t \frac{\partial}{\partial x_i} \varphi(X_s^{(1)}, X_s^{(2)}, \ldots, X_s^{(n)}) \, dX_s^{(i)} \\
+ \frac{1}{2} \sum_{i,j=1}^n \int_0^t \frac{\partial^2}{\partial x_i \partial x_j} \varphi(X_s^{(1)}, X_s^{(2)}, \ldots, X_s^{(n)}) \, (dX_s^{(i)})(dX_s^{(j)}),
\]

or in stochastic differential

\[
d\varphi(X_t^{(1)}, X_t^{(2)}, \ldots, X_t^{(n)}) = \sum_{i=1}^n \frac{\partial}{\partial x_i} \varphi(X_t^{(1)}, X_t^{(2)}, \ldots, X_t^{(n)}) \, dX_t^{(i)} \\
+ \frac{1}{2} \sum_{i,j=1}^n \frac{\partial^2}{\partial x_i \partial x_j} \varphi(X_t^{(1)}, X_t^{(2)}, \ldots, X_t^{(n)}) \, (dX_t^{(i)})(dX_t^{(j)}),
\]

where \( dX_t^{(i)} \) are the stochastic differentials for the Itô processes \( X_t^{(i)} \) and their multiplications follow the rule shown in the following Itô table:

<table>
<thead>
<tr>
<th>×</th>
<th>dB(t)</th>
<th>dt</th>
</tr>
</thead>
<tbody>
<tr>
<td>dB(t)</td>
<td>dt</td>
<td>0</td>
</tr>
<tr>
<td>dt</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Example 1.4.11. By applying Theorem 1.4.10 to \( X(t) = B(t) \) (\( f(t) = 1 \) and \( g(t) = 0 \)) and \( \varphi(x) = x^2 \). Then \( \varphi'(x) = 2x \) and \( \varphi''(x) = 2 \), and we have

\[
B(t)^2 = 2 \int_0^t B(s) dB(s) + t,
\]

or equivalently,

\[
\int_0^t B(s) dB(s) = \frac{1}{2}(B(t)^2 - t).
\]

This calculates the Itô integral of \( B(t) \) on \([0, t]\).

Example 1.4.12 (Exponential Process). Let \( B(t) \) be a Brownian motion and \( \{\mathcal{F}_t\} \) be its natural filtration. Let \( f(t) \) be a stochastic process in \( L^2_{ad}([0, T] \times \Omega) \). Define

\[
\mathcal{E}_f(t) = \exp \left\{ \int_0^t f(s) dB(s) - \frac{1}{2} \int_0^t f^2(s) \, ds \right\}.
\]

Then by Theorem 1.4.10, we have

\[
d\mathcal{E}_f(t) = f(t) \mathcal{E}_f(t) dB(t).
\]

This is in fact an analogue of the differential of an exponential function, so we call \( \mathcal{E}_f(t) \) the exponential process of \( f \).

1.5 Girsanov Theorem

The Girsanov theorem shows that a certain class of transitions of a Brownian motion are also Brownian motions with respect to equivalent probability measures. As an important corollary of the Itô formula, it has a wide range of applications.

Theorem 1.5.1 (Girsanov Theorem, [11]). Let \( B(t) \) be a Brownian motion and \( \{\mathcal{F}_t\} \) be its natural filtration. Let \( f(t) \) be a square integrable \( \{\mathcal{F}_t\} \)-adapted stochastic process such that \( \mathbb{E}_P[\mathcal{E}_f(t)] < \infty \) for all \( t \in [0, T] \). Then the stochastic process given by

\[
\tilde{B}(t) = B(t) - \int_0^t f(s) \, ds
\]
is a Brownian motion with respect to the probability measure $Q$ given by

$$dQ = \mathcal{E}_f(T) dP = \exp\left\{ \int_0^T f(t) dB(t) - \frac{1}{2} \int_0^T f^2(t) dt \right\} dP,$$  \hspace{1cm} (1.5.1)$$

which is equivalent to $P$. 

Chapter 2

General Stochastic Integral and General Itô Formula

As indicated in Section 1.1, for non-adapted or anticipative stochastic processes, the classical Itô integration theory is not enough. So we need to define a general stochastic integration to deal with both adapted and non-adapted cases. In this chapter, we will give the definition of a general stochastic integral and prove its Itô formula. It is worth to point out that the Itô formula coincides with the one proved in the white noise distribution theory, which resolves the problem stated in Section 1.1. However, as indicated there, the conclusions from the white noise distribution theory are too abstract to have a realistic meaning.

We start with the definition of the stochastic integral for non-adapted stochastic processes (or so-called counter part).

2.1 Stochastic Integral for Instantly Independent Stochastic Processes

**Definition 2.1.1** (Counter Filtration). A family \( \{G(t); a \leq t \leq b\} \) of complete \( \sigma \)-fields is called a counter \( \{\mathcal{F}_t\} \)-filtration if it satisfies the following conditions:

1. \( \{G(t); a \leq t \leq b\} \) is instantly independent with respect to \( \{\mathcal{F}_t; a \leq t \leq b\} \), i.e., for each \( t \in [a, b] \), \( G(t) \) and \( \mathcal{F}_t \) are independent;

2. \( \{G(t); a \leq t \leq b\} \) is decreasing, i.e., for \( t_1 < t_2 \), \( G(t_1) \supset G(t_2) \);

3. \( \tilde{G}^{(t)} := \sigma\{B(b) - B(s) : t \leq s \leq b\} \subset G(t) \) for each \( t \in [a, b] \).

**Remark 2.1.2.** Note that
1. A family \( \{ G(t); a \leq t \leq b \} \) that is instantly independent with respect to \( \{ F_t; a \leq t \leq b \} \) may not be decreasing. For example, \( G(t) = \sigma \{ B(b) - B(t) \} \) is instantly independent with respect to \( \{ F_t \} \), but not decreasing.

2. The backward filtration \( \tilde{G}(t) \) is a counter \( \{ F_t \} \)-filtration. But it is not the only one. For example,

\[
G(t) := \sigma \{ B(b) - B(s), B(2b) - B(s) : a \leq t \leq b \},
\]

is also a counter \( \{ F_t \} \)-filtration.

3. If \( X_t \) and \( Y^{(t)} \) are processes that are adapted to \( \{ F_t \} \) and \( \{ G^{(t)} \} \), respectively, where \( \{ F_t \} \) and \( \{ G^{(t)} \} \) are instantly independent, then \( X_t \) and \( Y^{(t)} \) are instantly independent. In the sense of the Hilbert space \( L^2(\Omega) \), \( X_t \) and \( Y^{(t)} \) are orthogonal for each \( t \). Thus, we can consider \( L^2(G^{(t)}) \) as a subspace that is orthogonal to \( L^2(F_t) \).

**Proposition 2.1.3.** If \( \{ G^{(t)} \} \) is a counter \( \{ F_t \} \)-filtration, and a stochastic process \( X_t \) is adapted to \( \{ G^{(t)} \} \), then \( X_t \) is instantly independent to \( \{ F_t \} \).

**Proof.** For any Borel set \( A \) and \( t \in [a, b] \), \( X_t^{-1}(A) \in G^{(t)} \). So \( X_t^{-1}(A) \) is independent of \( \{ F_t \} \). Thus, \( X_t \) is independent of \( \{ F_t \} \) for each \( t \). \( \square \)

From now on, we use \( L^2_{ct}([a, b] \times \Omega) \) to denote the space of all stochastic processes \( g(t, \omega), a \leq t \leq b, \omega \in \Omega \), satisfying the following conditions:

1. \( g(t, \omega) \) is adapted to the counter \( \{ F_t \} \)-filtration \( \{ G^{(t)} \} \);

2. \( \int_a^b E[|g(t)|^2] \, dt < \infty \).

**Remark 2.1.4.** In fact, in \( L^2([a, b] \times \Omega) \), \( L^2_{ct}([a, b] \times \Omega) \) is a subspace of the subspace that is orthogonal to \( L^2_{ad}([a, b] \times \Omega) \), i.e., \( L^2_{ad}([a, b] \times \Omega) \perp L^2_{ct}([a, b] \times \Omega) \).
Now, we can define the stochastic integral \( \int_a^b g(t) \, dB(t) \), and then \( \int_a^b f(t)g(t) \, dB(t) \), for \( g \in L^2_{ct}([a,b] \times \Omega) \) and \( f \in L^2_{ad}([a,b] \times \Omega) \). We divide the definition into the following several steps.

**Step 1:** \( g \) is a step stochastic process in \( L^2_{ct}([a,b] \times \Omega) \).

Suppose \( g \) is a step stochastic process given by

\[
g(t, \omega) = \sum_{i=1}^{n} \eta_i(\omega)1_{[t_{i-1},t_i)}(t),
\]

where \( \eta_i \) is \( G^{(t_i)} \)-measurable and \( E[\eta_i^2] < \infty \). Then \( g \in L^2_{ct}([a,b] \times \Omega) \). Define

\[
I(g) = \sum_{i=1}^{n} \eta_i (B(t_i) - B(t_{i-1})�.
\]

Then \( I(f) + I(g) = I(f + g) \), for step functions \( f \) and \( g \) in \( L^2_{ct}([a,b] \times \Omega) \).

**Lemma 2.1.5.** \( E(I(g)) = 0 \) and \( E(|I(g)|^2) = \int_a^b E(|g(t)|^2) \, dt \).

**Proof.** For each \( 1 \leq i \leq n \),

\[
E(\eta_i (B(t_i) - B(t_{i-1}))) = E\left[E\left(\eta_i (B(t_i) - B(t_{i-1})) | G^{(t_i)}\right)\right]
\]

\[
= E\left[\eta_i E\left(B(t_i) - B(t_{i-1}) | G^{(t_i)}\right)\right]
\]

\[
= E\left[\eta_i E\left(B(t_i) - B(t_{i-1})\right)\right]
\]

\[
= E(\eta_i \cdot 0) = 0.
\]

So \( E(I(g)) = \sum_{i=1}^{n} E(\eta_i (B(t_i) - B(t_{i-1}))) = 0 \).

\[
|I(g)|^2 = \sum_{i,j=1}^{n} \eta_i \eta_j (B(t_i) - B(t_{i-1}))(B(t_j) - B(t_{j-1})).
\]
For $i < j$,

\[
E[\eta_i \eta_j (B(t_i) - B(t_{i-1}))(B(t_j) - B(t_{j-1}))]
= E\left\{E[\eta_i \eta_j (B(t_i) - B(t_{i-1})) (B(t_j) - B(t_{j-1})) | G^{(t_i)}]\right\}
= E\left\{\eta_i \eta_j (B(t_j) - B(t_{j-1})) E[(B(t_i) - B(t_{i-1})) | G^{(t_i)}]\right\}
= E[\eta_i \eta_j (B(t_j) - B(t_{j-1})) E(B(t_i) - B(t_{i-1}))]
= 0.
\]

So when $i \neq j$, $E[\eta_i \eta_j (B(t_i) - B(t_{i-1}))(B(t_j) - B(t_{j-1}))] = 0$. Then

\[
E[\eta_i^2 (B(t_i) - B(t_{i-1}))^2]
= E\left\{E[\eta_i^2 (B(t_i) - B(t_{i-1}))^2 | G^{(t_i)}]\right\}
= E\left\{\eta_i^2 E[(B(t_i) - B(t_{i-1}))^2 | G^{(t_i)}]\right\}
= E\left\{\eta_i^2 E[(B(t_i) - B(t_{i-1}))^2]\right\}
= E[\eta_i^2 (t_i - t_{i-1})]
= E(\eta_i^2) (t_i - t_{i-1}).
\]

Thus,

\[
E(|I(g)|^2) = E\left[\sum_{i,j=1}^{n} \eta_i \eta_j (B(t_i) - B(t_{i-1}))(B(t_j) - B(t_{j-1}))\right]
= E\left[\sum_{i=1}^{n} \eta_i^2 (B(t_i) - B(t_{i-1}))^2\right]
= \sum_{i=1}^{n} E(\eta_i^2) (t_i - t_{i-1})
= \int_a^b E(|g(t)|^2) \, dt.
\]

\[\square\]

**Step 2:** An approximation lemma.
Lemma 2.1.6. Suppose \( g \in L^2_{ct}([a,b] \times \Omega) \). Then there exists a sequence \( \{g_n(t); n \geq 1\} \)
of step stochastic processes in \( L^2_{ct}([a,b] \times \Omega) \) such that

\[
\lim_{n \to \infty} \int_a^b E \left[ |g(t) - g_n(t)|^2 \right] \, dt = 0.
\]

Proof. **Case I:** \( E[g(t)g(s)] \) is a continuous function of \((t, s) \in [a, b]^2\).

Let \( a = t_0 < t_1 < \cdots < t_{n-1} < t_n = b \) be a partition of \([a, b]\) and define a
stochastic process \( g_n(t, \omega) \) by

\[
g_n(t, \omega) = g(t_i, \omega), \quad t_{i-1} \leq t < t_i.
\]

Then \( \{g_n\} \) is a sequence of \( \mathcal{G}(t) \)-adapted processes. By the continuity of \( E[g(t)g(s)] \)
on \([a, b]^2\), we have

\[
\lim_{s \to t} E[|g(t) - g(s)|^2] = \lim_{s \to t} [E[g(t)g(t)] - 2E[g(t)g(s)] + E[g(s)g(s)]] = 0,
\]

which implies that for each \( t \in [a, b] \),

\[
\lim_{n \to \infty} E \left[ |g(t) - g_n(t)|^2 \right] = 0.
\]

Moreover,

\[
|g(t) - g_n(t)|^2 \leq 2 \left[ |g(t)|^2 + |g_n(t)|^2 \right].
\]

So for all \( a \leq t \leq b \),

\[
E[|g(t) - g_n(t)|^2] \leq 2 \left[ E(|g(t)|^2) + E(|g_n(t)|^2) \right]
\]

\[
\leq 4 \sup_{a \leq s \leq b} E(|g(s)|^2).
\]

The right hand side is finite by the continuity assumption. Thus, by the Lebesgue
Dominated Convergence Theorem, we have

\[
\lim_{n \to \infty} \int_a^b E \left[ |g(t) - g_n(t)|^2 \right] \, dt = \int_a^b \left[ \lim_{n \to \infty} E(|g(t) - g_n(t)|^2) \right] \, dt = 0.
\]

**Case II:** \( g \) is bounded: \( |g| \leq M \) for some \( M > 0 \).
Define $\tilde{g}_n(t, \omega) = \int_0^{n(b-t)} e^{-\tau g(t + n^{-1} \tau, \omega)} d\tau$. Then $\tilde{g}_n$ is adapted to $G^{(t)}$ since the integral is a pointwise limit of a sum of stochastic processes that are measurable with respect to $G^{(t)}$. Moreover,

$$
\int_a^b E \left[ |\tilde{g}_n(t)|^2 \right] dt = \int_a^b E \left[ \int_0^{n(b-t)} e^{-\tau g(t + n^{-1} \tau, \omega)} d\tau \right]^2 dt \\
\leq \int_a^b E \left[ \int_0^{n(b-t)} M d\tau \right]^2 dt \\
= \int_a^b M^2 n^2 (b-t)^2 dt < \infty.
$$

And we have the following properties of $g_n$.

- Claim (a): For each $n$, $E (\tilde{g}_n(t) \tilde{g}_n(s))$ is a continuous function of $(t, s)$.

Take the substitution $u = t + n^{-1} \tau$. Then

$$
\tilde{g}_n(t, \omega) = \int_t^b ne^{n(t-u)} g(u, \omega) du.
$$

Thus,

$$
0 \leq \lim_{t \to s} E \left( |\tilde{g}_n(t) - \tilde{g}_n(s)|^2 \right) \\
= \lim_{t \to s} E \left( \int_t^s ne^{n(t-u)} g(u, \omega) du \right)^2 \\
\leq \lim_{t \to s} n^2 M^2 (s-t)^2 = 0,
$$

which implies

$$
\lim_{t \to s} E \left( |\tilde{g}_n(t) - \tilde{g}_n(s)|^2 \right) = 0.
$$

So

$$
0 \leq \left| E (\tilde{g}_n(t) \tilde{g}_n(s)) - E (\tilde{g}_n(t_0) \tilde{g}_n(s_0)) \right| \\
\leq \left| E ((\tilde{g}_n(t) - \tilde{g}_n(t_0)) \tilde{g}_n(s)) - E (\tilde{g}_n(t_0) (\tilde{g}_n(s) - \tilde{g}_n(s_0))) \right| \\
\leq \sqrt{E (|\tilde{g}_n(t) - \tilde{g}_n(t_0)|^2) E (|\tilde{g}_n(s)|^2)} - \sqrt{E (|\tilde{g}_n(t_0)|^2) E (|\tilde{g}_n(s) - \tilde{g}_n(s_0)|^2)} \\
\to 0,
$$
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as $t \to t_0$ and $s \to s_0$. The claim follows.

Claim (b): $\int_a^b E \left( |g(t) - \tilde{g}_n(t)|^2 \right) dt \to 0$, as $n \to \infty$.

$\int_a^b E \left( |g(t) - \tilde{g}_n(t)|^2 \right) dt \leq \int_a^b E \left( \int_0^\infty e^{-\tau} |g(t) - g(t + n^{-1}\tau)|^2 d\tau \right) dt$

$= \int_a^b \int_0^\infty e^{-\tau} E \left( |g(t) - g(t + n^{-1}\tau)|^2 \right) d\tau dt$

$= \int_0^\infty e^{-\tau} \int_a^b E \left( |g(t) - g(t + n^{-1}\tau)|^2 \right) dt d\tau$

$= \int_0^\infty e^{-\tau} E \left( \int_a^b |g(t) - g(t + n^{-1}\tau)|^2 dt \right) d\tau$

$\leq 4M^2(b - a) < \infty$.

Thus, by the Lebesgue Dominated Convergence Theorem, we get the claim.

Now, by Claim (a) we can apply Case I to $\tilde{g}_n$ for each $n$ to get a $\{G^{(t)}\}$-adapted step stochastic process $g_n(t, \omega)$ such that

$$\int_a^b E \left( |g_n(t) - \tilde{g}_n(t)|^2 \right) dt < \frac{1}{n}.$$ 

Then by Claim (b), we have

$$\lim_{n \to \infty} \int_a^b E \left( |g(t) - g_n(t)|^2 \right) dt = 0.$$ 

Case III: The general case for $g \in L^2_{ct}([a, b] \times \Omega)$. 

Let \( g \in L^2_{cl}([a, b] \times \Omega) \). For each \( n \), define
\[
\bar{g}_n(t, \omega) = \begin{cases} 
  g(t, \omega), & \text{if } |g(t, \omega)| \leq n, \\
  0, & \text{if } |g(t, \omega)| > n.
\end{cases}
\]
Then
\[
|g(t) - \bar{g}_n(t)|^2 \leq 2 \left( |g(t)|^2 + |\bar{g}_n(t)|^2 \right) \leq 4|g(t)|^2.
\]
By the Lebesgue Dominated Convergence Theorem and \( \int_a^b E(|g(t)|^2) \, dt < \infty \), we have
\[
\lim_{n \to \infty} \int_a^b E\left( |g(t) - \bar{g}_n(t)|^2 \right) \, dt = 0.
\]
Now, for each \( n \geq 1 \), we apply Case II to \( \bar{g}_n \) to get a \( \{ G(t) \} \)-adapted step stochastic process \( g_n(t, \omega) \) such that
\[
\int_a^b E\left( |g_n(t) - \bar{g}_n(t)|^2 \right) \, dt < \frac{1}{n}.
\]
Hence,
\[
\lim_{n \to \infty} \int_a^b E\left( |g(t) - g_n(t)|^2 \right) \, dt = 0,
\]
by the two equations above.

\[ \square \]

**Step 3:** Stochastic integral \( \int_a^b g(t) \, dB(t) \) for \( g \in L^2_{cl}([a, b] \times \Omega) \).

By Lemma 2, we can find a sequence \( \{ g_n(t, \omega); n \geq 1 \} \) of \( \{ G(t) \} \)-adapted step stochastic processes such that
\[
\lim_{n \to \infty} \int_a^b E\left( |g(t) - g_n(t)|^2 \right) \, dt = 0.
\]
For each \( n \), \( I(g_n) \) is defined as in Step 1. By Lemma 1, we get
\[
E\left( |I(g_n) - I(g_m)|^2 \right) = \int_a^b E\left( |g_n(t) - g_m(t)|^2 \right) \, dt \to 0, \quad \text{as } m, n \to \infty,
\]
since \( I(g_n) - I(g_m) = I(g_n - g_m) \) whereas \( g_n - g_m \) is still a \( \{G(t)\} \)-adapted step stochastic process. Hence the sequence \( \{I(g_n)\} \) is a Cauchy sequence in \( L^2(\Omega) \).

Define

\[
I(g) = \lim_{n \to \infty} I(g_n), \quad \text{in } L^2(\Omega).
\]  (2.1.1)

The stochastic integral \( I(g) \) is well-defined. In fact, if there is another sequence \( \{g_n\} \) of \( \{G(t)\} \)-adapted step stochastic processes such that

\[
\lim_{n \to \infty} \int_a^b E \left( |g(t) - f_n(t)|^2 \right) dt = 0,
\]

then

\[
E \left( |I(f_n) - I(g_m)|^2 \right) = E \left( |I(f_n - g_m)|^2 \right)
= \int_a^b E \left( |f_n(t) - g_m(t)|^2 \right) dt
\leq 2 \int_a^b E \left( |f_n(t) - g(t)|^2 \right) dt + 2 \int_a^b E \left( |g(t) - g_m(t)|^2 \right) dt
\rightarrow 0, \quad \text{as } m, n \to \infty.
\]

Thus,

\[
\lim_{n \to \infty} I(f_n) = \lim_{n \to \infty} I(g_m), \quad \text{in } L^2(\Omega).
\]

Now, we define the stochastic integral of the counter part as follows.

**Definition 2.1.7.** The limit \( I(g) \) defined in Equation (2.1.1) is called the **general stochastic integral** of \( g \in L^2_{ct} ([a, b] \times \Omega) \) and is denoted by \( \int_a^b g(t) dB(t) \).

It is obvious that \( I \) is linear, namely, for any \( \alpha, \beta \in \mathbb{R} \) and \( f, g \in L^2_{ct} ([a, b] \times \Omega) \), we have

\[
I(\alpha f + \beta g) = \alpha I(f) + \beta I(g).
\]

**Theorem 2.1.8 (Isometry).** Suppose \( g \in L^2_{ct}([a, b] \times \Omega) \). Then \( \int_a^b g(t) dB(t) \) is a random variable with

\[
E \left( \left( \int_a^b g(t) dB(t) \right)^2 \right) = 0
\]

and

\[
E \left( \left| \int_a^b g(t) dB(t) \right|^2 \right) = \int_a^b E \left( |g(t)|^2 \right) dt.
\]
Proof. By the definition of \( \int_a^b g(t) dB(t) \), there exists a sequence of \( \{\mathcal{G}(t)\} \)-adapted step stochastic processes \( g_n \), such that

\[
\lim_{n \to \infty} \int_a^b E \left( |g(t) - g_n(t)|^2 \right) \, dt = 0, \quad (2.1.2)
\]

and

\[
\int_a^b g(t) dB(t) = \lim_{n \to \infty} \int_a^b g_n(t) dB(t), \quad \text{in } L^2(\Omega). \quad (2.1.3)
\]

But by Lemma 2.1.5, we have

\[
E \left( \int_a^b g_n(t) dB(t) \right) = 0 \quad \text{and} \quad E \left( \left| \int_a^b g_n(t) dB(t) \right|^2 \right) = \int_a^b E \left( |g_n(t)|^2 \right) \, dt.
\]

Therefore,

\[
\left| E \left( \int_a^b g(t) dB(t) \right) \right| = \left| E \left( \int_a^b g(t) dB(t) \right) - E \left( \int_a^b g_n(t) dB(t) \right) \right|
\]

\[
= \left| E \left( \int_a^b g(t) - g_n(t) dB(t) \right) \right|
\]

\[
\leq \left( E \left[ \left| \int_a^b g(t) - g_n(t) dB(t) \right|^2 \right] \right)^{\frac{1}{2}}
\]

\[
= \int_a^b E \left( |g(t) - g_n(t)|^2 \right) \, dt \to 0, \quad \text{as } n \to \infty.
\]

The left hand side is independent of \( n \). So \( E \left( \int_a^b g(t) dB(t) \right) = 0 \).

By Equation (2.1.2) and (2.1.3), we have

\[
\left\| \int_a^b g(t) dB(t) \right\|_{L^2(\Omega)} = \lim_{n \to \infty} \left\| \int_a^b g_n(t) dB(t) \right\|_{L^2(\Omega)},
\]

and

\[
\left\| g \right\|_{L^2([a,b] \times \Omega)} = \lim_{n \to \infty} \left\| g_n \right\|_{L^2([a,b] \times \Omega)}.
\]
\[
E\left(\left| \int_a^b g(t) \, dB(t) \right|^2 \right) = \left\| \int_a^b g(t) \, dB(t) \right\|_{L^2(\Omega)} = \lim_{n \to \infty} \left\| \int_a^b g_n(t) \, dB(t) \right\|_{L^2(\Omega)}
\]

\[
= \lim_{n \to \infty} E\left(\left| \int_a^b g_n(t) \, dB(t) \right|^2 \right) = \lim_{n \to \infty} \int_a^b E\left(|g_n(t)|^2\right) \, dt
\]

\[
= \lim_{n \to \infty} \|g_n\|_{L^2([a,b] \times \Omega)} = \|g\|_{L^2([a,b] \times \Omega)}
\]

\[
= \int_a^b E\left(|g(t)|^2\right) \, dt.
\]

By this theorem, the stochastic integration operator \( I : L^2_{\text{cl}} ([a,b] \times \Omega) \to L^2(\Omega) \) is an isometry.

From Case I of the proof of Lemma 2.1.6, we have the following theorem:

**Theorem 2.1.9.** Suppose \( g \in L^2_{\text{cl}} ([a,b] \times \Omega) \) and assume that \( E(g(t)g(s)) \) is a continuous function of \( t \) and \( s \). Then

\[
\int_a^b g(t) \, dB(t) = \lim_{n \to \infty} \sum_{i=1}^n g(t_i) (B(t_i) - B(t_{i-1})) , \quad \text{in} \ L^2(\Omega).
\]

We can rewrite the equation in Theorem 2.1.9 as

\[
\lim_{n \to \infty} \sum_{i=1}^n \left[ g(t_i) (B(t_i) - B(t_{i-1})) - \int_{t_{i-1}}^{t_i} g(t) \, dB(t) \right] = 0, \quad \text{in} \ L^2(\Omega),
\]

so is true in probability. In this sense, we can write in an asymptotic and symbolic way that \( \Delta Y^i \approx -g(t_i) \Delta B_i \), where the stochastic process \( Y(t) := \int_t^T g(s) \, dB(s) \), and \( \Delta Y^i = Y(t_i) - Y(t_{i-1}) \), \( \Delta B_i = B_{t_i} - B_{t_{i-1}} \).

The continuity of the stochastic process \( Y(t) \) defined above can be proved similarly as in [20] for the classical Itô stochastic integral.

Now, we can define the stochastic integral for the combination of adapted and instantly independent processes. From now on, if it is not specified, then the statement "\( \varphi(t) \) is instantly independent of \( \{\mathcal{F}_t\} \)" means "\( \varphi(t) \) is adapted to a counter \( \{\mathcal{F}_t\} \)-filtration".
2.2 General Stochastic Integral

The general stochastic integral for both adapted and non-adapted processes was firstly introduced in [1] by W. Ayed and H.-H. Kuo.

Definition 2.2.1 (Ayed–Kuo [1]). The stochastic integral of \( f(t)\varphi(t) \), where \( f \) is adapted and \( \varphi \) is instantly independent, is defined by

\[
\int_a^b f(t)\varphi(t) \, dB(t) = \lim_{\|\Delta\|\to 0} \frac{1}{n} \sum_{j=1}^n f(t_{j-1})\varphi(t_j)(B(t_j) - B(t_{j-1}))
\]

provided that the limit in probability exists.

Definition 2.2.2 (Hwang–Kuo–Saitô–Zhai [14]). Suppose \( \Phi(t), a \leq t \leq b \), is a stochastic process of the following form

\[
\Phi(t) = \sum_{i=1}^m f_i(t)\varphi_i(t),
\]

(2.2.1)

where \( f_i(t) \)'s are \( \{\mathcal{F}_t\} \)-adapted continuous stochastic processes and \( \varphi_i(t) \)'s are continuous stochastic processes being instantly independent of \( \{\mathcal{F}_t\} \). The stochastic integral of \( \Phi(t) \) is defined by

\[
\int_a^b \Phi(t) \, dB(t) = \sum_{i=1}^m \int_a^b f_i(t)\varphi_i(t) \, dB(t),
\]

where the integrals \( \int_a^b f_i(t)\varphi_i(t) \, dB(t) \) are defined by

\[
\int_a^b f_i(t)\varphi_i(t) \, dB(t) = \lim_{\|\Delta\|\to 0} \frac{1}{n} \sum_{j=1}^n f_i(t_{j-1})\varphi_i(t_j)(B(t_j) - B(t_{j-1}))
\]

provided that the limit in probability exists.

Intuitively, the new stochastic integral uses respectively the left endpoint for the Itô (adapted) part and the right endpoint for the counter (instantly independent) part as the evaluation points of integration. In comparison, the Itô integral only has adapted part, and thus uses the left endpoint. However, it is not proved in [1] that the new integral is well-defined. We filled this gap in the following lemma.
Lemma 2.2.3 (Hwang–Kuo–Saitô–Zhai [14]). Let \( f_i(t), 1 \leq i \leq m, g_j(t), 1 \leq j \leq n, \) be \( \{F_t\} \)-adapted continuous stochastic processes and let \( \varphi_i(t), 1 \leq i \leq m, \xi_j(t), 1 \leq j \leq n, \) be continuous stochastic processes being instantly independent of \( \{F_t\} \). Suppose the stochastic integrals \( \int_a^b f_i(t)\varphi_i(t) dB(t) \) and \( \int_a^b g_j(t)\xi_j(t) dB(t) \) exist for \( 1 \leq i \leq m, 1 \leq j \leq n \). Assume that

\[
\sum_{i=1}^m f_i(t)\varphi_i(t) = \sum_{j=1}^n g_j(t)\xi_j(t), \quad a \leq t \leq b.
\]

Then the following equality holds:

\[
\sum_{i=1}^m \int_a^b f_i(t)\varphi_i(t) dB(t) = \sum_{j=1}^n \int_a^b g_j(t)\xi_j(t) dB(t). \tag{2.2.2}
\]

Remark 2.2.4. When \( f(t)\varphi(t) = g(t)\xi(t) \) (for Case 1 in the proof below), we do not need to assume the existence of \( \int_a^b f(t)\varphi(t) dB(t) \) and \( \int_a^b g(t)\xi(t) dB(t) \) as limits in probability. Equation (2.2.2) for this case is understood to mean that if the limit in probability on one side of the equality exists, then it also exists on the other side and the equality holds.

Proof. We divide the proof into several cases:

**Case 1: \( m = n = 1 \).**

Suppose \( f(t)\varphi(t) = g(t)\xi(t), a \leq t \leq b \). Without loss of generality, we assume that \( f(t), \varphi(t), g(t), \xi(t) \) are non-zero. Then

\[
\frac{f(t)}{g(t)} = \frac{\xi(t)}{\varphi(t)}.
\]

Note that in the above equation, the left-hand side is \( \{F_t\} \)-adapted and the right-hand side is instantly independent of \( \{F_t\} \). However, a continuous stochastic process that is both adapted to and instantly independent of \( \{F_t\} \) must be a continuous deterministic function. Denote this function as \( a(t) \). Then

\[
\frac{f(t)}{g(t)} = \frac{\xi(t)}{\varphi(t)} = a(t).
\]
So
\[ f(t) = g(t)a(t) \quad \text{and} \quad \varphi = \frac{1}{a(t)}\xi(t). \]

Thus, for any partition \( a = t_0 < t_1 < \cdots < t_l = b, \)
\[
\int_a^b f(t)\varphi(t) \, dB(t) \approx \sum_{k=1}^l f(t_{i-1})\varphi(t_i)(B(t_i) - B(t_{i-1}))
\]
\[
\approx \sum_{k=1}^l \left(a(t_{i-1})g(t_{i-1})\left(\frac{1}{a(t_i)}\varphi(t_i)\right)(B(t_i) - B(t_{i-1}))\right)
\]
\[
\approx \sum_{k=1}^l g(t_{i-1})\xi(t_i)(B(t_i) - B(t_{i-1}))
\]
\[
\approx \int_a^b g(t)\xi(t) \, dB(t),
\]
which proves the theorem for this case.

**Case 2:** \( m = 1, n = 2. \)

Assume
\[ f(t)\varphi(t) = g_1(t)\xi_1(t) + g_2(t)\xi_2(t). \] (2.2.3)

Let \( a(t) = E\varphi(t), b_1(t) = E\xi_1(t), b_2(t) = E\xi_2(t) \) and assume without loss of generality that \( a(t), b_1(t), b_2(t) \) are non-zero. Then by taking conditional expectation of Equation (2.2.3) with respect to \( \{\mathcal{F}_t\} \), we get
\[ f(t)a(t) = g_1(t)b_1(t) + g_2(t)b_2(t). \] (2.2.4)

Let \( \tilde{a}(t) = a(t)/b_2(t), \tilde{b}_1(t) = b_1(t)/b_2(t) \). Then we have
\[ g_2(t) = f(t)\tilde{a}(t) - g_1(t)\tilde{b}_1(t). \] (2.2.5)

Substitute \( g_2(t) \) in Equation (2.2.5) into Equation (2.2.3) to get
\[ f(t)[\varphi(t) - \tilde{a}(t)\xi_2(t)] = g_1(t)[\xi_1(t) - \tilde{b}_1(t)\xi_2(t)]. \] (2.2.6)

By Remark 2.2.4, we can apply Case 1. Hence
\[
\int_a^b f(t)\left[\varphi(t) - \tilde{a}(t)\xi_2(t)\right] \, dB(t) = \int_a^b g_1(t)\left[\xi_1(t) - \tilde{b}_1(t)\xi_2(t)\right] \, dB(t). \] (2.2.7)
But we can use Definition 2.2.1 to see that
\[
\int_a^b f(t) \left[ \varphi(t) - \tilde{a}(t)\xi_2(t) \right] dB(t) = \int_a^b f(t)\varphi(t) dB(t) - \int_a^b f(t)\tilde{a}(t)\xi_2(t) dB(t),
\]
(2.2.8)
and
\[
\int_a^b g_1(t) \left[ \xi_1(t) - \tilde{b}_1(t)\xi_2(t) \right] dB(t) = \int_a^b g_1(t)\xi_1(t) dB(t) - \int_a^b g_1(t)\tilde{b}_1(t)\xi_2(t) dB(t),
\]
(2.2.9)
since both sides have the same limit in probability. It follows from Equations (2.2.5), (2.2.7), (2.2.8), and (2.2.9) that
\[
\int_a^b f(t) \varphi(t) dB(t)
\]
\[
= \int_a^b g_1(t)\xi_1(t) dB(t) + \int_a^b \left[ f(t)\tilde{a}(t) - g_1(t)\tilde{b}_1(t) \right] \xi_2(t) dB(t)
\]
\[
= \int_a^b g_1(t)\xi_1(t) dB(t) + \int_a^b g_2(t)\xi_2(t) dB(t),
\]
which proves Case 2.

**Case 3:** \( m = 1, n \geq 3 \).

Assume
\[
f(t)\varphi(t) = \sum_{j=1}^n g_j(t)\xi_j(t).
\]
Then similar to Equation (2.2.5), we have
\[
g_n(t) = f(t)\tilde{a}(t) - \sum_{j=1}^{n-1} g_j(t)\tilde{b}_j(t),
\]
where \( \tilde{a}(t) = E\varphi(t)/E\xi_n(t) \) and \( \tilde{b}_j(t) = E\xi_j(t)/E\xi_n(t), 1 \leq j \leq n-1 \). Then, similar to Equation (2.2.7), we have
\[
f(t) \left[ \varphi(t) - \tilde{a}(t)\xi_n(t) \right] = \sum_{j=1}^{n-1} g_j(t) \left[ \xi_j(t) - \tilde{b}_j(t)\xi_n(t) \right].
\]
Thus, this case has been reduced to the case for \( n - 1 \). Hence we can use the same arguments as those in Case 2 and the induction to prove the lemma for this case.
Case 4: \( m \geq 2, n \geq 1 \).

Assume
\[
\sum_{i=1}^{m} f_i(t) \varphi_i(t) = \sum_{j=1}^{n} g_j(t) \xi_j(t).
\]

which can be rewritten as
\[
f_1(t) \varphi_1(t) = \sum_{j=1}^{n} g_j(t) \xi_j(t) - \sum_{i=2}^{m} f_i(t) \varphi_i(t).
\]

Therefore, this case is reduced to Case 3 and the lemma is proved for general case.

In general, if a stochastic process \( \Phi(t) \) can be written as a series of the form \( f(t) \varphi(t) \) in \( L^2(\Omega) \), we define the stochastic integral of \( \Phi(t) \) to be the sum of the series in probability.

**Definition 2.2.5** (Hwang–Kuo–Saitô–Zhai [14]). Suppose \( \Phi(t), a \leq t \leq b, \) is a stochastic process and there exists a sequence \( \{ \Phi_n(t) \}_{n=1}^{\infty} \) of stochastic processes of the form in Equation (2.2.1) satisfying the conditions:

1. \( \int_{a}^{b} |\Phi(t) - \Phi_n(t)|^2 \, dt \to 0 \) almost surely.

2. \( \int_{a}^{b} \Phi_n(t) \, dB(t) \) converges in probability.

Then the stochastic integral of \( \Phi(t) \) is defined by
\[
\int_{a}^{b} \Phi(t) \, dB(t) = \lim_{n \to \infty} \int_{a}^{b} \Phi_n(t) \, dB(t), \quad \text{in probability.} \tag{2.2.10}
\]

**Example 2.2.6.** We have
\[
\int_{0}^{t} B(1) \, dB(s) = \int_{0}^{t} \left( B(s) + (B(1) - B(s)) \right) \, dB(s) = B(1)B(t) - t, \tag{2.2.11}
\]
for \( 0 \leq t \leq 1. \)
2.3 Itô Isometry for General Stochastic Integral

It is mentioned in Theorem 1.4.4 that the classical Itô integration operator is an isometry. In [25], an isometry equality for general stochastic integral is proved, and it is same to the isometry equality obtained in the white noise distribution theory.

**Theorem 2.3.1** ([25]). Let \( f(t) \) and \( \varphi(t) \) be stochastic processes adapted to and instantly independent of \( \{F_t\} \), respectively. Then we have,

\[
E\left[ \int_0^T f(t)\varphi(t) dB(t) \right] = 0.
\]

**Theorem 2.3.2** ([25]). Let \( f(t) \) and \( \varphi(x) \) be as above. In addition, assume that \( f(t) \) and \( \varphi(x) \) are equal to their Maclaurin series on \( \mathbb{R} \). Let \( B(t) \) be a Brownian motion. Then we have

\[
E\left[ \left( \int_0^T f(B(t))\varphi(B(T) - B(t)) dB(t) \right)^2 \right] = \int_0^T E\left[ (f(B(t))\varphi(B(T) - B(t)))^2 \right] dt + 2 \int_0^T \int_0^t E\left[ f(B(s))\varphi'(B(T) - B(s))f'(B(t))\varphi(B(T) - B(t)) \right] ds dt. \quad (2.3.1)
\]

2.4 A General Itô Formula

The Itô formula plays the central role in both theory and application of Itô calculus. For the general stochastic integral defined in Section 2.2, we proved its Itô formula in [14]. Consider the following stochastic processes

\[
X_t = X_a + \int_a^t g(s) dB(s) + \int_a^t h(s) ds, \quad (2.4.1)
\]

\[
Y^{(t)} = Y^{(b)} + \int_t^b \xi(s) dB(s) + \int_t^b \eta(s) ds, \quad (2.4.2)
\]

where \( g(t) \) and \( h(t) \) are \( \{F_t\} \)-adapted so that \( X_t \) is an Itô process, and \( \xi(t) \) and \( \eta(t) \) are instantly independent of \( \{F_t\} \) such that \( Y^{(t)} \) is also instantly independent of \( \{F_t\} \). Thus \( Y^{(t)} \) is a stochastic process in the counter part. Then we have the following theorem and we use the proof from [14].
Theorem 2.4.1. Let $X_t, a \leq t \leq b$, be an Itô process given by Equation (2.4.1) and $Y^{(t)}, a \leq t \leq b$, an instantly independent process given by Equation (2.4.2). Suppose $\theta(x,y)$ is a real-valued $C^2$-function on $\mathbb{R}^2$. Then the following equality holds for $a \leq t \leq b$:

$$
\theta(X_t, Y^{(t)}) = \theta(X_a, Y^{(a)}) + \int_a^t \theta_x(X_s, Y^{(s)}) \, dX_s + \frac{1}{2} \int_a^t \theta_{xx}(X_s, Y^{(s)}) (dX_s)^2 + \int_a^t \theta_y(X_s, Y^{(s)}) \, dY^{(s)} - \frac{1}{2} \int_a^t \theta_{yy}(X_s, Y^{(s)}) (dY^{(s)})^2,
$$

which can be expressed symbolically in terms of stochastic differentials as

$$
d\theta(X_t, Y^{(t)}) = \theta_x \, dX_t + \frac{1}{2} \theta_{xx} (dX_t)^2 + \theta_y \, dY^{(t)} - \frac{1}{2} \theta_{yy} (dY^{(t)})^2. \tag{2.4.3}
$$

Proof. Since $\theta(x,y)$ is a real-valued $C^2$-function, we have the estimate

$$
\theta(x,y) \approx \theta(x_0, y_0) + \theta_x(x_0, y_0)(x-x_0) + \theta_y(x_0, y_0)(y-y_0) + \frac{1}{2} \theta_{xx}(x_0, y_0)(x-x_0)^2 + \frac{1}{2} \theta_{yy}(x_0, y_0)(y-y_0)^2 + \theta_{xy}(x_0, y_0)(x-x_0)(y-y_0). \tag{2.4.4}
$$

Now, we calculate the stochastic differential $d\theta(X_t, Y^{(t)})$. For any partition $a = t_0 < t_1 < \cdots < t_n = t$ of the interval $[a, t]$, we have

$$
\theta(X_t, Y^{(t)}) = \theta(X_a, Y^{(a)}) + \sum_{i=1}^n \left[ \theta(X_{t_i}, Y^{(t_i)}) - \theta(X_{t_{i-1}}, Y^{(t_{i-1})}) \right]. \tag{2.4.5}
$$

Then for each $i = 1, 2, \ldots, n$, by Equation (2.4.4), we get

$$
\theta(X_{t_i}, Y^{(t_i)}) - \theta(X_{t_{i-1}}, Y^{(t_{i-1})}) 
\approx \theta_x(X_{t_{i-1}}, Y^{(t_{i-1})})(X_{t_i} - X_{t_{i-1}}) + \theta_y(X_{t_{i-1}}, Y^{(t_{i-1})})(Y^{(t_i)} - Y^{(t_{i-1})}) 
+ \frac{1}{2} \theta_{xx}(X_{t_{i-1}}, Y^{(t_{i-1})})(X_{t_i} - X_{t_{i-1}})^2 + \frac{1}{2} \theta_{yy}(X_{t_{i-1}}, Y^{(t_{i-1})})(Y^{(t_i)} - Y^{(t_{i-1})})^2 
+ \theta_{xy}(X_{t_{i-1}}, Y^{(t_{i-1})})(X_{t_i} - X_{t_{i-1}})(Y^{(t_i)} - Y^{(t_{i-1})}) 
= I_i + II_i + III_i + IV_i + V_i, \tag{2.4.6}
$$
where $I_i, II_i, III_i, IV_i, V_i$ are defined term by term in the corresponding order, respectively.

Now, we consider the summations of these terms over $i$. For the first term in Equation (2.4.6), we have

$$
\sum_{i=1}^{n} I_i = \sum_{i=1}^{n} \theta_x(X_{t_{i-1}}, Y^{(t_{i-1})})(X_{t_i} - X_{t_{i-1}}) \\
\approx \sum_{i=1}^{n} \left[ \theta_x(X_{t_{i-1}}, Y^{(t_{i-1})}) + \theta_{xy}(X_{t_{i-1}}, Y^{(t_{i-1})}) (Y^{(t_{i-1})} - Y^{(t_{i-1})}) \right] (X_{t_i} - X_{t_{i-1}}) \\
\rightarrow \int_{0}^{t} \theta_x(X_s, Y^s) \, dX_s - \int_{0}^{t} \theta_{xy}(X_s, Y^s) \, (dX_s)(dY^s). \tag{2.4.7}
$$

For the second term in Equation (2.4.6), we have

$$
\sum_{i=1}^{n} II_i = \sum_{i=1}^{n} \theta_y(X_{t_{i-1}}, Y^{(t_{i-1})})(Y^{(t_{i})} - Y^{(t_{i-1})}) \\
\approx \sum_{i=1}^{n} \left[ \theta_y(X_{t_{i-1}}, Y^{(t_{i})}) + \theta_{yy}(X_{t_{i-1}}, Y^{(t_{i})}) \right] (Y^{(t_{i})} - Y^{(t_{i-1})}) \\
\rightarrow \int_{0}^{t} \theta_y(X_s, Y^s) \, dY_s - \int_{0}^{t} \theta_{yy}(X_s, Y^s) \, (dY_s)^2. \tag{2.4.8}
$$

For the third term in Equation (2.4.6), we have

$$
\sum_{i=1}^{n} III_i = \frac{1}{2} \sum_{i=1}^{n} \theta_{xx}(X_{t_{i-1}}, Y^{(t_{i-1})})(X_{t_i} - X_{t_{i-1}})^2 \\
\rightarrow \frac{1}{2} \int_{0}^{t} \theta_{xx}(X_s, Y^s) \, (dX_s)^2. \tag{2.4.9}
$$

Note that we do not have to change $\theta_{xx}(X_{t_{i-1}}, Y^{(t_{i-1})})$ to $\theta_{xx}(X_{t_{i-1}}, Y^{(t_{i})})$ since the integrator $(dX_s)^2 = g(s)^2 \, ds$ from Equation (2.4.1). Similarly, for the fourth term in Equation (2.4.6), we have

$$
\sum_{i=1}^{n} IV_i = \frac{1}{2} \sum_{i=1}^{n} \theta_{yy}(X_{t_{i-1}}, Y^{(t_{i-1})})(Y^{(t_{i})} - Y^{(t_{i-1})})^2 \\
\rightarrow \frac{1}{2} \int_{0}^{t} \theta_{yy}(X_s, Y^s) \, (dY^s)^2. \tag{2.4.10}
$$
For the fifth term in Equation (2.4.6), we have
\[ \sum_{i=1}^{n} V_i = \sum_{i=1}^{n} \theta_{xy}(X_{t_i-1}, Y^{(t_i-1)}) (X_{t_i} - X_{t_{i-1}}) (Y^{(t_i)} - Y^{(t_{i-1})}) \]
\[ \rightarrow \int_{a}^{t} \theta_{xy}(X_s, Y^s) (dX_s)(dY^s). \] (2.4.11)

Finally, we sum up Equations (2.4.7)–(2.4.11) and get the stochastic differential of \( \theta(X_t, Y^{(t)}) \). And then, Equation (2.4.3) and the theorem follow. \( \square \)

It is easy to generate the Itô formula for multiple stochastic processes.

**Theorem 2.4.2.** Let \( X_t^{(i)}, 1 \leq i \leq n, \) be Itô processes given by Equation (2.4.1) and \( Y_j^{(t)}, 1 \leq j \leq m, \) instantly independent processes given by Equation (2.4.2). Suppose \( \theta(t, x_1, \ldots, x_n, y_1, \ldots, y_m) \) is a real-valued function being \( C^1 \) in \( t \) and \( C^2 \) in \( x_i \) and \( y_j \). Then the stochastic differential of \( \theta(t, X_t^{(1)}, \ldots, X_t^{(n)}, Y_1^{(t)}, \ldots, Y_m^{(t)}) \) is given by
\[
\theta(t, X_t^{(1)}, \ldots, X_t^{(n)}, Y_1^{(t)}, \ldots, Y_m^{(t)}) \\
= \theta_t dt + \sum_{i=1}^{n} \theta_{x_i} dX_t^{(i)} + \frac{1}{2} \sum_{i,k=1}^{n} \theta_{x_i x_k} (dX_t^{(i)})(dX_t^{(k)}) \\
+ \sum_{j=1}^{m} \theta_{y_j} dY_j^{(t)} - \frac{1}{2} \sum_{j,l=1}^{m} \theta_{y_j y_l} (dY_j^{(t)})(dY_l^{(t)}). \] (2.4.12)

**Corollary 2.4.3.** Let \( X_t, Y_t \) be Itô processes given by Equation (2.4.1), and \( X^{(t)}, Y^{(t)} \) instantly independent processes given by Equation (2.4.2). Then we have the following product rules:
\[
d(X_t Y_t) = X_t dY_t + Y_t dX_t + (dX_t)(dY_t), \\
d(X^{(t)} Y^{(t)}) = X^{(t)} dY^{(t)} + Y^{(t)} dX^{(t)} - (dX^{(t)})(dY^{(t)}), \\
d(X_t Y^{(t)}) = X_t dY^{(t)} + Y^{(t)} dX_t. \]
Chapter 3
Near-Martingale Property of Anticipating Stochastic Integration

3.1 Near-Martingale Property

In Section 1.4, we have seen from Theorem 1.4.5 the martingale property of a stochastic process defined by the classical Itô integral. However, one would not expect this property for a non-adapted process, not to say its general stochastic integral. Nevertheless, a similar property holds for general stochastic integrals. We discuss this property in this chapter. Recall the definition of martingale property.

It is equivalent to the following three conditions:

1. For each $t \in [0, T]$, $E|X_t| < \infty$;
2. $X_t$ is adapted to $\{\mathcal{F}_t\}$;
3. $E[X_t - X_s | \mathcal{F}_s] = 0$, for all $0 \leq s < t \leq T$.

The main reason that a stochastic process defined by general stochastic integral is not able to be a martingale is that the Condition 2 above does not hold for the counterpart. So we expect a property that satisfies Condition 1 and 3. It is firstly introduced in [24] by H.-H. Kuo, A. Sae-Tang and B. Szozda.

**Definition 3.1.1** (Kuo–Sae-Tang–Szozda [24]). A stochastic process $X_t, a \leq t \leq b$ is called a **near-martingale** with respect to a filtration $\{\mathcal{F}_t\}$ if $E|X_t| < \infty$ for all $t \in [a, b]$ and $E[X_t - X_s | \mathcal{F}_s] = 0$ for all $a \leq s < t \leq b$.

The following theorem gives an intrinsic characterization of a near-martingale.

**Theorem 3.1.2** (Hwang–Kuo–Saitô–Zhai [15]). Let $X_t, a \leq t \leq b$ be a stochastic process with $E|X_t| < \infty$ for each $t \in [a, b]$ and let $Y_t = E[X_t | \mathcal{F}_t]$. Then $X_t$ is a near-martingale if and only if $Y_t$ is a martingale.
Proof. First assume that $X_t$ is a near-martingale. Then for any $s \leq t$ we have

$$E[Y_t|\mathcal{F}_s] = E[E[X_t|\mathcal{F}_t]|\mathcal{F}_s] = E[X_t|\mathcal{F}_s] = E[X_s|\mathcal{F}_s] = Y_s.$$  

So $Y_t$ is a martingale. On the other hand, if $Y_t$ is a martingale, then for any $s \leq t$, we have

$$E[X_t|\mathcal{F}_s] = E[E[X_t|\mathcal{F}_t]|\mathcal{F}_s] = E[Y_t|\mathcal{F}_s] = Y_s = E[X_s|\mathcal{F}_s],$$

which implies that $X_t$ is a near-martingale. □

**Example 3.1.3.** From Example 2.2.6, we have seen the general stochastic integral

$$X_t = \int_0^t B(1) dB(s) = B(1)B(t) - t.$$  

Then

$$Y_t = E[X_t|\mathcal{F}_t] = E[B(1)B(t) - t|\mathcal{F}_t] = B(t)E[B(1)|\mathcal{F}_t] - t = B(t)^2 - t.$$  

But

$$E[Y_t|\mathcal{F}_s] = E[B(t)^2 - t|\mathcal{F}_s]$$

$$= E[((B(t) - B(s) + B(s))^2|\mathcal{F}_s] - t$$

$$= E[(B(t) - B(s))^2|\mathcal{F}_s] + 2E[(B(t) - B(s))B(s)|\mathcal{F}_s] + E[B(s)^2|\mathcal{F}_s] - t$$

$$= E[(B(t) - B(s))^2] + 2B(s)E[(B(t) - B(s))] + B(s)^2 - t$$

$$= t - s + 0 + B(s)^2 - t$$

$$= B(s)^2 - s = Y_s,$$

which means $Y_t$ is a martingale. By Theorem 3.1.2, $X_t$ is a near-martingale.

Example 3.1.3 gives us an intuition that, similar to the martingale property of Itô integral shown in Theorem 1.4.5, we can expect that a stochastic process defined by the general stochastic integral is a near-martingale. In [24], the authors proved this conjecture.
Theorem 3.1.4 (Kuo–Sae-Tang–Szozda [24]). The stochastic process $X_t$ defined in Definition 2.2.1, i.e.,

$$X(t) = \int_a^t f(s)\varphi(s) \, dB(s)$$

(3.1.1)

is a near-martingale with respect to $\{\mathcal{F}_t\}$.

Moreover, $X_t$ defined in Theorem 3.1.4 is also a near-martingale with respect to a counter $\{\mathcal{F}_t\}$-filtration $\{\mathcal{G}^{(t)}\}$.

Theorem 3.1.5 (Kuo–Sae-Tang–Szozda [24]). The stochastic process $X_t$ defined in Theorem 3.1.4 is a near-martingale with respect to a counter $\{\mathcal{F}_t\}$-filtration $\{\mathcal{G}^{(t)}\}$.

It is natural to extend the submartingale and supermartingale properties (Definition 1.3.11 and 1.3.12) to general stochastic integrals.

Definition 3.1.6 (Hwang–Kuo–Saitô–Zhai [15]). A stochastic process $X_t, a \leq t \leq b$, with $E|X_t| < \infty$ for all $t$, is called a near-submartingale with respect to a filtration $\{\mathcal{F}_t\}$, if for all $a \leq s < t \leq b$, we have

$$E[X_t|\mathcal{F}_s] \geq E[X_s|\mathcal{F}_s], \quad \text{almost surely,}$$

or equivalently,

$$E[X_t - X_s|\mathcal{F}_s] \geq 0, \quad \text{almost surely.}$$

(3.1.2)

Definition 3.1.7 (Hwang–Kuo–Saitô–Zhai [15]). A stochastic process $X_t, a \leq t \leq b$, with $E|X_t| < \infty$ for all $t$, is called a near-supermartingale with respect to a filtration $\{\mathcal{F}_t\}$, if for all $a \leq s < t \leq b$, we have

$$E[X_t|\mathcal{F}_s] \leq E[X_s|\mathcal{F}_s], \quad \text{almost surely,}$$

or equivalently,

$$E[X_t - X_s|\mathcal{F}_s] \leq 0, \quad \text{almost surely.}$$

(3.1.3)
By similar arguments, the intrinsic characterization of near-submartingale and near-supermartingale can be proved.

**Theorem 3.1.8** (Hwang–Kuo–Saitô–Zhai [15]). Let $X_t, a \leq t \leq b$ be a stochastic process with $E|X_t| < \infty$ for each $t \in [a, b]$ and let $Y_t = E[X_t|\mathcal{F}_t]$. Then $X_t$ is a near-submartingale or near-supermartingale, if and only if $Y_t$ is a submartingale or supermartingale, respectively.

### 3.2 Doob–Meyer’s Decomposition for Near-Submartingales

In Theorem 1.3.14, we have seen a unique decomposition of a submartingale. Its analogue near-submartingale also has a similar decomposition. The Doob–Meyer’s decomposition for a near-submartingale random sequence $\{X_n\}_{n=1}^{\infty}$ with respect to a sequence filtration $\{\mathcal{F}_n\}_{n=1}^{\infty}$ is given in [27]. In this section, we give the Doob–Meyer’s decomposition for near-submartingale processes.

**Theorem 3.2.1** (Hwang–Kuo–Saitô–Zhai [15]). Let $X_t, a \leq t \leq b$, be a continuous near-submartingale with respect to a continuous filtration $\{\mathcal{F}_t; a \leq t \leq b\}$. Then $X_t$ has a unique decomposition

$$X_t = M_t + A_t, \quad a \leq t \leq b, \quad (3.2.1)$$

where $M_t$ is a continuous near-martingale with respect to $\{\mathcal{F}_t\}$, and $A_t$ is a continuous stochastic process satisfying the conditions:

1. $A_a = 0$;
2. $A_t$ is increasing in $t$ almost surely;
3. $A_t$ is adapted to $\{\mathcal{F}_t\}$.

**Remark 3.2.2.** Notice that the three conditions in the theorem for $A_t$ are the same to the conditions for the compensator in the Doob–Meyer’s decomposition.
for submartingales and that $A_t$ indeed plays the same role in the decompositions. So we also call $A_t$ the *compensator* of the near-submartingale $X_t$.

**Proof.** We prove the uniqueness first. Suppose

$$X_t = M_t + A_t = \tilde{M}_t + \tilde{A}_t,$$

where $M_t, \tilde{M}_t$ are continuous near-martingales and $A_t, \tilde{A}_t$ are continuous stochastic processes satisfying the three conditions in the theorem. By taking conditional expectation, we have

$$E[X_t|\mathcal{F}_t] = E[M_t|\mathcal{F}_t] + A_t = E[\tilde{M}_t|\mathcal{F}_t] + \tilde{A}_t.$$

By Theorem 3.1.2, $E[M_t|\mathcal{F}_t]$ and $E[\tilde{M}_t|\mathcal{F}_t]$ are martingales, and by Theorem 3.1.8, $E[X_t|\mathcal{F}_t]$ is a submartingale. Thus, the above equation provides two Doob–Meyer’s decompositions of the submartingale $E[X_t|\mathcal{F}_t]$. So $A_t = \tilde{A}_t$ by Theorem 1.3.14, and then $M_t = \tilde{M}_t$ by the decomposition of $X_t$. The uniqueness is proved.

To prove the existence, let $Y_t = E[X_t|\mathcal{F}_t]$. By Theorem 3.1.8, $Y_t$ is a submartingale. By Theorem 1.3.14, the Doob–Meyer’s decomposition for submartingales, we have $Y_t = N_t + A_t$, where $N_t$ is a continuous martingale and $A_t$ is a continuous stochastic process satisfying the three conditions in the theorem. Define

$$M_t = X_t - E[X_t|\mathcal{F}_t] + N_t.$$

Then we have

$$X_t = M_t + E[X_t|\mathcal{F}_t] - N_t = M_t + Y_t - N_t = M_t + A_t, \quad (3.2.2)$$

and

$$E[M_t|\mathcal{F}_t] = E[X_t|\mathcal{F}_t] - E[E[X_t|\mathcal{F}_t]|\mathcal{F}_t] + E[N_t|\mathcal{F}_t] = E[N_t|\mathcal{F}_t] = N_t.$$

But $N_t$ is a martingale. So $M_t$ is a near-martingale by Theorem 3.1.2. Therefore, Equation (3.2.2) provides a Doob–Meyer’s decomposition for the near-submartingale $X_t$. We have proved the existence and finalized the proof. \qed
3.3 General Girsanov Theorem

The most important application of the Itô formula is the Girsanov theorem (see Section 1.5). It plays a crucial role in transform of probability measure and application in the mathematical finance. For general stochastic integral, H.-H. Kuo, Y. Peng and B. Szozda proved in [23] a general Girsanov theorem by applying the general Itô formula. Recall that in the proof of the Girsanov theorem, the key tool is Lévy’s Characterization Theorem that characterizes a Brownian motion.

**Theorem 3.3.1** (Lévy’s Characterization Theorem). A stochastic process $X_t$ is a Brownian motion if and only if there exists a probability measure $Q$ and a filtration $\{\mathcal{F}_t\}$ such that

1. $X_t$ is a continuous martingale with respect to $\{\mathcal{F}_t\}$ under $Q$;

2. $Q(X_0 = 0) = 1$;

3. The quadratic variation $\langle X \rangle_t$ with respect to $Q$ of $X_t$ on the interval $[0, t]$ is equal to $t$ almost surely.

As discussed in Section 3.1, we can not expect the martingale property for non-adapted case. So Condition 1 must be corrected to the near-martingale property. The following theorem shows that the similar conclusion and gives the construction of the corresponding probability measure $Q$.

**Theorem 3.3.2** (Kuo–Peng–Szozda [23]). Suppose that $B(t)$ is a Brownian motion and $\{\mathcal{F}_t\}$ is its natural filtration on a probability space $(\Omega, \mathcal{F}, P)$. Let $f(t)$ and $g(t)$ be continuous square-integrable stochastic processes such that $f(t)$ is adapted to $\{\mathcal{F}_t\}$ and $g(t)$ is adapted to a counter $\{\mathcal{F}_t\}$-filtration $\{\mathcal{G}^{(t)}\}$, such that $E[\mathcal{E}_f(t)] < \infty$ and $E[\mathcal{E}^g(t)] < \infty$ for all $t > 0$, where

$$
\mathcal{E}_f(t) = \exp \left\{ \int_0^t f(s) dB(s) - \frac{1}{2} \int_0^t f^2(s) ds \right\},
$$
and
\[ \mathcal{E}^g(t) = \exp \left\{ - \int_t^T g(s) \, dB(s) - \frac{1}{2} \int_t^T g^2(s) \, ds \right\}. \]

Let
\[ \tilde{B}_t = B_t + \int_0^t (f(s) + g(s)) \, ds. \]

Then \( \tilde{B}_t \) is a near-martingale with respect to \((\Omega, \mathcal{F}, Q)\), where
\[ dQ = \exp \{ - \int_0^T (f(t) + g(t)) \, dB_t - \frac{1}{2} \int_0^T (f(t) + g(t))^2 \, dt \} \, dP. \quad (3.3.1) \]

By the construction of \( \tilde{B} \), Condition 2 in Lévy’s Characterization Theorem also holds. The following theorem gives the analogue of Condition 3.

**Theorem 3.3.3** (Kuo–Peng–Szozda \[23\]). *Suppose that the assumptions of Theorem 3.3.2 hold. Then the \( Q \)-quadratic variation of \( \tilde{B} \) on the interval \([0,t]\) is equal to \( t \).*
Chapter 4
Application to Stochastic Differential Equations

4.1 Stochastic Differential Equations for Exponential Processes

As shown in Example 1.4.12, the exponential processes play a central role in transform of probability measures and the Girsanov theorem. Although the general Girsanov theorem shown in Section 3.3 is proved, its proof doesn’t use exponential processes but uses the classical Girsanov theorem. This means that the full understanding of the measure transform and exponential process is not clear. In this section, we give some results in the study of non-adapted exponential processes using the general Itô formula.

Recall Example 1.4.12, we have that the exponential process for $f \in \mathcal{L}_{ad}(\Omega, L^2[0, 1])$
\[
\mathcal{E}_f(t) = \exp \left\{ \int_0^t f(s) \, dB(s) - \frac{1}{2} \int_0^t f^2(s) \, ds \right\}
\]
satisfies the stochastic differential equation
\[
\begin{align*}
dX(t) &= f(t)X(t) \, dB(t), \quad 0 \leq t \leq 1, \\
X(0) &= 1.
\end{align*}
\] (4.1.1)

However, if $f$ is not adapted, e.g., $f(t) = B(1)$, then we can prove that the exponential process defined as above does not satisfy the stochastic differential equation (4.1.1). In fact, by Equation (2.2.11), we have
\[
\exp \left\{ \int_0^t B(1) \, dB(s) - \frac{1}{2} \int_0^t B(1)^2 \, ds \right\} = \exp \left( B(1)B(t) - t - \frac{1}{2}B(1)^2t \right).
\]

Then by applying Theorem 2.4.2 to $X_t = B(t), Y^{(t)} = B(1) - B(t)$ and $\theta(t, x, y) = \exp \left( (x + y)x - t - \frac{1}{2}(x + y)^2t \right)$, we can see that Equation (4.1.1) does not hold.

Nevertheless, if we define for $B(1)$ the exponential process as
\[
\mathcal{E}(t) = \exp \left[ B(1) \int_0^t e^{-(t-s)} \, dB(s) - \frac{1}{4} B(1)^2 (1 - e^{-2t}) - t \right].
\] (4.1.2)
then we have

**Theorem 4.1.1.** The stochastic process \( \mathcal{E}(t) \) defined in Equation (4.1.2) is the solution to the stochastic differential equation

\[
\begin{cases}
    d\mathcal{E}(t) = B(1)\mathcal{E}(t)dB(t), & 0 \leq t \leq 1, \\
    \mathcal{E}(0) = 1.
\end{cases}
\]  

(4.1.3)

**Remark 4.1.2.** This stochastic differential equation was first studied by Buckdahn [7] by a different method. The white noise version is a special case of Theorem 13.34 in the book [19].

In fact, we can define a general exponential process for both adapted and anticipative processes. Let \( X_t \) be an Itô process

\[
X_t = \int_a^t g(s) dB(s) - \frac{1}{2} \int_a^t g(s)^2 ds, \quad a \leq t \leq b,
\]

(4.1.4)

where \( g \in L^2_{\text{ad}}([a,b] \times \Omega) \), and \( Y^{(t)} \) an instantly independent process

\[
Y^{(t)} = -\int_t^b h(s) dB(s) - \frac{1}{2} \int_t^b h(s)^2 ds, \quad a \leq t \leq b,
\]

(4.1.5)

where \( h \in L^2_{\text{ct}}([a,b] \times \Omega) \). Define the exponential process \( \mathcal{E}(t) \) associated with \( g \) and \( h \) by

\[
\mathcal{E}(t) = e^{X_t} e^{Y^{(t)}}, \quad a \leq t \leq b.
\]

(4.1.6)

Apply Theorem 2.4.2 to \( X_t, Y^{(t)} \) and \( \theta(x,y) = e^x e^y \). Then we obtain

\[
d\theta(X_t, Y^{(t)}) = (g(t) + h(t))\theta(X_t, Y^{(t)}) dB(t),
\]

i.e.,

\[
d\mathcal{E}(t) = (g(t) + h(t))\mathcal{E}(t) dB(t).
\]

The above argument proves
Theorem 4.1.3 (Hwang–Kuo–Saitô–Zhai [14]). Let $g \in L^2_{ad}(\mathbb{R} \times \Omega)$ and $h \in L^2_{ct}(\mathbb{R} \times \Omega)$. Then the exponential process

$$
\mathcal{E}(t) = \exp \left[ \int_a^t g(s) dB(s) - \frac{1}{2} \int_a^t g(s)^2 ds - \int_t^b h(s) dB(s) - \frac{1}{2} \int_t^b h(s)^2 ds \right]
$$

(4.1.7)

is the solution to the stochastic differential equation

$$
d\mathcal{E}(t) = (g(t) + h(t)) \mathcal{E}(t) dB(t).
$$

Remark 4.1.4. The exponential process (4.1.7) involves two special cases of stochastic differential equations:

1. When $h = 0$, then

$$
\mathcal{E}(t) = \exp \left[ \int_a^t g(s) dB(s) - \frac{1}{2} \int_a^t g(s)^2 ds \right]
$$

solves the forward equation

$$
\begin{align*}
\begin{cases}
    d\mathcal{E}(t) = g(t)\mathcal{E}(t) dB(t), & a \leq t \leq b, \\
    \mathcal{E}(a) = 1.
\end{cases}
\end{align*}
$$

(4.1.8)

2. When $g = 0$, then

$$
\mathcal{E}(t) = \exp \left[ - \int_t^b h(s) dB(s) - \frac{1}{2} \int_t^b h(s)^2 ds \right]
$$

solves the backward equation

$$
\begin{align*}
\begin{cases}
    d\mathcal{E}(t) = h(t)\mathcal{E}(t) dB(t), & a \leq t \leq b, \\
    \mathcal{E}(b) = 1.
\end{cases}
\end{align*}
$$

(4.1.9)

4.2 Stochastic Differential Equations with Anticipative Coefficients

In the white noise distribution theory (see [19]), the following theorem gives the solution of a stochastic integral equation with anticipative coefficients:
Theorem 4.2.1. Let $0 \leq a < b < \infty$ and let $f \in L^\infty([a,b])$. Then the stochastic integral equation

$$X(t) = x_0 + \int_0^t \partial_s^*(f(s)B(b)X(s)) \, ds, \quad a \leq t \leq b, \quad (x_0 \in \mathbb{R}),$$

has a unique solution in $L^2([a,b]; (L^2))$ given by

$$X(t) = x_0 \exp \left[ B(b) \int_a^t f(s) e^{-\int_s^t f(\tau) \, d\tau} \, dB(s) - \frac{1}{2} B(b)^2 \int_a^t f(s)^2 e^{-2\int_s^t f(\tau) \, d\tau} \, ds - \int_a^t f(s) \, ds \right]. \quad (4.2.1)$$

The stochastic integral equation can be written in stochastic differential

$$\begin{cases}
    dX_t = f(t)B(b)X_t \, dB_t, & t \in [a,b], \\
    X_a = x_0.
\end{cases}$$

In particular, if $f(t) \equiv 1$, $a = 0, b = 1$, and $x_0 = 1$, then we get that the solution of

$$\begin{cases}
    dX_t = B(1)X_t \, dB_t, & t \in [0,1], \\
    X_0 = 1,
\end{cases}$$

is

$$X(t) = \exp \left[ B(1) \int_0^t f(s) e^{-(t-s)} \, dB(s) - \frac{1}{4} B(1)^2 \left( 1 - e^{-2t} \right) - t \right].$$

The following theorem gives the solution of the stochastic differential equation with $B(1)$ replaced by a general anticipative coefficient $\int_0^1 h(t) \, dB(t)$, for $h \in L^2([0,1])$.

Theorem 4.2.2. Let $h \in L^2([0,1])$. Then the stochastic differential equation

$$\begin{cases}
    dX_t = (\int_0^1 h(t) \, dB(t))X_t \, dB_t, & t \in [0,1], \\
    X_0 = 1,
\end{cases}$$

has a unique solution in $L^2([0,1]; (L^2))$ given by

$$X(t) = \exp \left[ \int_0^1 h(t) \, dB(t) \int_0^t e^{-(H(t)-H(s))} h(s) \, dB(s) \\
    - \frac{1}{4} (\int_0^1 h(t) \, dB(t))^2 \left( 1 - e^{-2H(t)} \right) - H(t) \right], \quad (4.2.2)$$
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where \( H(t) = \int_0^t h(s)^2 \, ds \).

**Proof.** Let

\[
Y(t) = \int_t^1 h(s) \, dB(s), \quad \text{and} \quad Z_t = \int_0^t h(s)e^{H(s)} \, dB(s).
\]

Then

\[
dY(t) = -h(t) \, dB(t), \quad \text{and} \quad dZ_t = h(t)e^{H(t)} \, dB(t).
\]

Moreover, \( dH(t) = h(t)^2 \, dt \).

Now,

\[
X(t) = \exp \left[ Y(0)Z_t e^{-H(t)} - \frac{1}{4} (Y(0))^2 (1 - e^{-2H(t)}) - H(t) \right]
\]

\[
= \theta \left( Y(0), Z_t, t \right),
\]

where \( \theta(y, z, t) = \exp \left[ yze^{-H(t)} - \frac{1}{4} y^2 (1 - e^{-2H(t)}) - H(t) \right] \). For this \( \theta \), we have

\[
\frac{\partial \theta}{\partial z} = (ye^{-H(t)}) \theta,
\]

\[
\frac{\partial^2 \theta}{\partial z^2} = (ye^{-H(t)})^2 \theta = y^2 e^{-2H(t)} \theta,
\]

\[
\frac{\partial^2 \theta}{\partial z \partial y} = \left( ze^{-H(t)} - \frac{1}{2} y \left( 1 - e^{-2H(t)} \right) \right) (ye^{-H(t)}) \theta + e^{-H(t)} \theta,
\]

\[
\frac{\partial \theta}{\partial t} = \left( -yze^{-H(t)}h(t)^2 - \frac{1}{2} y^2 e^{-2H(t)}h(t)^2 - h(t)^2 \right) \theta.
\]
By applying the general Itô formula in Theorem 2.4.2 to \( \theta \) above, we get
\[
\frac{dX_t}{t} = \theta \left( Y^{(0)}, Z_t, t \right)
\]
\[
= \frac{\partial \theta}{\partial z} dZ_t + \frac{1}{2} \frac{\partial^2 \theta}{\partial z \partial y} (dZ_t)(dY^{(t)}) + \frac{\partial \theta}{\partial t} dt
\]
\[
= \theta \times \left\{ Y^{(0)} e^{-H(t)} e^{H(t)} h(t) dB_t + \frac{1}{2} \left( Y^{(0)} \right)^2 e^{-2H(t)} e^{2H(t)} h(t)^2 dt
\right.
\]
\[
+ \left( Z_t e^{-H(t)} Y^{(0)} e^{-H(t)} - \frac{1}{2} \left( Y^{(0)} \right)^2 e^{-H(t)} + \frac{1}{2} \left( Y^{(0)} \right)^2 e^{-3H(t)} + e^{-H(t)} \right)
\]
\[
\times e^{H(t)} h(t)^2 dt
\]
\[
+ \left( - Y^{(0)} Z_t e^{-H(t)} h(t)^2 - \frac{1}{2} \left( dY^{(0)} \right)^2 e^{-2H(t)} h(t)^2 - h(t)^2 \right) dt
\right\}
\]
\[
= \theta \times \left\{ Y^{(0)} h(t) dB_t + \frac{1}{2} \left( Y^{(0)} \right)^2 h(t)^2 dt + Z_t Y^{(0)} e^{-H(t)} h(t)^2 dt - \frac{1}{2} \left( Y^{(0)} \right)^2 h(t)^2 dt
\right.
\]
\[
+ \frac{1}{2} \left( Y^{(0)} \right)^2 e^{-2H(t)} h(t)^2 dt + h(t)^2 dt - Y^{(0)} Z_t e^{-H(t)} h(t)^2 dt
\]
\[
- \frac{1}{2} \left( Y^{(0)} \right)^2 e^{-2H(t)} h(t)^2 dt - h(t)^2 dt
\right\}
\]
\[
= \theta Y^{(0)} h(t) dB_t
\]
\[
=X_t Y^{(0)} h(t) dB_t,
\]
where, for simplicity, we omit the variables of \( \theta \) and its partial derivatives. Thus, \( X_t \) satisfies the stochastic differential equation
\[
\left\{ \begin{array}{l}
  dX_t = X_t Y^{(0)} h(t) dB_t, \quad t \in [0, 1],
  \\
  X_0 = 1.
\end{array} \right.
\]

4.3 Stochastic Differential Equations with Anticipative Initial Condition

In [18], the authors gave the solution to stochastic differential equations with anticipative initial condition in the following theorem:

**Theorem 4.3.1** (Khalifa–Kuo–Ouerdiane–Szozda [18]). Suppose that \( \alpha \in L^2([a, b]) \) and \( \beta \in L^2_{ad}([a, b] \times \Omega) \). Suppose also that \( \rho \in \mathcal{M}^\infty \cap S(\mathbb{R}) \). Then the stochastic
differential equation
\[
\begin{cases}
  dX_t = \alpha(t)X_t dB_t + \beta(t)X_t dt, \quad t \in [a, b], \\
  X_a = \rho(B_b - B_a).
\end{cases}
\]

has a unique solution given by
\[
X_t = [\rho(B_b - B_a) - \xi(t, B_b - B_a)] Z_t,
\]
where
\[
\xi(t, y) = \int_a^t \alpha(s) \rho'(y - \int_s^t \alpha(u) du) \, ds,
\]
and
\[
Z_t = \exp \left\{ \int_a^t \alpha(s) \, dB_s + \int_a^t \left( \beta(s) - \frac{1}{2} \alpha(s)^2 \right) \, ds \right\}.
\]

However, this theorem is not clear and its proof does not show the essential structure of the stochastic differential equation. In [14], we have proved a simplified form of Theorem 4.3.1, and its proof is also intrinsic. In fact, by the general Itô formula in Theorem 2.4.2, we can give an explicit formula for the solution of a stochastic differential equation with anticipative initial condition:

**Theorem 4.3.2** (Hwang–Kuo–Saitô–Zhai [14]). Let \( \alpha(t) \) be a deterministic function in \( L^2([a,b]) \), \( \beta(t) \) an adapted stochastic process such that \( E \int_a^b |\beta(t)|^2 \, dt < \infty \), and \( \rho \) a continuous function on \( \mathbb{R} \). Then the stochastic differential equation
\[
\begin{cases}
  dX_t = \alpha(t)X_t dB(t) + \beta(t)X_t \, dt, \quad a \leq t \leq b, \\
  X_a = \rho(B(b) - B(a)),
\end{cases}
\tag{4.3.1}
\]
has a unique solution given by
\[
X_t = \rho(B(b) - B(a)) - \int_a^t \alpha(s) \, ds \exp \left[ \int_a^t \alpha(s) \, dB(s) + \int_a^t \left( \beta(s) - \frac{1}{2} \alpha(s)^2 \right) \, ds \right].
\tag{4.3.2}
\]

This kind of equations has strong practical meaning. As we will see in Section 5.2, we will use this model to represent the stock market with inside information.
In fact, they were considered in [8] and [10] in the white noise distribution theory. However, as mentioned in Section 1.1, these results have difficulty to have probabilistic meaning, and so to apply to the analysis of real market and option pricing. The solution expression in Theorem 4.3.2 provides the explicit way of calculating and simulating of the market, and can offer an option pricing formula (see Section 5.2, 5.5 and 5.6).

4.4 Conditional Expectation of the Solution of Theorem 4.3.2

Now, let $Y_t = E[X_t|\mathcal{F}_t]$ be the conditional expectation of the solution process $X_t$ in Equation (4.3.2). Then $Y_t$ becomes adapted to the filtration $\{\mathcal{F}_t\}$. It is natural to conjecture that $Y_t$ is the solution to the adapted version of the stochastic differential equation (4.3.1), namely,

$$
\begin{cases}
    dX_t = \alpha(t)X_t dB_t + \beta(t)X_t dt, & t \in [a, b], \\
    X_a = E(\rho(B_b - B_a)).
\end{cases}
$$

However, this is not the fact and we have the following result:

**Theorem 4.4.1** (Kuo–Zhai [29]). Suppose $\alpha(t)$ and $\beta(t)$ are as in Theorem 4.3.2. Moreover, assume that $\rho$ is a smooth function whose Maclaurin series converges to itself. Suppose also that $X_1(t)$ and $X_2(t)$ are the solutions of the same linear stochastic differential equation

$$
    dX_t = \alpha(t)X_t dB_t + \beta(t)X_t dt, \quad t \in [a, b],
$$

with different initial conditions

$$
    X_1(a) = \rho(B_b - B_a) \quad \text{and} \quad X_2(a) = \rho'(B_b - B_a),
$$

respectively. Let $Y_1(t) = E[X_1(t)|\mathcal{F}_t]$ and $Y_2(t) = E[X_2(t)|\mathcal{F}_t]$. Then $Y_1(t)$ satisfies the following stochastic differential equation

$$
\begin{cases}
    dY_1(t) = \alpha(t)Y_1(t) dB_t + \beta(t)Y_1(t) dt + Y_2(t) dB_t, & t \in [a, b], \\
    Y_1(a) = E(\rho(B_b - B_a)).
\end{cases}
$$

(4.4.1)
Proof. Define
\[
Z_t = \exp \left\{ \int_a^t \alpha(s) dB(s) + \int_a^t \left( \beta(s) - \frac{1}{2} \alpha(s)^2 \right) ds \right\}.
\] (4.4.2)

By the assumption, we can write \(X_1(t)\) as
\[
X_1(t) = \rho(B_b - B_a - \int_a^t \alpha(s) ds) Z_t
= Z_t \sum_{k=0}^{\infty} \frac{1}{k!} \rho^{(k)}(B_t - B_a - \int_a^t \alpha(s) ds) (B_b - B_t)^k.
\]

Then
\[
Y_1(t) = E[X_1(t) | F_t]
= Z_t \sum_{k=0}^{\infty} \frac{1}{k!} \rho^{(k)}(B_t - B_a - \int_a^t \alpha(s) ds) E \left[ (B_b - B_t)^k | F_t \right]
= Z_t \sum_{k=0}^{\infty} \frac{1}{(2k)!} \rho^{(2k)}(B_t - B_a - \int_a^t \alpha(s) ds) (b - t)^k (2k - 1)!!
= Z_t \sum_{k=0}^{\infty} \frac{1}{(2k)!} \rho^{(2k)}(B_t - B_a - \int_a^t \alpha(s) ds) (b - t)^k
= Z_t \sum_{k=0}^{\infty} \frac{1}{(2k)!} V^k_t,
\]

where \(V^k_t = \rho^{(2k)}(B_t - B_a - \int_a^t \alpha(s) ds) (b - t)^k\). Similarly, we have
\[
Y_2(t) = Z_t \sum_{k=0}^{\infty} \frac{1}{(2k)!!} \rho^{(2k+1)}(B_t - B_a - \int_a^t \alpha(s) ds) (b - t)^k.
\]

Now, both \(V^k_t\) and \(Z_t\) are adapted. In order to find \(dY_1(t)\), we first find \(dV^k_t\) and \(dZ_t\). By the definition of \(Z_t\),
\[
dZ_t = \alpha(t) Z_t dB_t + \beta(t) Z_t dt.
\]

By Itô’s formula (2.4.12), we have
\[
dV^k_t = \rho^{(2k+1)}(B_t - B_a - \int_a^t \alpha(s) ds) (b - t)^k (dB_t - \alpha(t) dt)
+ \frac{1}{2} \rho^{(2k+2)}(B_t - B_a - \int_a^t \alpha(s) ds) (b - t)^k dt
- \rho^{(2k)}(B_t - B_a - \int_a^t \alpha(s) ds) k(b - t)^{k-1} dt.
\]
So

\[ d(Y_1(t)^k) \]

\[ = \sum_{k=0}^{\infty} \frac{1}{(2k)!!} \left[ V_t^k dZ_t + Z_t dV_t^k + (dV_t^k)(dZ_t) \right] \]

\[ = \sum_{k=0}^{\infty} \frac{1}{(2k)!!} \rho_{2k} (b-t)^k (\alpha(t) Z_t dB_t + \beta(t) Z_t dt) \]

\[ + \sum_{k=0}^{\infty} \frac{1}{(2k)!!} Z_t \rho_{2k+1} (b-t)^k (dB_t - \alpha(t) dt) + \frac{1}{2} \sum_{k=0}^{\infty} \frac{1}{(2k)!!} Z_t \rho_{2k+2} (b-t)^k dt \]

\[ - \sum_{k=0}^{\infty} \frac{1}{(2k)!!} Z_t \rho_{2k} (b-t)^{k-1} dt + \sum_{k=0}^{\infty} \frac{1}{(2k)!!} \alpha(t) Z_t \rho_{2k+1} (b-t)^k dt \]

\[ = \sum_{k=0}^{\infty} \frac{1}{(2k)!!} \rho_{2k} (b-t)^k \alpha(t) Z_t dB_t + \sum_{k=0}^{\infty} \frac{1}{(2k)!!} \rho_{2k} (b-t)^k \beta(t) Z_t dt \]

\[ + \sum_{k=0}^{\infty} \frac{1}{(2k)!!} Z_t \rho_{2k+1} (b-t)^k dB_t - \sum_{k=0}^{\infty} \frac{1}{(2k)!!} Z_t \rho_{2k+1} (b-t)^k \alpha(t) dt \]

\[ + \frac{1}{2} \sum_{k=0}^{\infty} \frac{1}{(2k)!!} Z_t \rho_{2k+2} (b-t)^k dt - \frac{1}{2} \sum_{k=0}^{\infty} \frac{1}{(2(k-1))!!} Z_t \rho_{2k} (b-t)^{k-1} dt \]

\[ + \sum_{k=0}^{\infty} \frac{1}{(2k)!!} \alpha(t) Z_t \rho_{2k+1} (b-t)^k dt \]

\[ = \sum_{k=0}^{\infty} \frac{1}{(2k)!!} \rho_{2k} (b-t)^k \alpha(t) Z_t dB_t + \sum_{k=0}^{\infty} \frac{1}{(2k)!!} \rho_{2k} (b-t)^k \beta(t) Z_t dt \]

\[ + \sum_{k=0}^{\infty} \frac{1}{(2k)!!} Z_t \rho_{2k+1} (b-t)^k dB_t \]

\[ = \alpha(t) Y_1(t) dB_t + \beta(t) Y_1(t) dt + Y_2(t) dB_t, \]

where, for simplicity, \( \rho_n \) denotes \( \rho^{(n)}(B_t - B_a - \int_a^t \alpha(s) ds) \), and the forth equality is by the cancelation of the last four terms.

\[ \Box \]

**Remark 4.4.2.** If we consider what we have seen in the near-martingale property that a general stochastic integral satisfies, the appearance of the extra term \( Y_2(t) dB_t \) in the stochastic differential equation (4.4.1) is not unexpected. Due to the existence of the anticipative part, the stochastic differential equation satisfied
by the conditional expectation $Y_1(t)$ of $X_1(t)$ is not just simply the solution of the stochastic differential equation (4.3.2). Moreover, the derivative $\rho'$ appearing in the initial condition satisfied by $X_2(t)$ is due to the extra term in the Itô isometry for general stochastic integral (see Theorem 2.3.2), which essentially, comes from the definition of general stochastic integration and its Itô formula.

A case of most interest of $\rho$ in Theorem 4.4.1 is when it is a Hermite polynomial. Recall that the Hermite polynomial of degree $n$ with parameter $\eta$ is defined by (see, e.g., [20])

$$H_n(x; \eta) = (-\eta)^n e^{x^2/2\eta} D_x^n e^{-x^2/2\eta}, \quad (4.4.3)$$

where $D_x$ is the differential operator with respect to the variable $x$. Hermite polynomial $H_n$ have the following properties:

$$D_x H_n(x; \eta) = nH_{n-1}(x; \eta), \quad (4.4.4)$$

$$D_\eta H_n(x; \eta) = -\frac{1}{2} D_x^2 H_n(x; \eta), \quad (4.4.5)$$

$$H_n(x + y; \eta) = \sum_{k=0}^{n} \binom{n}{k} H_{n-k}(x; \eta) y^k. \quad (4.4.6)$$

**Lemma 4.4.3 ([20]).** The stochastic process $X_t = H_n(B(t) - B(a); t-a), a \leq t \leq b$ is a martingale.

**Proof.** Apply Itô’s formula to $X_t$. Then we obtain

$$dX_t = dH_n(B(t) - B(a); t-a)$$

$$= D_x H_n(B(t) - B(a); t-a) dB(t) + \frac{1}{2} D_x^2 H_n(B(t) - B(a); t-a) dt$$

$$+ D_\eta H_n(B(t) - B(a); t-a) dt$$

$$= nH_{n-1}(B(t) - B(a); t-a) dB(t) + \frac{1}{2} D_x^2 H_n(B(t) - B(a); t-a) dt$$

$$- \frac{1}{2} D_x^2 H_n(B(t) - B(a); t-a) dt$$

$$= nH_{n-1}(B(t) - B(a); t-a) dB(t), \quad (4.4.7)$$
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where we used Equation (4.4.4) and (4.4.5). So

\[ X_t = H_n(B(t) - B(a); t - a) = \int_a^t nH_{n-1}(B(s) - B(a); s - a) dB(s), \]

which is an Itô integral of the adapted process \( nH_{n-1}(B(t) - B(a); t - a) \), and thus is a martingale.

For Hermite Polynomial \( \rho(x) = H_n(x; b - a) \), we have

**Theorem 4.4.4** (Hwang–Kuo–Saitô–Zhai [15]). Let \( \alpha(t) \) be a deterministic function in \( L^2([a, b]) \), \( \beta(t) \) an adapted stochastic process such that \( E\int_a^b |\beta(t)|^2 dt < \infty \), and \( n \) a fixed natural number. Let \( X_t \) be the solution of the stochastic differential equation

\[
\begin{cases}
    dX_t = \alpha(t)X_t dB(t) + \beta(t)X_t dt, & a \leq t \leq b, \\
    X_a = H_n(B(b) - B(a); b - a),
\end{cases}
\]

and \( Y_t = E[X_t|\mathcal{F}_t] \). Then we have

\[
Y_t = H_n(B(t) - B(a) - \int_a^t \alpha(s) ds; t - a)Z_t, & a \leq t \leq b,
\]

where \( Z_t \) is defined in Equation (4.4.2). Moreover, \( Y_t \) satisfies the stochastic differential equation

\[
dY_t = \left[ \alpha(t)Y_t + \left( D_xH_n(B(b) - B(a) - \int_a^t \alpha(s) ds; t - a) \right)Z_t \right] dB(t) + \beta(t)Y_t dt,
\]

or equivalently

\[
dY_t = \left[ \alpha(t)Y_t + nH_{n-1}(B(t) - B(a) - \int_a^t \alpha(s) ds; t - a)Z_t \right] dB(t) + \beta(t)Y_t dt,
\]

for \( a \leq t \leq b \), with initial condition \( Y_a = 0 \).

**Proof.** First, we prove Equation (4.4.9). By Theorem 4.3.2, we have for \( a \leq t \leq b \),

\[ X_t = H_n(B(b) - B(a) - \int_a^t \alpha(s) ds; b - a)Z_t. \]
Note that $Z_t$ is adapted to $\{\mathcal{F}_t\}$. So

$$Y_t = E[X_t|\mathcal{F}_t] = E[H_n(B(b) - B(a) - \int_a^t \alpha(s) ds; b - a)|\mathcal{F}_t]Z_t. \quad (4.4.11)$$

By Equation (4.4.6) with $x = B(b) - B(a), y = -\int_a^t \alpha(s) ds$, and $\eta = b - a$, we get

$H_n(B(b) - B(a) - \int_a^t \alpha(s) ds; b - a) = \sum_{k=0}^n \binom{n}{k} H_{n-k}(B(b) - B(a); b - a)(-\int_a^t \alpha(s) ds)^k.$

Taking conditional expectation with respect to $\mathcal{F}_t$, we obtain

$$E[H_n(B(b) - B(a) - \int_a^t \alpha(s) ds; b - a)|\mathcal{F}_t]$$

$$= \sum_{k=0}^n \binom{n}{k} E[H_{n-k}(B(b) - B(a); b - a)(-\int_a^t \alpha(s) ds)^k|\mathcal{F}_t]$$

$$= \sum_{k=0}^n \binom{n}{k} E[H_{n-k}(B(b) - B(a); b - a)|\mathcal{F}_t]( -\int_a^t \alpha(s) ds)^k$$

$$= \sum_{k=0}^n \binom{n}{k} H_{n-k}(B(t) - B(a); t - a)(-\int_a^t \alpha(s) ds)^k$$

$$= H_n(B(t) - B(a) - \int_a^t \alpha(s) ds; t - a), \quad (4.4.12)$$

since $\int_a^t \alpha(s) ds$ is adapted to $\{\mathcal{F}_t\}$ and we have used Lemma 4.4.3. Combining Equation (4.4.11) and (4.4.12), we get Equation (4.4.9)

$$Y_t = E[X_t|\mathcal{F}_t] = H_n(B(t) - B(a) - \int_a^t \alpha(s) ds; t - a)Z_t, \quad a \leq t \leq b.$$  

By Itô’s formula, we have

$$dH_n(B(t) - B(a) - \int_a^t \alpha(s) ds; t - a)$$

$$= D_xH_n dB(t) - D_xH_n \alpha(t) dt + \frac{1}{2} D_x^2 H_n dt + D_\eta H_n dt$$

$$= nH_{n-1} dB(t) - nH_{n-1} \alpha(t) dt + \frac{1}{2} D_x^2 H_n dt - \frac{1}{2} D_x^2 H_n dt$$

$$= nH_{n-1}(B(t) - B(a) - \int_a^t \alpha(s) ds; t - a) dB(t)$$

$$- nH_{n-1}(B(t) - B(a) - \int_a^t \alpha(s) ds; t - a) \alpha(t) dt,$$
where we used Equation (4.4.7), and
\[
dZ_t = \alpha(t) Z_t dB_t + \beta(t) Z_t dt,
\]
and thus
\[
dY_t = H_n dZ_t + Z_t dH_n + (dH_n)(dZ_t)
= H_n \alpha(t) Z_t dB_t + H_n \beta(t) Z_t dt + n H_{n-1} \alpha(t) Z_t dB_t
= \left[ \alpha(t) Y_t + n H_{n-1} (B(t) - B(a) - \int_a^t \alpha(s) ds ; t - a) Z_t \right] dB(t) + \beta(t) Y_t dt,
\]
which proves Equation (4.4.10) and (4.4.10').

**Remark 4.4.5.** By using Theorem 4.4.1, we can directly get Equation (4.4.10) and (4.4.10'). In fact, if we denote explicitly the fixed natural number \( n \) in Theorem 4.4.4 in \( X_t \) and \( Y_t \) as \( X_t^n \) and \( Y_t^n \), respectively. Note that for \( \rho(x) = H_n(x; b - a) \), by Equation (4.4.4), \( \rho'(x) = n H_{n-1}(x; b - a) \). Applying Theorem 4.4.1 to \( X_1 = X_t^n \) and \( X_2 = n X_t^{n-1} \) (and then \( Y_1 = Y_t^n \) and \( Y_2 = n Y_t^{n-1} \)), we get
\[
dY_t^n = (\alpha(t) Y_t^n + n Y_t^{n-1}) dB(t) + \beta(t) Y_t^n dt,
\]
with \( Y_0^n = 0 \), which reaches the same conclusion of Theorem 4.4.4.

**Remark 4.4.6.** The spirit of Theorem 4.4.4 is that if \( \rho \) is a Hermite polynomial, then we can express the conditional expectation process \( Y_t = E[X(t)|\mathcal{F}_t] \) in \( \rho \). This observation is not reflected in Theorem 4.4.1, and leads to the following discussion.

It is well-known that the Hermite polynomials form an orthonormal basis of the Hilbert space \( L^2(\mathbb{R}, w(x) \, dx) \), and thus a basis the Sobolev space \( H^1(\mathbb{R}, w(x) \, dx) \), where the measure \( w(x) \, dx \) is determined by the Gaussian weight function \( w(x) = \frac{1}{\sqrt{2\pi\rho}} e^{-x^2/2\rho} \). So we can extend Theorem 4.4.4 from Hermite polynomials to functions in \( H^1(\mathbb{R}, w(x) \, dx) \).
Theorem 4.4.7 (Kuo–Zhai [29]). Suppose $\alpha(t)$ and $\beta(t)$ are as in Theorem 4.3.2, and $\rho \in H^1(\mathbb{R}, w(x) \, dx)$ that can be written as a Hermite series

$$\rho(x) = \sum_{i=0}^{\infty} \alpha_n H_n(x; b - a).$$

Suppose also that $X_1(t)$ and $X_2(t)$ are the solutions of the same linear stochastic differential equation

$$dX_t = \alpha(t)X_t \, dB_t + \beta(t) X_t \, dt, \quad t \in [a, b],$$

with different initial conditions

$$X_1(a) = \rho(B_b - B_a) \quad \text{and} \quad X_2(a) = \rho'(B_b - B_a),$$

respectively. Let $Y_1(t) = E[X_1(t) | F_t]$ and $Y_2(t) = E[X_2(t) | F_t]$. Then

$$Y_1(t) = \sum_{i=0}^{\infty} \alpha_n H_n(B(t) - B(a) - \int_a^t \alpha(s) \, ds; t - a) Z_t, \quad a \leq t \leq b,$$

and it satisfies the following stochastic differential equation

$$\begin{cases} 
  dY_1(t) = \alpha(t)Y_1(t) \, dB_t + \beta(t)Y_1(t) \, dt + Y_2(t) \, dB_t, \quad t \in [a, b], \\
  Y_1(a) = E(\rho(B_b - B_a)).
\end{cases}$$

(4.4.13)

Remark 4.4.8. The proofs of Theorem 4.4.1 and 4.4.7 use Maclaurin expansion and Hermite expansion, respectively. It is natural to conjecture that these theorems can be extended to more function spaces for $\rho$. 
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Chapter 5
A Black–Scholes Model with Anticipative Initial Conditions

5.1 The Classical Black–Scholes Model

In mathematical finance, stochastic modelling has become a standard tool in pricing analysis. The Black–Scholes model introduced by Black and Scholes [5] and Merton [31] is widely used in market analysis and investment strategy making. The classical Black–Scholes model assumes adaptedness of the market, i.e., an adapted stochastic process \( X_t = (X^{(0)}_t, X^{(1)}_t) \) such that

\[
\begin{align*}
\text{(risk-free)} & \quad dX^{(0)}_t = \gamma(t)X^{(0)}_t \, dt, \quad X^{(0)}_0 = 1, \\
\text{(risky)} & \quad dX^{(1)}_t = \alpha(t)X^{(1)}_t \, dB(t) + J(t)X^{(1)}_t \, dt, \quad X^{(1)}_0 = 1.
\end{align*}
\]

This means that the model assumes that the investors only know the current information about the market based on which they make pricing decisions. However, in reality, some individuals in the market know some inside information (about the future), so that they can use it to make a better pricing decision. The inside information makes the market anticipative (to them). In this situation, we assume that the initial conditions of the market depend on the future, i.e., the dynamics of the system still go on as usual (adapted), but the decision maker grasps the inside information and uses it in initial invested wealth. So we consider the generalized Black–Scholes model with \( X^{(0)}_0 = q_0(B(T)) \) and \( X^{(1)}_0 = q_1(B(T)) \). This model has two useful aspects in realistic application:

- The first application is in the initial public offering (IPO). In IPO pricing, it is inevitable for someone to have inside information in the investment. If the understanding of the influence of inside information on the market is fully analysed, then the pricing strategy for IPO can help lower the risk for the
investor, money lender and company so that it would attract more investor into the game. Also, it helps the strategy maker to give a clearer prediction or more credible promise of the profit by putting the future information into the initial allocation design.

- The second application is for the government or regulatory organizations to restrict the abuse of inside trading. For example, in the quiet periods in an IPO’s history, insiders and the company are restricted in discussing, analysing or trading the offering. However, even the quiet periods are set up to prevent inside trading, these regulatory organizations can not fully guarantee that the inside information is not abused by the individuals involved, directly or indirectly. So it is of high importance for the regulatory organizations to have a deep understanding of the influence of inside information on the market and investment. This way, these organizations can provide an effective, open and fair scheme for IPO. Moreover, the scheme can be designed case by case to avoid rigidity. For instance, the quiet periods can be too long or too short for different cases so that it can harm the investment behaviors.

We will give a full analysis of the Black–Scholes market with anticipative initial condition in this chapter. We will talk about the arbitrage-free and completeness of this general Black–Scholes market in Section 5.3 and 5.4. The option pricing formula for this anticipative market will be given in Section 5.5, and the corresponding hedging portfolio will be given in Section 5.6.

Notice that the solution to this new anticipative market (see (5.2.2) and (5.2.3)) is no longer adapted, the classical framework of the classical Itô stochastic integration is not enough. We need a general stochastic integral and its properties for pricing analysis.
5.2 A Black–Scholes Model with Anticipative Initial Conditions

Consider the *market* determined by the following Black–Scholes model with anticipative initial conditions:

\[
\begin{align*}
\begin{cases}
    dX_t^{(0)} = \gamma(t)X_t^{(0)} \, dt, & X_0^{(0)} = q_0(B(T)), \\
    dX_t^{(1)} = \alpha(t)X_t^{(1)} \, dB(t) + J(t)X_t^{(1)} \, dt, & X_0^{(1)} = q_1(B(T)), 
\end{cases}
\end{align*}
\]

(5.2.1)

where \(q_0\) and \(q_1\) are continuously differentiable functions, and \(\gamma(t), \alpha(t), J(t)\) are \(\mathcal{F}_t\)-adapted. \(X_t^{(0)}\) refers to the unit price of the safe investment and \(X_t^{(1)}\) refers to the unit price of the risky investment. Then by Theorem 4.3.2, the solutions to the above stochastic differential equations with anticipative initial conditions are

\[
X_t^{(0)} = q_1(B(T)) e^{\int_0^t \gamma(s) \, ds},
\]

(5.2.2)

and

\[
X_t^{(1)} = q_1\left( B(T) - \int_0^t \alpha(s) \, ds \right) \exp \left\{ \int_0^t \alpha(s) \, dB(s) + \int_0^t \left( J(s) - \frac{1}{2} \alpha(s)^2 \right) \, ds \right\}.
\]

(5.2.3)

Let

\[
h(t) = \frac{\gamma(t) - J(t)}{\alpha(t)}.\]

Define the normalized market

\[
\tilde{X}_t^{(0)} = q_0(B(T)),
\]

and

\[
\tilde{X}_t^{(1)} = X_t^{(1)} \xi(t),
\]

where

\[
\xi(t) = \exp \left\{ - \int_0^t \gamma(s) \, ds \right\}
\]

is the normalization factor.
A portfolio in the market $X_t$ is a stochastic process

$$p(t) = (p_0(t), p_1(t)),$$

where $p_i(t)$, $i = 1, 2$, represents the number of units of the $i$th investment at time $t$. The value of a portfolio $p(t)$ is defined by

$$V_p(t) = p(t) \cdot X_t = p_0(t)X_t^{(0)} + p_1(t)X_t^{(1)}.$$ 

A portfolio $p(t)$ is self-financing if its value $V_p(t)$ satisfies the following property

$$V_p(t) = V_p(0) + \int_0^t p(s) \cdot dX_s,$$

or equivalently in stochastic differential

$$dV_p(t) = p(t) \cdot dX_t.$$ 

The self-financing property means that we can rearrange the assets, but there is no external new investment or withdrawal of money. In order to buy a new asset, we must sell an old one; meanwhile, if we sell an asset, we must use the money to buy a new one from the same market.

A self-financing portfolio is called admissible if its value $V_p(t)$ is lower bounded for almost all $(t, \omega) \in [0, T] \times \Omega$, i.e., there is a constant $C > 0$ such that

$$V_p(t, \omega) \geq -C,$$

for almost all $(t, \omega) \in [0, T] \times \Omega$.

This means that the creditors have their debt limit.

5.3 Arbitrage-Free Property

The first important property for a market is arbitrage-free property.

Definition 5.3.1. An admissible portfolio $p(t)$ is called an arbitrage in a market $X_t$, $0 \leq t \leq T$, if its value $V_p(t)$ satisfies the conditions

$$V_p(0) = 0, \quad V_p(T) \geq 0, \quad P\{V_p(T) > 0\} > 0.$$
In Theorem 5.3.3, we will give a sufficient condition for a general Black–Scholes market to be arbitrage-free. We will use the following auxiliary lemma to facilitate our proofs of the theorems. Its meaning is that we can always consider a normalized market, i.e., the safe investment does not change and the risky investment changes (decreases) proportionally with the rate $\xi(t)$.

**Lemma 5.3.2.** A portfolio $p(t)$ is an arbitrage in $X(t)$ if and only if it is an arbitrage in the normalized market $\tilde{X}(t)$.

**Proof.** If $p(t)$ is an arbitrage in $X(t)$, then

\[ V_p(0) = 0, \quad V_p(T) \geq 0, \quad P\{V_p(T) > 0\} > 0. \]

So

\[ \tilde{V}_p(0) = \xi(0)V_p(0) = 0, \]

\[ \tilde{V}_p(T) = \xi(T)V_p(T) \geq 0, \]

\[ P\{\tilde{V}_p(T) > 0\} = P\{V_p(T) > 0\} > 0. \]

The other direction is similar. \(\square\)

**Theorem 5.3.3** (Arbitrage-Free Property). Assume the condition

\[ E\exp\left[\frac{1}{2} \int_0^T \left( \frac{\gamma(t) - J(t)}{\alpha(t)} \right)^2 dt \right] < \infty. \]

Then the market $X(t)$, $0 \leq t \leq T$, determined by (5.2.1) has no arbitrage.

**Proof.** Let

\[ B_h(t) = B(t) - \int_0^t h(s) \, ds. \]

By the Girsanov theorem 1.5.1 and the $\mathcal{F}_t$-adaptedness of $h(t)$, $B_h(t)$ is a Brownian motion with respect to the probability measure $Q$ determined by

\[ dQ = \exp \left\{ \int_0^T h(t) \, dB(t) - \frac{1}{2} \int_0^T h(t)^2 \, dt \right\} \, dP. \]
Moreover,

\[ dX_t^{(1)} = \alpha(t)X_t^{(1)} dB(t) + J(t)X_t^{(1)} dt \]
\[ = \alpha(t)X_t^{(1)}(dB_h(t) + h(t) dt) + J(t)X_t^{(1)} dt \]
\[ = \alpha(t)X_t^{(1)} dB_h(t) + \gamma(t)X_t^{(1)} dt. \]

By Itô’s lemma, we get

\[ d\tilde{X}_t^{(1)} = X_t^{(1)} d\xi(t) + \xi(t) dX_t^{(1)} \]
\[ = -X_t^{(1)} \gamma(t) \xi(t) dt + \xi(t)\left(\alpha(t)X_t^{(1)} dB_h(t) + \gamma(t)X_t^{(1)} dt\right) \]
\[ = \xi(t) \alpha(t)X_t^{(1)} dB_h(t) \]
\[ = \alpha(t)\tilde{X}_t^{(1)} dB_h(t). \]

Suppose \( p(t) = (p_0(t), p_1(t)) \) is an arbitrage in \( X(t) \), so is in \( \tilde{X}(t) \). By the general Itô formula, we have \( dq_0(B(T)) = 0 \). Then

\[ \tilde{V}_p(t) = \int_0^t p(s) \cdot d\tilde{X}_s \]
\[ = \int_0^t p_0(t) dq_0(B(T)) + \int_0^t p_1(t) d\tilde{X}_t^{(1)} \]
\[ = \int_0^t p_1(t) \alpha(t)\tilde{X}_t^{(1)} dB_h(t) \]

Thus, by Theorem 3.1.4, \( \tilde{V}_p(t) \) is a near-martingale with respect to \( Q \). So

\[ E_Q(\tilde{V}_p(T)) = E_Q(E_Q(\tilde{V}_p(T) | F_0)) \]
\[ = E_Q(E_Q(\tilde{V}_p(0) | F_0)) \]
\[ = E_Q(\tilde{V}_p(0)) = 0. \]

On the other hand, \( P \) and \( Q \) are equivalent. Then the conditions for \( p(t) \) to be an arbitrage are equivalent to

\[ V_p(0) = 0, \quad V_p(T) \geq 0, \quad Q\text{-a.s., and } Q\{V_p(T) > 0\} > 0. \]
So \( E_Q(\tilde{V}_p(T)) > 0 \), which is a contradiction. Therefore, there is no arbitrage in the market \( X(t) \).

### 5.4 Completeness of the Market

A lower bounded \( \mathcal{F}_T \)-measurable random variable \( \Phi \) is called a \( T \)-claim. A \( T \)-claim is called attainable in \( X_t \), \( 0 \leq t \leq T \), if there exist a real number \( r \) and an admissible portfolio \( p(t) \) such that

\[
\Phi = V_p(T) = r + \int_0^T p(t) \cdot dX_t.
\]

This portfolio is called a hedging portfolio for \( \Phi \).

**Definition 5.4.1.** A market is said to be complete if every bounded \( T \)-claim is attainable.

The completeness of a market means one can always find a hedging portfolio to realize every possible claim. The following theorem gives a sufficient condition for a general Black–Scholes market to be complete.

**Theorem 5.4.2 (Completeness of a Market).** Let \( X_t \), \( 0 \leq t \leq T \), be a Black–Scholes model satisfying the assumption in Theorem 5.3.3. In addition, assume that

\[
\sigma \{ B(s)|0 \leq s \leq t \} = \sigma \{ B_h(s)|0 \leq s \leq t \}, \quad \forall 0 \leq t \leq T.
\]

Then \( X_t \) is complete.

**Proof.** For a bounded \( T \)-claim \( \Phi \), we need to find a portfolio \( p(t) \), such that,

\[
\Phi = r + \int_0^T p(t) \cdot dX(t), \tag{5.4.1}
\]

or

\[
\xi(T)\Phi = \tilde{V}_p(T) = r + \int_0^T d\tilde{V}_p(t). \tag{5.4.1'}
\]
But
\[
d\tilde{V}_p(t) = p_0(t) \, dq_0(B(T)) + p_1(t) \, d\tilde{X}_t^{(1)}
\]
\[
= p_1(t) \, d(X_t^{(1)}(\xi(t)))
\]
\[
= p_1(t)(X_t^{(1)}d\xi(t) + \xi(t)\,dX_t^{(1)})
\]
\[
= p_1(t)X_t^{(1)}(\xi(t)\gamma(t)) \, dt + p_1(t)\xi(t)(\alpha(t)X_t^{(1)}dB(t) + J(t)X_t^{(1)}dt)
\]
\[
= p_1(t)X_t^{(1)}(\xi(t)\gamma(t)) \, dt + p_1(t)\xi(t)(\alpha(t)X_t^{(1)}(dB_h(t) + h(t) \, dt) + J(t)X_t^{(1)}dt)
\]
\[
= p_1(t)X_t^{(1)}(\xi(t)\gamma(t)) \, dt + \alpha(t) \, dB_h(t) + \alpha(t)h(t) \, dt + J(t) \, dt
\]
\[
= p_1(t)X_t^{(1)}(\xi(t)\alpha(t) \, dB_h(t).
\]

So
\[
V_p(t) = r + \int_0^t \alpha(t)p_1(t)X_t^{(1)}dB_h(t) \tag{5.4.2}
\]
is equivalent to
\[
\tilde{V}_p(t) = r + \int_0^t \alpha(t)p_1(t)\tilde{X}_t^{(1)}dB_h(t), \tag{5.4.2'}
\]
and \(\tilde{V}_p(t) = r + \int_0^t \alpha(t)p_1(t)\xi(t)X_t^{(1)}dB_h(t)\) is a near-martingale with respect to \(P\) and \(Q\) by Theorem 3.1.4. Then (5.4.1') is equivalent to
\[
\xi(T)\Phi = r + \int_0^T \alpha(t)p_1(t)\xi(t)X_t^{(1)}dB_h(t).
\]

On the other hand, \(\xi(T)\Phi\) is bounded and \(\mathcal{F}_T^{B_h}\)-measurable. By the martingale representation theorem, there is a process \(\theta \in L^2_{ad}([0,T] \times \Omega)\), such that,
\[
\xi(T)\Phi = E_Q[\xi(T)\Phi] + \int_0^T \theta(t)dB_h(t).
\]
Let \(r = E_Q[\xi(T)\Phi]\) and
\[
p_1(t) = (\alpha(t)\xi(t)X_t^{(1)})^{-1}\theta(t),
\]
and
\[
p_0(t) = q_0(B(T))^{-1}\left(E_Q[\xi(T)\Phi] + \xi(t)A(t) + \int_0^t A(s)\gamma(s)\xi(s) \, ds\right),
\]
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where
\[ A(t) = \int_0^t p_1(t) dX_t^{(1)} - p_1(t)X_t^{(1)}. \]

Then \( p(t) = (p_0(t), p_1(t)) \) is a hedging portfolio for \( \Phi \). Therefore, by the arbitrariness of \( \Phi \), \( X_t \) is a complete market.

\[ \square \]

### 5.5 Option Pricing Formula

Let \( \Phi \) be a \( T \)-claim. An (European) option on \( \Phi \) is a guarantee to be paid the amount \( \Phi(\omega) \) at time \( t = T > 0 \). Then

1. Buyer’s price of the \( T \)-claim \( \Phi \) is
\[
\mathcal{P}_b(\Phi) = \sup \left\{ x : \exists p(t) \text{ such that } -x + \int_0^T p(t) \cdot dX_t + \Phi \geq 0, \text{a.s.} \right\}. \tag{5.5.1}
\]

2. Seller’s price of \( \Phi \) is
\[
\mathcal{P}_s(\Phi) = \inf \left\{ y : \exists p(t) \text{ such that } y + \int_0^T p(t) \cdot dX_t \geq \Phi, \text{a.s.} \right\}. \tag{5.5.2}
\]

**Remark 5.5.1.** If the infimum in (5.5.2) does not exist, we assume \( \mathcal{P}_s(\Phi) = \infty \).

**Property 5.5.2.** For the prices \( \mathcal{P}_b \) and \( \mathcal{P}_s \) defined above, we have

1. \( \text{essinf } \Phi \leq \mathcal{P}_b(\Phi) \).

2. If \( X_t \) satisfies the assumptions in Theorem 5.3.3, then we have
\[
\mathcal{P}_b(\Phi) \leq E_Q[\xi(T)\Phi(\omega)] \leq \mathcal{P}_s(\Phi). \tag{5.5.3}
\]

**Proof.** Property 1 is trivial by taking \( p = 0 \). We prove Property 2 in the following.

Suppose \( x \in \left\{ x : \exists p(t) \text{ such that } -x + \int_0^T p(t) \cdot dX_t + \Phi \geq 0, \text{a.s.} \right\} \). Then there exists a portfolio \( p(t) \) such that \( -x + \int_0^T p(t) \cdot dX_t \geq -\Phi, \text{a.s.} \). So by (5.4.2), we have
\[
-x + \int_0^T p_1(t)\alpha(t)X_t^{(1)}\xi(t) dB_h(t) \geq -\xi(T)\Phi, \text{ a.s.} \tag{5.5.4}
\]
Since \( \int_0^t p_1(s)\alpha(s)X_s^{(1)}\xi(s)\,dB_h(s) \) is a near-martingale with respect to \( P \) and \( Q \) by Theorem 3.1.4, we have that for all \( t \in [0, T] \),

\[
E_Q \left[ \int_0^t p_1(s)\alpha(s)X_s^{(1)}\xi(s)\,dB_h(s) \right] \\
= E_Q \left[ E_Q \left[ \int_0^t p_1(s)\alpha(s)X_s^{(1)}\xi(s)\,dB_h(s) \bigg| \mathcal{F}_0 \right] \right] \\
= E_Q \left[ E_Q \left[ \int_0^0 p_1(s)\alpha(s)X_s^{(1)}\xi(s)\,dB_h(s) \bigg| \mathcal{F}_0 \right] \right] \\
= E_Q \left[ \int_0^0 p_1(s)\alpha(s)X_s^{(1)}\xi(s)\,dB_h(s) \right] \\
= E_Q[0] = 0.
\]

Thus, taking expectation with respect to \( Q \) on (5.5.4), we get

\[
x \leq E_Q(\xi(T)\Phi)\,.
\]

Therefore, by the arbitrariness of \( x \),

\[
\mathcal{P}_b(\Phi) \leq E_Q(\xi(T)\Phi)\,.
\]

Similarly, we assume \( \mathcal{P}_s(\Phi) < \infty \). Then there exists \( y \), such that for some \( p(t) \),

\[
y + \int_0^T p(t) \cdot dX_t \geq \Phi, \quad \text{a.s.}
\]

Then by (5.4.2),

\[
y + \int_0^T p_1(t)\alpha(t)X_t^{(1)}\xi(t)\,dB_h(t) \geq \xi(T)\Phi, \quad \text{a.s.}
\]

Taking expectation with respect to \( Q \), we get

\[
y \geq E_Q(\xi(T)\Phi)\,.
\]

By the arbitrariness of \( y \),

\[
\mathcal{P}_s(\Phi) \geq E_Q(\xi(T)\Phi)\,.
\]

We then complete the proof. \( \square \)
**Definition 5.5.3.** The price of a $T$-claim is said to *exist* if $P_b(\Phi) = P_s(\Phi)$. Their common value is called the *price* of the option on $\Phi$ at time $t = 0$, and is denoted by $P(\Phi)$.

Now, we can give the the pricing formula for the option on any claim $\Phi$.

**Theorem 5.5.4** (Option Pricing Formula). Let $X_t$ be a market satisfying the assumptions in Theorem 5.3.3 and 5.4.2. Then for any $T$-claim $\Phi$ with $E_Q[\xi(T)\Phi] < \infty$, the price of $\Phi$ at time $t = 0$ is given by

$$P(\Phi) = E_Q[\xi(T)\Phi].$$ \hspace{1cm} (5.5.5)

**Proof.** Since $X_t$ satisfies the assumptions in Theorem 5.3.3 and 5.4.2, it is complete. Define

$$\Phi_n(\omega) = \begin{cases} 
\Phi(\omega), & \text{if } \Phi(\omega) \leq n, \\
n, & \text{if } \Phi(\omega) > n.
\end{cases}$$

Then $\Phi_n$ is a bounded $T$-claim, since $\Phi$ is lower bounded.

Since $X_t$ is complete, there is $y_n \in \mathbb{R}$ such that for some portfolio $p_n(t) = (p_n^{(0)}(t), p_n^{(1)}(t))$, we have

$$y_n + \int_0^T p_n(t) \cdot dX_t = \Phi_n,$$

or equivalently,

$$y_n + \int_0^T p_n^{(1)}(t)\xi(t)\alpha(t)X_t^{(1)} dB(t) = \xi(T)\Phi_n.$$ 

By the completeness of $X_t$, $\Phi_n$ is attainable, so the integral in the above equation is a $Q$-near-martingale, so

$$y_n = E_Q[\xi(T)\Phi_n].$$

By the definition of $P_s$, we have

$$P_s(\Phi_n) \leq y_n.$$
and since $\Phi \geq \Phi_n$,

$$P_s(\Phi_n) \geq P_s(\Phi).$$

Thus,

$$P_s(\Phi) \leq E_Q[\xi(T)\Phi].$$

Combining with the inequality (5.5.3) in Property (3), we obtain

$$P_s(\Phi) = E_Q[\xi(T)\Phi].$$

Similarly, we have the other equality

$$P_b(\Phi) = E_Q[\xi(T)\Phi].$$

Therefore, we have the price of the option

$$P(\Phi) = E_Q[\xi(T)\Phi].$$

Now, we are going to find out the formula to calculate the option price. In order for the price to have an explicit formula, we need to assume that $\gamma(t)$ and $\alpha(t)$ are deterministic functions, and $\Phi$ is of the form

$$\Phi = F(X_T^{(1)}),$$

which means that $\Phi$ is not only $\mathcal{F}_T$-measurable, but also totally determined by the knowledge of the market at time $T$.

**Theorem 5.5.5 (Calculation of the Option Price).** The explicit formula of the price (5.5.5) is given by

$$P(\Phi) = E_Q[\xi(T)F(X_T^{(1)})]$$

$$= \exp \left( - \int_0^T \gamma(t) \, dt \right)$$

$$\times E_Q \left[ F \left( q_1(B(T) - \int_0^T \alpha(t) \, dt) \exp \left\{ \int_0^T \alpha(t) \, dB(t) + \int_0^T J(t) - \frac{1}{2} \alpha(t)^2 \, dt \right\} \right] \right].$$
On the other hand,
\[
\int_0^T \alpha(t) \, dB(t) + \int_0^T J(t) - \frac{1}{2} \alpha(t)^2 \, dt = \int_0^T \alpha(t)(dB_h(t) + h(t) \, dt) + \int_0^T J(t) - \frac{1}{2} \alpha(t)^2 \, dt = \int_0^T \alpha(t) \, dB_h(t) + \int_0^T \gamma(t) - \frac{1}{2} \alpha(t)^2 \, dt.
\]

So

\[
P(\Phi) = \exp \left(- \int_0^T \gamma(t) \, dt \right) \times E_Q \left[ F \left( q_1(B(T)) - \int_0^T \alpha(t) \, dt \right) \exp \left\{ \int_0^T \alpha(t) \, dB_h(t) + \int_0^T \gamma(t) - \frac{1}{2} \alpha(t)^2 \, dt \right\} \right]
\]

Furthermore, let \( \alpha(t) = \alpha \) and \( \gamma(t) = \gamma \) be constant functions, and \( J(t) \) be a deterministic function. Then \( h(t) \) is deterministic. And we have the following option pricing formula as an explicit integral

\[
P(\Phi) = e^{-\gamma T} E_Q \left[ F \left( q_1(B_h(T) - \alpha T + \int_0^T h(t) \, dt) \exp \left\{ \alpha B_h(T) + (\gamma - \frac{1}{2} \alpha^2) T \right\} \right) \right]
\]

\[
= \frac{e^{-\gamma T}}{\sqrt{2\pi T}} \int_{\mathbb{R}} F \left( q_1(y - \alpha T + \int_0^T h(t) \, dt) \exp \left\{ \alpha y + (\gamma - \frac{1}{2} \alpha^2) T \right\} \right) e^{-\frac{y^2}{2T}} \, dy.
\]

\[(5.5.6)\]

**Example 5.5.6.** Suppose \( q_1(x) = x \) and \( F(x) = x^n \). Then the option price is

\[
P(\Phi) = \frac{e^{-\gamma T}}{\sqrt{2\pi T}} \int_{\mathbb{R}} \left( y + \alpha T + \int_0^T h(t) \, dt \right)^n \exp \left\{ \alpha y + n \gamma - \frac{1}{2} \alpha^2 T - \frac{y^2}{2T} \right\} \, dy
\]

\[
= \frac{1}{\sqrt{2\pi T}} \exp \left\{ (n - 1) \gamma T - \frac{1}{2} \alpha^2 T \right\} \times \int_{\mathbb{R}} \left( y + \alpha T + \int_0^T h(t) \, dt \right)^n \exp \left\{ - \frac{1}{2T} (y + \alpha n T)^2 + \frac{(\alpha n T)^2}{2T} \right\} \, d(y + \alpha n T)
\]

\[
= \frac{1}{\sqrt{2\pi T}} \exp \left\{ (n - 1) \gamma T - \frac{1}{2} \alpha^2 T(n - 1) \right\} \times \int_{\mathbb{R}} \left( y + \alpha T - \alpha n T + \int_0^T h(t) \, dt \right)^n e^{-\frac{\gamma^2}{2T}} \, dy.
\]
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5.6 Hedging Portfolio

Section 5.5 gives the formula to help fixing a price for an arbitrary option. In order to realize the claim, we need to find out its hedging portfolio.

Suppose \( \alpha(t) = \alpha \) and \( \gamma(t) = \gamma \) are constant functions, and \( J(t) \) is a deterministic function. From the proof of Theorem 5.4.2, the hedging portfolio corresponding to the option pricing formula in Theorem 5.5.5 is given by

\[
p_0(t) = q_0 (B(T))^{-1} \left( E_Q (\xi(T) F(X_T^{(1)})) + \xi(t) A(t) + \int_0^t A(s) \gamma(s) \xi(s) \, ds \right),
\]

\[
p_1(t) = (\alpha(t) \xi(t) X_T^{(1)})^{-1} \theta(t),
\]

where \( A(t) = \int_0^t p_1(s) \, dX_s^{(1)} - p_1(t) X_T^{(1)} \) and \( \theta(t) \) is a stochastic process satisfying

\[
\xi(T) F(X_T^{(1)}) = E_Q [\xi(T) F(X_T^{(1)})] + \int_0^T \theta(t) \, dB_h(t).
\]

The above function \( \theta(t) \) is calculated as

\[
\theta(t) = E_Q \left\{ \frac{\delta}{\delta t} \left( e^{-\gamma T} F(X_T^{(1)}) \right) \bigg| \mathcal{F}_t \right\},
\]

with the variational derivative (see [20]) calculated as

\[
\frac{\delta}{\delta t} \left( e^{-\gamma T} F(X_T^{(1)}) \right)
= \frac{\delta}{\delta t} \left( e^{-\gamma T} F(q_1(B_h(T) + \alpha T + \int_0^T h(t) \, dt) \exp\{\alpha B_h(T) + (\gamma - \frac{1}{2} \alpha^2) T\}) \right)
= e^{\gamma T} F'(X_T^{(1)}) \exp \{\alpha B_h(T) + (\gamma - \frac{1}{2} \alpha^2) T\}
\times \left[ q_1(B_h(T) + \alpha T + \int_0^T h(t) \, dt) + \alpha q_1(B(T) + \alpha T + \int_0^T h(t) \, dt) \right].
\]

So

\[
\theta(t) = \frac{1}{\sqrt{2\pi(T-t)}} e^{\gamma T} \int_{\mathbb{R}} F'(q_1(B_h(T) + \alpha T + \int_0^T h(t) \, dt) \exp(\alpha y + \alpha B_h(t) + (\gamma - \frac{1}{2} \alpha^2) T - \frac{1}{2(T-t)} y^2)) \, dy.
\]
References


Part II

Temporal Minimum Action Method for Rare Events in Stochastic Dynamic Systems
Chapter 6
Introduction

6.1 Large Deviation Principle

We start talking about the motivation of the large deviation theory from mathematics point of view. Recall the most important theorems in probability: law of large numbers and central limit theorem.

Theorem 6.1.1.

\[ \bar{X}_n \to \mu, \quad \text{as } n \to \infty, \]

where \( \bar{X}_n = \frac{1}{n} \sum_{i=1}^{n} X_i \), and the limit is in the sense of convergence in probability for the weak law and almost surely for the strong law.

This law of large numbers (weak or strong) claims the stability of mean value, that is, when \( n \) is large enough, the average value of events will approach its expectation. Or equivalently, the probability that the mean value is far away from expectation (large deviation happens) is very small.

Theorem 6.1.2.

\[ \frac{n_X}{n} \to p_X, \quad \text{as } n \to \infty, \]

where \( n_X \) and \( p_X \) are the number of occurrence and the probability of event \( X \) respectively, and the limit is in the sense of convergence in probability for Bernoulli’s law and almost surely for Borel’s law.

This law of large numbers claims the stability of frequency, that is, when \( n \) is large enough, the frequency of occurrence of an event will approach its probability. Or equivalently, the probability that the frequency is far away from probability is very small.
**Theorem 6.1.3** (Lindeberg-Lévy Central Limit Theorem).

\[ \sqrt{n} \left( \frac{1}{n} \sum_{i=1}^{n} X_n - \mu \right) \to N(0,\sigma^2), \]

where the limit is in distribution.

The central limit theorem claims the normality of distribution, that is, the normalization of the distribution of a sequence of random variables approaches normal distribution. This fact is the foundation of the effectiveness of using Brownian motion or white noise when we simulate a stochastic noise.

The central limit theorem provides the asymptotic property of average value approaching expectation stated in the law of large numbers, that is, how small the probability is for having large deviation:

\[
P(|S_n| \geq \delta) = 1 - \frac{1}{\sqrt{2\pi}} \int_{-\delta/\sqrt{n}}^{\delta/\sqrt{n}} e^{-x^2/2} \, dx.
\]

By applying L'Hôpital's Rule twice, we obtain:

\[
\frac{1}{n} (\log P(|S_n| \geq \delta)) \to -\frac{\delta^2}{2}, \quad \text{as } n \to \infty.
\]

(6.1.1)

More generally, we can consider the asymptotic property of the probability of \( S_n \) having any kind of large deviation, for example,

\[
P(\sqrt{n} S_n \in A) \to \frac{1}{\sqrt{2\pi}} \int_{A} e^{-x^2/2} \, dx, \quad \text{as } n \to \infty.
\]

This leads to the usual discussion of the asymptotic property of \( \frac{1}{n} \log \mu_n(A) \), or more generally \( \varepsilon \log \mu_\varepsilon(A) \), and

**Definition 6.1.4** (Large Deviation Principle). Let \( \{\mu_\varepsilon\} \) be a family of probability measures. We call it satisfies *large deviation principle* if the inequality

\[
- \inf_{x \in A} I(x) \leq \liminf_{\varepsilon \to 0} \varepsilon \log \mu_\varepsilon(A^\circ) \leq \limsup_{\varepsilon \to 0} \varepsilon \log \mu_\varepsilon(\bar{A}) \leq - \inf_{x \in A} I(x)
\]

holds for some rate function \( I(x) \) and all Borel sets \( A \), where \( A^\circ \) and \( \bar{A} \) denote the interior and the closure of \( A \), respectively.
6.2 Statistic Physics

In physics, large deviation principle is also motivated from statistic mechanics. Modern physics believes that some macro physical phenomena are in fact the statistic appearance of the particles contained in the system, for example, the heat of the system is the average kinetic energy of the particles. And these phenomena sometimes show rare performance and they follow large deviation principle. The rate function here is relative entropy originally.

Consider a vector \( \gamma = (\gamma_1, \ldots, \gamma_\alpha) \in \mathbb{R}^\alpha \) satisfying \( \gamma_i \geq 0 \) and \( \sum_{i=1}^\alpha \gamma_i = 1 \). We call \( \gamma \) a probability vector. The set of all the probability vectors is denoted by \( \mathcal{P}_\alpha \), which is also called the \( \alpha \)-simplex in the space of \( \alpha \) dimension.

**Definition 6.2.1** (Relative Entropy). For a fixed \( \rho \in \mathcal{P}_\alpha \), the relative entropy of \( \gamma \in \mathcal{P}_\alpha \) with respect to \( \rho \) is defined by

\[
I_\rho(\gamma) = \sum_{i=1}^\alpha \gamma_i \log \frac{\gamma_i}{\rho_i}.
\]

**Property 6.2.2.** The relative entropy satisfies the following properties:

1. \( I_\rho(\gamma) \geq 0 \), and \( I_\rho(\gamma) = 0 \iff \rho = \gamma \).

2. \( I_\rho \) is strictly convex.

**Remark 6.2.3.** Property 6.2.2 (1) explains the reason of using \( I_\rho \), that is, it describes the difference (deviation) between two distributions.

Boltzmann discovered from statistic point of view that in a multi-particle system, the probability of empirical distribution \( \omega \) being in the neighborhood of the distribution \( \gamma \) approaches 0 asymptotically as \( \exp[-nI_\rho(\gamma)] \). The rate function is exactly the relative entropy \( I_\rho \).

If we call \( \rho \) the equilibrium distribution, then it is in fact the minimizer of the rate function (relative entropy). The empirical distribution must converge to \( \rho \). But
if $\gamma$ is another state that is different from the equilibrium $\rho$, then “the empirical
distribution approaches $\gamma$” is a rare event, and the probability of this approach
(large deviation happens) converges to 0 asymptotically as the exponential of rate
$-nI_\rho$. This principle is called the principle of maximum entropy in physics.

### 6.3 Freidlin-Wentzell Theory

Consider a stochastic differential equation

$$\diff X^\varepsilon_t = b(X^\varepsilon_t) \diff t + \sqrt{\varepsilon} \diff B_t, \tag{6.3.1}$$

or more generally a degenerate version

$$\diff X^\varepsilon_t = b(X^\varepsilon_t) \diff t + \sqrt{\varepsilon} \sigma(X^\varepsilon_t) \diff B_t, \tag{6.3.2}$$

with the initial condition $X^\varepsilon_0 = 0$.

**Example 6.3.1** (Langevin Equation). A multi-Brownian-particle system satisfies
the Langevin equation

$$\begin{cases}
\diff Q_i(t) = \frac{P_i(t)}{m} \diff t, \\
\diff P_i(t) = -\nabla V(Q_i(t)) \diff t - \gamma \frac{P_i(t)}{m} \diff t - \sqrt{2\gamma k_B T} \diff W_i(t),
\end{cases}$$

where $\gamma$ is the damping, $k_B$ is the Boltzmann constant, and $T$ is the absolute
temperature. $k_B T$ here is $\varepsilon$, the magnitude of environmental heat noise.

Consider the system (6.3.1). Let $I(w) = \frac{1}{2} \int_0^T |w'_t - b(w_t)|^2 \diff t$. Then the distribution of the solution process $X^\varepsilon_t$ in the Banach space $C_0[0,T]$ satisfies the large
deviation principle with rate function $I$, namely,

$$-I(A^0) \leq \liminf_{\varepsilon \to 0} \varepsilon \log P[X^\varepsilon \in A^0] \leq \limsup_{\varepsilon \to 0} \varepsilon \log P[X^\varepsilon \in A] \leq -I(A),$$

for $A \in \mathcal{B}(C_0)$.

One of the most important consequence of Freidlin-Wentzell theory is that in
comparison to the deterministic system of several equilibrium (attractor) without
random noise
\[ dX^\varepsilon_i = b(X^\varepsilon_i) \, dt, \]  
(6.3.3)
a particle/state is not able to escape from one equilibrium and transit to another. But in a system with noise, even if the noise has very small altitude, it is still possible to escape from an equilibrium and move to another. Under the assumption of white noise, this movement is a rare event, or almost impossible event. While the possibility exists, it asymptotically converges to 0 with rate function \( I \). Among all these rare events, there is one most possible (least unlikely) event. This event is the most possible way of moving from one equilibrium to another driven by noise. And it is in fact the minimizer of \( I \). This minimum of \( I \) corresponds to the minimum action, so \( I \) is also called the \textit{action functional} which is related to Lagrangian-Hamiltonian in physics. So the long-term behavior of the perturbed system (6.3.1) is characterized by the small-noise-induced transitions between the equilibriums of the unperturbed system (6.3.3). Although these transitions rarely occur, they can describe many critical phenomena in physical, chemical, and biological systems, such as non-equilibrium interface growth [12, 24], regime change in climate [36], switching in biophysical network [35], hydrodynamic instability [31, 30], etc. Therefore, to find out this minimum action and the minimizer is very important for studying the stability of the system in noise environment.

We describe our problem rigorously. In order to do so, from now on, we denote the action functional \( I \) as
\[ S_T(\varphi) = I(\varphi) = \frac{1}{2} \int_0^T |\varphi' - b(\varphi)|^2 \, dt. \]  
(6.3.4)
Let \( x_1 \) and \( x_2 \) be two arbitrary points in the phase space. If we restrict the transition on a certain time interval \([0, T]\), we have
\[ \lim_{\delta \downarrow 0} \lim_{\varepsilon \downarrow 0} -\varepsilon \log \Pr(\tau_\delta \leq T) = \inf_{\substack{\varphi(0) = x_1, \\ \varphi(T) = x_2}} S_T(\varphi), \]  
(6.3.5)
where $\tau_\delta$ is the first entrance time of the $\delta$-neighborhood of $x_2$ for the random process $X(t)$ starting from $x_1$. The path variable $\varphi$ connecting $x_0$ and $x_1$, over which the action functional is minimized, is called a \textit{transition path}. If the time scale is not specified, the transition probability can be described with respect to the quasi-potential $V(x_1, x_2)$ from $x_1$ to $x_2$:

$$V(x_1, x_2) := \inf_{T \in \mathbb{R}^+} \inf_{\varphi(T) = x_2} \inf_{\varphi(0) = x_1} S_T(\varphi).$$

(6.3.6)

The probability meaning of $V(x_1, x_2)$ is

$$V(x_1, x_2) = \inf_{T \in \mathbb{R}^+} \lim_{\delta \downarrow 0} \lim_{\epsilon \downarrow 0} -\epsilon \log \Pr(\tau_\delta \leq T).$$

(6.3.7)

We in general call the asymptotic results given in Equation (6.3.5) and (6.3.7) \textit{large deviation principle (LDP)}. We use $\varphi^*$ to indicate transition path that minimizes the action functional in Equation (6.3.5) or (6.3.6), which is also called the \textit{minimal action path (MAP)} [9], or the instanton in physical literature related to path integral. The MAP $\varphi^*$ is the most probable transition path from $x_1$ to $x_2$. For the quasi-potential, we let $T^*$ indicate the optimal integration time, which can be either finite or infinite depending on $x_1$ and $x_2$. The importance of LDP is that it simplifies the computation of transition probability, which is a path integral in a function space, to seeking the minimizers $\varphi^*$ or $(T^*, \varphi^*)$. 
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Chapter 7
Temporal Minimum Action Method

7.1 Problem Description

As we have seen from Section 6.3, the results (6.3.5) and (6.3.6) from the Freidlin-Wentzell (F-W) theory of large deviations lead to the following two problems

Problem I: \[ S_T(\varphi^*) = \inf_{\varphi(0)=x_1, \varphi(T)=x_2} S_T(\varphi), \] (7.1.1)

and

Problem II: \[ S_{T^*}(\varphi^*) = \inf_{T \in \mathbb{R}^+} \inf_{\varphi(0)=x_1, \varphi(T)=x_2} S_T(\varphi). \] (7.1.2)

Here \( \varphi(t) \) is a path connecting \( x_1 \) and \( x_2 \) in the phase space on the time interval \([0, T]\). The minima and minimizers of Problems I and II characterize the difficulty of the small-noise-induced transition from \( x_1 \) to the vicinity of \( x_2 \), see Equation (6.3.5) and (6.3.7). In Problem I, the transition is restricted to a certain time scale \( T \), which is relaxed in Problem II.

To analyze the convergence of numerical approximations for Problem I and II, we need the following assumptions for \( b(x) \).

Assumption 7.1.1. (1) \( b(x) \) is Lipschitz continuous in a big ball, i.e., there exist constants \( K > 0 \) and \( R_1 > 0 \), such that

\[ |b(x) - b(y)| \leq K|x - y|, \quad \forall \ x, y \in B_{R_1}(0), \] (7.1.3)

where \(| \cdot |\) denotes the \( \ell_2 \) norm of a vector in \( \mathbb{R}^n \);

(2) There exist positive numbers \( \beta, R_2 \), such that

\[ \langle b(x), x \rangle \leq -\beta |x|^2, \quad \forall \ |x| \geq R_2, \] (7.1.4)
where $R^2 \leq R_1^2 - \frac{S^*}{\beta}$, and

$$S^* = \max_{x,y \in B_{R_2}(0)} \frac{1}{2} \int_0^1 |y - x - b(x + (y - x)t)|^2 dt.$$

(3) The solution points of $b(x) = 0$ are isolated.

**Lemma 7.1.2.** Let Assumption (7.1.4) hold. If both the starting and ending points of a MAP $\varphi(t)$ are inside $B_{R_2}(0)$, then $\varphi(t)$ is located within $B_{R_1}(0)$ for any $t$.

**Proof.** Suppose that $\varphi(t)$ is a MAP outside of $B_{R_2}(0)$ but connecting two points $x$ and $y$ on the surface of $B_{R_2}(0)$. Let $w(t) = \varphi' - b(\varphi)$. We have

$$\varphi' = b(\varphi) + w. \tag{7.1.5}$$

Taking inner product on both sides of the above equation with $2\varphi$, we get

$$\frac{d|\varphi|^2}{dt} = 2\langle b(\varphi), \varphi \rangle + 2\langle w, \varphi \rangle. \tag{7.1.6}$$

Then by using Cauchy’s inequality with $\beta$, and Assumption (7.1.4), we get

$$\frac{d|\varphi|^2}{dt} \leq -2\beta|\varphi|^2 + \frac{1}{2\beta}|w|^2 + 2\beta|\varphi|^2 = \frac{1}{2\beta}|w|^2. \tag{7.1.7}$$

Taking integration and using the definition of minimum action, we obtain a bound for any $t$ along the MAP:

$$|\varphi|^2 \leq |x|^2 + \int_0^t \frac{1}{2\beta}|w|^2 dt \leq R_2^2 + \frac{1}{\beta} S^*_T(\varphi) \leq R_2^2 + \frac{1}{\beta} S^* \leq R_1^2, \tag{7.1.8}$$

which means that the whole MAP is located within $B_{R_1}(0)$.

**Remark 7.1.3.** The Assumptions (7.1.3) and (7.1.4) allow most of the physically relevant smooth nonlinear dynamics. It is seen from Lemma 7.1.2 that Assumption (7.1.4) is used to restrict all MAPs of interest inside $B_{R_1}(0)$. For simplicity and without loss of generality, we will assume from now on that the Lipschitz continuity of $b(x)$ is global, namely, $R_1 = \infty$. For the general case given in Assumption 7.1.1, one can achieve all the conclusions by restricting the theorems and proofs to $B_{R_1}(0)$.  
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For simplicity, we will use the following notations in this chapter. For \( \varphi(t) \in \mathbb{R}^n \) defined on \( \Gamma_T = [0,T] \), denote \( |\varphi|^2 = \sum_{i=1}^{n} |\varphi_i|^2 \) and \( |\varphi|_{m,\Gamma_T}^2 = \sum_{i=1}^{n} |\varphi_i|_{m,\Gamma_T}^2 \), where \( \varphi_i \) is the \( i \)-th component of \( \varphi \) and \( |\varphi|_{m,\Gamma_T}^2 = \int_{\Gamma_T} |\varphi_i^{(m)}|^2 \, dt \). Denote \( \|\varphi\|_{m,\Gamma_T}^2 = \sum_{i=1}^{n} \|\varphi_i\|^2_{m,\Gamma_T} \), where \( \|\varphi_i\|^2_{m,\Gamma_T} = \int_{\Gamma_T} \sum_{k \leq m} \int_{\Gamma_T} |\varphi_i^{(k)}|^2 \, dt \). For \( f(t), g(t) : \Gamma_T \rightarrow \mathbb{R}^n \), we denote the inner products \( \langle f, g \rangle = \sum_{i=1}^{n} f_i g_i \) and \( \langle f, g \rangle_{\Gamma_T} = \int_{\Gamma_T} (\sum_{i=1}^{n} f_i g_i) \, dt \).

7.2 Introduction to the Temporal Minimum Action Method

Starting from [8], the large deviation principle given by the F-W theory has been approximated numerically, especially for non-gradient systems, and the numerical methods are, in general, called minimum action method (MAM).

The numerical difficulty is to separate the slow dynamics around critical points from fast dynamics elsewhere. In fact, since the noise is small, it takes infinite time to escape from a small neighborhood of a critical point. So the MAP will be mainly captured by the fast dynamics subject to a finite time, but it will take infinite time to pass a critical point. To overcome this difficulty, there exist two basic techniques: (1) non-uniform temporal discretization including moving mesh technique and adaptive finite element method (aMAM), and (2) reformulation of the action functional with respect to arc length (gMAM). Both techniques aim to solve Problem II with \( T^* = \infty \). In aMAM, a finite but large \( T \) is used while in gMAM, the infinite \( T^* \) is mapped to a finite arc length. So, aMAM is not able to deal with Problem II subject to a finite \( T^* \) since a fixed \( T \) is required. Since \( T \) has been removed, gMAM is not able to deal with Problem I.

To deal with both Problem I and II in a consistent way, we have developed a minimum action method with optimal linear time scaling (temporal minimum action method, or tMAM) coupled with finite element discretization. This method is based on two observations:
1. For any given transition path, there exists a unique $T$ to minimize the action functional subject to a linear scaling of time;

2. For transition paths defined on a finite element approximation space, the optimal integration time $T^*$ is always finite but increases to infinity as the approximation space is refined.

The first observation removes the parameter $T$ in Problem II and allows us to always discretize only on the unit interval $\Gamma_1$. The second observation guarantees that the discrete problem of Problem II is well-posed after $T$ is removed. In addition, Problem I becomes a special case of our reformation of Problem II. Then we achieve our aim to deal with both Problem I and II in a consistent way.

Although many techniques have been developed from the algorithm point of view, few numerical analysis has been done for minimum action method. We fill this gap partially in this chapter. We start with the idea of tMAM.

### 7.3 Reformulation and Finite Element Discretization of the Problem

By Maupertuis’ principle of least action for the minimizer $(T^*, \varphi^*)$ of Problem II, we have a necessary condition:

**Lemma 7.3.1 ([17]).** Let $(T^*, \varphi^*)$ be the minimizer of Problem II. Then $\varphi^*$ is located on the surface $H(\varphi, \frac{\partial L}{\partial \varphi'}) = 0$, where $H$ is the Hamiltonian given by the Legendre transform $L(\varphi, \varphi') := \frac{1}{2}|\varphi' - b(\varphi)|^2$. More specifically, for Equation (6.3.1)

$$H(\varphi, \frac{\partial L}{\partial \varphi'}) = 0 \iff |\varphi'(t)| = |b(\varphi(t))|, \quad \forall t.$$  \hspace{1cm} (7.3.1)

We call Equation (7.3.1) the zero-Hamiltonian constraint. The zero-Hamiltonian constraint provides a nonlinear mapping between the arc length of the geometrically fixed lines on surface $H = 0$ and time $t$ (see Section 7.6 for more details).

Here we consider a linear time scaling on $\Gamma_T$, which is simpler and more flexible for numerical approximation. For any given transition path $\varphi$ and a fixed $T$, we
consider the change of variable \( s = t/T \in [0, 1] = \Gamma_1 \). Let \( \varphi(t) = \varphi(sT) =: \bar{\varphi}(s) \). Then \( \bar{\varphi}'(s) = \varphi'(t)T \), and we can rewrite the action functional as

\[
S_T(\varphi(t)) = S_T(\bar{\varphi}(s)) = \frac{T}{2} \int_0^1 \left| T^{-1} \bar{\varphi}'(s) - b(\bar{\varphi}(s)) \right|^2 ds =: S(T, \bar{\varphi}). \tag{7.3.2}
\]

Now, the two variables \( \varphi \) and \( T \) are independent, since \( \varphi \) is just an arbitrary path defined on \([0, 1]\) connecting \( x_0 \) and \( x_1 \). So for a fixed path and using optimality condition, we can find the minimizer of \( S \), which is simply a function of \( T \).

**Lemma 7.3.2.** For any given transition path \( \bar{\varphi} \), we have

\[
\hat{S}(\bar{\varphi}) := S(\hat{T}(\bar{\varphi}), \bar{\varphi}) = \inf_{T \in \mathbb{R}^+} S(T, \bar{\varphi}), \tag{7.3.3}
\]

if \( \hat{T}(\bar{\varphi}) < \infty \), where

\[
\hat{T}(\bar{\varphi}) = \frac{|\bar{\varphi}|_{0, \Gamma_1}}{|b(\bar{\varphi})|_{0, \Gamma_1}}. \tag{7.3.4}
\]

**Proof.** It is easy to verify that the functional \( \hat{T}(\bar{\varphi}) \) is nothing but the unique solution of the optimality condition \( \partial_T S(T, \bar{\varphi}) = 0 \). \( \square \)

**Corollary 7.3.3.** Let \((T^*, \varphi^*)\) be the minimizer of Problem II. If \( T^* < \infty \), we have \( T^* = \hat{T}(\bar{\varphi}^*) \), where \( \bar{\varphi}^*(s) := \varphi^*(sT^*) \).

**Proof.** By the zero-Hamiltonian constraint (7.3.1) and the definition of \( \bar{\varphi} \), we have

\[
|\bar{\varphi}^*| = |(\varphi^*)'|T^* = |b(\varphi^*)|T^* = |b(\bar{\varphi}^*)|T^*.
\]

Integrating both sides on \( \Gamma_1 \), we have the conclusion. \( \square \)

For any absolutely continuous path \( \varphi \), it is shown in Theorem 5.6.3 in [6] that \( S_T \) can be written as

\[
S_T(\varphi) = \begin{cases} 
S_T(\varphi), & \varphi \in H^1(\Gamma_T; \mathbb{R}^n), \\
\infty, & \text{otherwise.}
\end{cases} \tag{7.3.5}
\]
Thus, we can solve the problem in the framework of Sobolev space $H^1(\Gamma_T; \mathbb{R}^n)$. From now on, we use $H^1(\Gamma_T)$ to indicate $H^1(\Gamma_T; \mathbb{R}^n)$ for simplicity. The same rule applies to other spaces such as $H^1_0(\Gamma; \mathbb{R}^n)$ and $L^2(\Gamma; \mathbb{R}^n)$.

Define the following two admissible sets consisting of transition paths:

$$\mathcal{A}_T = \{ \varphi \in H^1(\Gamma_T) : \varphi(0) = 0, \varphi(T) = x \},$$  \hspace{1cm} (7.3.6)

$$\mathcal{A}_1 = \{ \varphi \in H^1(\Gamma_1) : \varphi(0) = 0, \varphi(1) = x \},$$  \hspace{1cm} (7.3.7)

where we let $x_1 = 0$ and $x_2 = x$ just for convenience.

**Lemma 7.3.4.** If $T^* < \infty$, we have

$$S_{T^*}(\varphi^*) = \hat{S}(\bar{\varphi}^*) = \inf_{\varphi \in \mathcal{A}_1} \hat{S}(\varphi).$$  \hspace{1cm} (7.3.8)

and $T^* = \hat{T}(\bar{\varphi}^*)$ (see Equation (7.3.4)), where $\varphi^*(t) = \varphi^*(t/T^*)$ (or $\varphi^*(s) = \varphi^*(sT^*)$).

**Proof.** If $(T^*, \varphi^*)$ is a minimizer of $S_T(\varphi)$ and $T^* < \infty$, then

$$S_{T^*}(\varphi^*) = \inf_{T \in \mathbb{R}^+} S_T(\varphi) = \inf_{\varphi \in \mathcal{A}_T} \hat{S}(\varphi) \leq \hat{S}(\bar{\varphi}^*),$$

and

$$\hat{S}(\bar{\varphi}^*) = \inf_{T \in \mathbb{R}^+} S(T, \varphi^*) = \inf_{T \in \mathbb{R}^+} S_T(\varphi^*) \leq S_{T^*}(\varphi^*).$$

Thus, $S_{T^*}(\varphi^*) = S(T^*, \varphi^*) = \hat{S}(\bar{\varphi}^*)$, that is, $\bar{\varphi}^*$ is a minimizer of $\hat{S}(\bar{\varphi})$ for $\bar{\varphi} \in \mathcal{A}_1$, and $T^* = \hat{T}(\bar{\varphi}^*)$ from Corollary 7.3.3.

Conversely, if $\bar{\varphi}^*$ is a minimizer of $\hat{S}(\bar{\varphi})$, we let $T^* = \hat{T}(\bar{\varphi}^*)$, and $\varphi^*(t) = \varphi^*(t/T^*)$, for $t \in [0, T^*]$. We have

$$S_{T^*}(\varphi^*) = S(\hat{T}(\bar{\varphi}^*), \varphi^*) = \hat{S}(\bar{\varphi}^*) = \inf_{\varphi \in \mathcal{A}_1} \hat{S}(\varphi) = \inf_{T \in \mathbb{R}^+} \inf_{\varphi \in \mathcal{A}_T} S_T(\varphi),$$

when $T^* < \infty$. Then $(T^*, \varphi^*)$ is a minimizer of $S_T(\varphi)$. So the minimizers of $\hat{S}(\bar{\varphi})$ and $S_T(\varphi)$ have a one-to-one correspondence when the optimal integral time is finite. \hfill $\Box$
Lemma 7.3.4 shows that for a finite $T^*$ we can use Equation (7.3.8) instead of Problem II to approximate the quasi-potential such that the optimization parameter $T$ is removed and we obtain a new problem

$$
\hat{S}(\tilde{\varphi}^*) = \inf_{\varphi(0)=x_1, \varphi(1)=x_2} \hat{S}(\tilde{\varphi})
$$

(7.3.9)

that is equivalent to Problem II.

Now, we discretize the problems and solve it numerically. Let $\mathcal{T}_h$ and $\mathcal{T}_h$ be partitions of $\Gamma_T$ and $\Gamma_1$, respectively. We define the following approximation spaces given by linear finite elements:

$$
B_h = \{ \varphi_h \in \mathcal{A}_T : \varphi_h|_I \text{ is affine for each } I \in \mathcal{T}_h \},
$$

$$
\bar{B}_h = \{ \tilde{\varphi}_h \in \mathcal{A}_1 : \tilde{\varphi}_h|_I \text{ is affine for each } I \in \mathcal{T}_h \}.
$$

For any $h$, we define the following discretized action functionals:

$$
S_{T,h}(\varphi_h) = \begin{cases} 
\frac{1}{2} \int_0^T |\varphi_h' - b(\varphi_h)|^2 \, dt, & \text{if } \varphi_h \in B_h, \\
\infty, & \text{if } \varphi_h \notin B_h,
\end{cases}
$$

(7.3.10)

and

$$
\hat{S}_h(\tilde{\varphi}_h) = \begin{cases} 
\frac{T(\tilde{\varphi}_h)}{2} \int_0^1 \frac{1}{T(\tilde{\varphi}_h)} |\tilde{\varphi}_h' - b(\tilde{\varphi}_h)|^2 \, dt, & \text{if } \tilde{\varphi}_h \in \bar{B}_h, \\
\infty, & \text{if } \tilde{\varphi}_h \notin \bar{B}_h.
\end{cases}
$$

(7.3.11)

7.4 Problem I with a Fixed $T$

For this case, our main results are summarized in the following theorem:

**Theorem 7.4.1.** For Problem I with a fixed $T$, we have

$$
\min_{\varphi \in \mathcal{A}_T} S_T(\varphi) = \lim_{h \to 0} \inf_{\varphi_h \in \bar{B}_h} S_{T,h}(\varphi_h),
$$

namely, the minima of $S_{T,h}$ converge to the minimum of $S_T(\varphi)$ as $h \to 0$. Moreover, if $\{\varphi_h\} \subset \bar{B}_h$ is a sequence of minimizers of $S_{T,h}$, then there is a subsequence that converges weakly in $H^1(\Gamma_T)$ to some $\varphi \in \mathcal{A}_T$, which is a minimizer of $S_T$. 
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We prove this theorem in three steps:

**Step 1:** The existence of the minimizer of $S_T(\varphi)$ in $A_T$.

**Lemma 7.4.2** (Solution Existence). There exists at least one function $\varphi^* \in A_T$ such that

$$S_T(\varphi^*) = \min_{\varphi \in A_T} S_T(\varphi).$$

**Proof.** We first prove the coerciveness of $S_T(\varphi) = \frac{1}{2} \int_0^T |\varphi' - b(\varphi)|^2 \, dt$. Define an auxiliary function $g$ by

$$g(t) = \varphi(t) - \int_0^t b(\varphi(u)) \, du.$$ 

Then $g' = \varphi' - b(\varphi)$ and $g(0) = 0$. Since $b$ is globally Lipschitz continuous, we have

$$|\varphi'(t)| \leq |b(\varphi(t)) - b(0)| + |b(0)| + |g'|$$

$$\leq K|\varphi| + |b(0)| + |g'(t)|$$

$$\leq K \int_0^t |\varphi'(s)| \, ds + |b(0)| + |g'(t)|.$$ 

By Gronwall’s inequality, we have

$$|\varphi'(t)| \leq K \int_0^t (|b(0)| + |g'(s)|) e^{K(t-s)} \, ds + |b(0)| + |g'(t)|,$$

from which we obtain

$$|\varphi|_{1,\Gamma_T} \leq C_1 |b(0)|^2 + C_2 |g|_{1,\Gamma_T}^2,$$

where $C_1$ and $C_2$ are two positive constants depending on $K$ and $T$. Thus,

$$S_T(\varphi) = \frac{1}{2} |g|^2_{1,\Gamma_T} \geq \frac{1}{2} C_2^{-1} |\varphi|^2_{1,\Gamma_T} - \frac{1}{2} C_1 C_2^{-1} |b(0)|^2.$$ 

The coerciveness of the action functional follows. On the other hand, the integrand $|\varphi' - b(\varphi)|^2$ is bounded below by 0, and convex in $\varphi'$. By Theorem 2 on Page 448 in [11], $S_T(\varphi)$ is weakly lower semicontinuous on $H^1(\Gamma_T)$.
For any minimizing sequence \( \{ \varphi_k \}_{k=1}^{\infty} \), from the coerciveness, we have
\[
\sup_k |\varphi_k|_{1,\Gamma_T} < \infty.
\]
Let \( \varphi_0 \in \mathcal{A}_T \) be any fixed function, e.g., the linear function on \( \Gamma_T \) from 0 to \( x \). Then \( \varphi_k - \varphi_0 \in H^1_0(\Gamma_T) \), and
\[
|\varphi_k|_{0,\Gamma_T} \leq |\varphi_k - \varphi_0|_{0,\Gamma_T} + C_p|\varphi_k - \varphi_0|_{1,\Gamma_T} + |\varphi_0|_{0,\Gamma_T} < \infty,
\]
by the Poincaré’s Inequality. Thus \( \{ \varphi_k \}_{k=1}^{\infty} \) is bounded in \( H^1(\Gamma_T) \). Then there exists a subsequence \( \{ \varphi_{k_j} \}_{j=1}^{\infty} \) converging weakly to some \( \varphi^* \) in \( H^1(\Gamma_T) \). Then \( \varphi_{k_j} - \varphi_0 \) converges to \( \varphi^* - \varphi_0 \) weakly in \( H^1_0(\Gamma_T) \). By Mazur’s Theorem [11], \( H^1_0(\Gamma_T) \) is weakly closed. So \( \varphi^* - \varphi_0 \in H^1_0(\Gamma_T) \), i.e., \( \varphi^* \in \mathcal{A}_T \).

Therefore, \( S_T(\varphi^*) \leq \liminf_{j \to \infty} S_T(\varphi_{k_j}) = \inf_{\varphi \in \mathcal{A}_T} S_T(\varphi) \). Since \( \varphi^* \in \mathcal{A}_T \), we reach the conclusion. \( \square \)

**Step 2:** The \( \Gamma \)-convergence of \( S_{T,h} \) to \( S_T \) as \( h \to 0 \).

The following property will be used frequently.

**Property 7.4.3.** For any sequence \( \{ \varphi_h \} \subset \mathcal{B}_h \) converging weakly to \( \varphi \in H^1(\Gamma_T) \), we have
\[
\lim_{h \to 0} |b(\varphi_h) - b(\varphi)|_{0,\Gamma_T} = 0.
\]

**Proof.** Since \( \varphi_h \) converges weakly to \( \varphi \) in \( H^1(\Gamma_T) \), \( \varphi_h \to \varphi \) in \( L^2(\Gamma_T) \), i.e., \( \varphi_h \) converges strongly to \( \varphi \) in the \( L^2 \) sense. By the Lipschitz continuity of \( b \), we reach the conclusion. \( \square \)

**Lemma 7.4.4** (\( \Gamma \)-convergence of \( S_{T,h} \)). Let \( \{ \mathcal{T}_h \} \) be a sequence of finite element meshes with \( h \to 0 \). For every \( \varphi \in \mathcal{A}_T \), the following two properties hold:

- **Lim-inf inequality:** for every sequence \( \{ \varphi_h \} \) converging weakly to \( \varphi \) in \( H^1(\Gamma_T) \), we have
\[
S_T(\varphi) \leq \liminf_{h \to 0} S_{T,h}(\varphi_h). \tag{7.4.1}
\]
• **Lim-sup inequality:** there exists a sequence \( \{ \varphi_h \} \subset \mathcal{B}_h \) converging weakly to \( \varphi \) in \( H^1(\Gamma_T) \), such that

\[
S_T(\varphi) \geq \limsup_{h \to 0} S_{T,h}(\varphi_h). \tag{7.4.2}
\]

**Proof.** We only need to consider a sequence \( \{ \varphi_h \} \subset \mathcal{B}_h \) for the lim-inf inequality, since otherwise, (7.4.1) is trivial by the definition of \( S_{T,h}(\varphi) \). Let \( \{ \varphi_h \} \subset \mathcal{B}_h \) be an arbitrary sequence converging weakly to \( \varphi \) in \( H^1(\Gamma_T) \). The discretized action functional can be rewritten as

\[
\int_0^T |\varphi'_h - b(\varphi_h)|^2 \, dt = \int_0^T |\varphi'_h|^2 \, dt + \int_0^T |b(\varphi_h)|^2 \, dt - 2 \int_0^T \langle \varphi'_h, b(\varphi_h) \rangle \, dt = I_1 + I_2 + I_3. \tag{7.4.3}
\]

The first summand functional \( I_1 \) is obviously weakly lower semicontinuous in \( H^1(\Gamma_T) \) since the integrand is convex with respect to \( \varphi' \).

For \( I_2 \) in Equation (7.4.3), using Property 7.4.3, we have

\[
\lim_{h \to 0} |b(\varphi_h)|_{0,\Gamma_T} = |b(\varphi)|_{0,\Gamma_T}.
\]

For \( I_3 \) in Equation (7.4.3), we have

\[
\left| \int_0^T \langle \varphi'_h, b(\varphi_h) \rangle \, dt - \int_0^T \langle \varphi', b(\varphi) \rangle \, dt \right| = \left| \int_0^T \langle \varphi'_h, b(\varphi_h) - b(\varphi) \rangle \, dt + \int_0^T \langle \varphi'_h - \varphi', b(\varphi) \rangle \, dt \right| \\
\leq |\varphi_h|_{1,\Gamma_T} |b(\varphi_h) - b(\varphi)|_{0,\Gamma_T} + |\langle \varphi'_h - \varphi', b(\varphi) \rangle|_{\Gamma_T}.
\]

Using Property 7.4.3 and the fact that \( \sup_h |\varphi_h|_{1,\Gamma_T} < \infty \), we have that the first term of the above inequality converges to 0. Moreover, the second term also converges to 0 due to the weak convergence of \( \varphi_h \) to \( \varphi \) in \( H^1(\Gamma_T) \). Thus,

\[
\lim_{h \to 0} \int_0^T \langle \varphi'_h, b(\varphi_h) \rangle \, dt = \int_0^T \langle \varphi', b(\varphi) \rangle \, dt.
\]
Combining the results for $I_1$, $I_2$ and $I_3$, we obtain the lim-inf inequality:

$$
\liminf_{h \to 0} \int_0^T |\varphi_h' - b(\varphi_h)|^2 \, dt \\
= \liminf_{h \to 0} \left[ \int_0^T |\varphi_h'|^2 \, dt + \int_0^T |b(\varphi_h)|^2 \, dt - 2 \int_0^T \langle \varphi_h', b(\varphi_h) \rangle \, dt \right] \\
= \liminf_{h \to 0} \int_0^T |\varphi_h'|^2 \, dt + \lim_{h \to 0} \int_0^T |b(\varphi_h)|^2 \, dt - 2 \lim_{h \to 0} \int_0^T \langle \varphi_h', b(\varphi_h) \rangle \, dt \\
\geq \int_0^T |\varphi'|^2 \, dt + \int_0^T |b(\varphi)|^2 \, dt - 2 \int_0^T \langle \varphi', b(\varphi) \rangle \, dt \\
= \int_0^T |\varphi' - b(\varphi)|^2 \, dt.
$$

Now, we address the lim-sup inequality. Since $H^2(\Gamma_T)$ is dense in $H^1(\Gamma_T)$, for any $\varphi \in H^1(\Gamma_T)$ and $\varepsilon > 0$, there exists a non-zero $u_\varepsilon \in H^2(\Gamma_T)$, such that $\|\varphi - u_\varepsilon\|_{1,\Gamma_T} < \varepsilon$. We have

$$
|I_h u_\varepsilon - u_\varepsilon|_{1,\Gamma_T} \leq c h |u_\varepsilon|_{2,\Gamma_T} \leq c \varepsilon,
$$

by letting

$$
h = h(\varepsilon) = \min\left\{ \frac{\varepsilon}{u_\varepsilon|_{1,\Gamma_T}}, \frac{\varepsilon}{u_\varepsilon|_{2,\Gamma_T}}, \varepsilon \right\},
$$

where $I_h$ is an interpolation operator defined by linear finite elements. Let $\varphi_h = I_h u_\varepsilon$. Then we have $\varphi_h \in B_h$, and

$$
|\varphi_h - \varphi|_{1,\Gamma_T} \leq |\varphi_h - u_\varepsilon|_{1,\Gamma_T} + |u_\varepsilon - \varphi|_{1,\Gamma_T} \\
= |I_h u_\varepsilon - u_\varepsilon|_{1,\Gamma_T} + |u_\varepsilon - \varphi|_{1,\Gamma_T} \\
< c \varepsilon + \varepsilon \to 0,
$$

and

$$
|\varphi_h - \varphi|_{0,\Gamma_T} \leq |\varphi_h - u_\varepsilon|_{0,\Gamma_T} + |u_\varepsilon - \varphi|_{0,\Gamma_T} \\
= |I_h u_\varepsilon - u_\varepsilon|_{0,\Gamma_T} + |u_\varepsilon - \varphi|_{0,\Gamma_T} \\
\leq c h |u_\varepsilon|_{1,\Gamma_T} + \varepsilon \\
< c \varepsilon + \varepsilon \to 0,
$$
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as \( \varepsilon \to 0 \). So \( \varphi_h \) converges to \( \varphi \) in \( H^1(\Gamma_T) \), and also converges weakly in \( H^1(\Gamma_T) \).

By Property 7.4.3, we know that \( b(\varphi_h) \to b(\varphi) \) in \( L_2(\Gamma_T) \). Thus,

\[
\lim_{h \to 0} S_{T,h}(\varphi_h) = \lim_{h \to 0} \frac{1}{2} |\varphi'_h - b(\varphi_h)|_{0,\Gamma_T}^2 = S_T(\varphi),
\]

which proves the lim-sup equality. \(\square\)

**Step 3: The proof of Theorem 7.4.1.**

**Proof.** With the solution existence and the \( \Gamma \)-convergence, we only need the equi-coerciveness of \( S_{T,h} \) for the final conclusion. For any \( \varphi_h \in \mathcal{B}_h \), we have \( S_{T,h}(\varphi_h) = S_T(\varphi_h) \). Then the equi-coerciveness of \( S_{T,h} \) in \( \mathcal{B}_h \) follows from the coerciveness of \( S_T(\varphi_h) \) restricted to \( \mathcal{B}_h \subset \mathcal{A}_T \) (see the first part of the proof of Lemma 7.4.2). \(\square\)

### 7.5 Problem II with a Finite \( T^* \)

For this case, we consider the reformulation of \( S_T \) given in Section 7.3. From Lemma 7.3.4, we know that Problem II with a finite \( T^* \) is equivalent to minimizing \( \hat{S} \) in \( \mathcal{A}_1 \) (see Equation (7.3.8)). Our main results are summarized in the following theorem:

**Theorem 7.5.1.** For Problem II with a finite \( T^* \), we have

\[
\min_{\varphi \in \mathcal{A}_1} \hat{S}(\varphi) = \lim_{h \to 0} \inf_{\varphi_h \in \overline{\mathcal{B}}_h} \hat{S}_h(\varphi_h),
\]

namely, the minima of \( \hat{S}_h \) converge to the minimum of \( \hat{S} \) as \( h \to 0 \). Moreover, if \( \{\varphi_h\} \subset \overline{\mathcal{B}}_h \) is a sequence of minimizers of \( \hat{S}_h \), then there is a subsequence that converges weakly in \( H^1(\Gamma_1) \) to some \( \varphi \in \mathcal{A}_1 \), which is a minimizer of \( \hat{S} \).

Similar to Problem I with a fixed \( T \), we prove this theorem in four steps:

**Step 1: The strong positiveness of the functional \( \hat{T} \).**

**Property 7.5.2.** There exists a constant \( C_{\hat{T}} > 0 \) such that

\[
\hat{T}(\varphi) \geq C_{\hat{T}}, \quad (7.5.1)
\]

for any \( \varphi \in \mathcal{A}_1 \).
**Proof.** For any \( \varphi \in A_1 \), let \( \varphi = \varphi_0 + \varphi_L \), where \( \varphi_0 \in H^1_0(\Gamma_1) \) and \( \varphi_L(s) = xs, s \in [0, 1] \) is the linear path connecting 0 and \( x \). We have

\[
\hat{T}(\varphi) = \frac{|\varphi'_0 + x|_{0, r_1}}{|b(\varphi_0 + \varphi_L)|_{0, r_1}} \geq \frac{|\varphi'_0 + x|_{0, r_1}}{|b(\varphi_0 + \varphi_L) - b(\varphi_L)|_{0, r_1} + |b(\varphi_L)|_{0, r_1}} \geq \frac{K |\varphi_0|_{0, r_1} + |b(\varphi_L)|_{0, r_1}}{KC_p |\varphi'_0|_{0, r_1} + |b(\varphi_L)|_{0, r_1}},
\]

where \( C_p \) is the constant for Poincaré’s Inequality. So

\[
\hat{T}(\varphi)^2 \geq \frac{|\varphi'_0 + x|_{0, r_1}^2}{2K^2C_p^2 |\varphi'_0|_{0, r_1}^2 + 2|b(\varphi_L)|_{0, r_1}^2} = \frac{|\varphi'_0 + x|_{0, r_1}^2}{C_1 |\varphi'_0|_{0, r_1}^2 + C_2} =: J(\varphi_0) > 0,
\]

where \( C_1 = 2K^2C_p^2 > 0 \), and \( C_2 = 2|b(\varphi_L)|_{0, r_1}^2 > 0 \).

Let \( \delta \varphi \in H^1_0(\Gamma_1) \) be a perturbation function with \( \delta \varphi(0) = \delta \varphi(1) = 0 \). Then

\[
J(\varphi_0 + \delta \varphi) - J(\varphi_0) = \frac{|\varphi'_0 + x + \delta \varphi|_{0, r_1}^2}{C_1 |\varphi'_0 + \delta \varphi|_{0, r_1}^2 + C_2} - \frac{|\varphi'_0 + x|_{0, r_1}^2}{C_1 |\varphi'_0|_{0, r_1}^2 + C_2} = \frac{|\varphi'_0 + x + \delta \varphi|_{0, r_1}^2 (C_1 |\varphi'_0|_{0, r_1}^2 + C_2) - |\varphi'_0 + x|_{0, r_1}^2 (C_1 |\varphi'_0 + \delta \varphi|_{0, r_1}^2 + C_2)}{(C_1 |\varphi'_0 + \delta \varphi|_{0, r_1}^2 + C_2) (C_1 |\varphi'_0|_{0, r_1}^2 + C_2)} = \frac{2 \langle \varphi'_0 + x + \delta \varphi, \varphi'_0 \rangle_{0, r_1} (C_1 |\varphi'_0|_{0, r_1}^2 + C_2) - 2C_1 \langle \varphi'_0 + \delta \varphi, \varphi'_0 \rangle_{0, r_1} |\varphi'_0 + x|_{0, r_1}^2 + R(\varphi'_0 + x, \delta \varphi', \varphi'_0 + x \delta \varphi')}{(C_1 |\varphi'_0|_{0, r_1}^2 + C_2)^2},
\]

where \( R \) is the remainder term of \( O(|\delta \varphi|_{1, r_1}^2) \). So the first-order variation of \( J \) is

\[
\delta J = \frac{2 \langle \varphi'_0, \delta \varphi' \rangle_{r_1} (C_1 |\varphi'_0|_{0, r_1}^2 + C_2 - C_1 |\varphi'_0 + x|_{0, r_1}^2)}{(C_1 |\varphi'_0|_{0, r_1}^2 + C_2)^2}.
\]

Then the optimality condition \( \delta J = 0 \) is satisfied only in two cases: \( \varphi'_0 = 0 \) or \( C_1 |\varphi'_0|_{0, r_1}^2 + C_2 = C_1 |\varphi'_0 + x|_{0, r_1}^2 \). For the first case, \( \varphi_0 \) is a constant. But \( \varphi_0 \in H^1_0(\Gamma_1) \),
so \( \varphi_0 = 0 \). Then \( J(0) = \frac{|x|^2}{C_2} > 0 \). For the second case, \( J(\varphi_0) = \frac{1}{C_1} > 0 \). Thus,

\[
\hat{T}^2(\varphi) \geq \min\left\{ \frac{|x|^2}{C_2}, \frac{1}{C_1} \right\},
\]

or more specifically,

\[
\hat{T}(\varphi) \geq C_{\hat{T}} := \min\left\{ \frac{|x|}{\sqrt{2}|b(\varphi_L)|^2_{0,\Gamma_1}}, \frac{1}{\sqrt{2}KC_p} \right\} > 0,
\]

which proves the property. \( \square \)

**Step 2:** The existence of the minimizer of \( \hat{S}(\varphi) \) in \( A_1 \).

**Lemma 7.5.3** (Solution Existence). If the optimal integral time \( T^* \) for Problem II is finite, there exists at least one function \( \varphi^* \in A_T \) such that

\[
S_{T^*}(\varphi^*) = \min_{\varphi \in A_T} S_T(\varphi) = \min_{\varphi \in A_T} \hat{S}(\varphi).
\]

**Proof.** We first prove the weakly lower semi-continuity of \( \hat{S}(\varphi) \) in \( H^1(\Gamma_1) \). Rewrite \( \hat{S}(\varphi) \) by substituting (7.3.4). Then we get

\[
\hat{S}(\varphi) = \frac{\hat{T}(\varphi)}{2} \int_0^1 \left| \hat{T}^{-1}(\varphi) \varphi' - b(\varphi) \right|^2 dt
\]

\[
= |\varphi'|_{0,\Gamma_1} |b(\varphi)|_{0,\Gamma_1} - \langle \varphi', b(\varphi) \rangle_{\Gamma_1}.
\]

For any sequence \( \varphi_k \) converging weakly to \( \varphi \) in \( H^1(\Gamma_1) \), \( \{\varphi'_k\} \) is bounded in \( L^2(\Gamma_1) \) and \( \varphi_k \to \varphi \) in \( L^2(\Gamma_1) \). Coupling with the global Lipschitz continuity of \( b \), we can obtain

\[
\lim_{k \to \infty} |b(\varphi_k)|^2_{0, \Gamma_1} = |b(\varphi)|^2_{0, \Gamma_1},
\]

\[
\lim_{k \to \infty} \langle \varphi'_k, b(\varphi_k) \rangle_{\Gamma_1} = \langle \varphi', b(\varphi) \rangle_{\Gamma_1}.
\]

The weakly lower semicontinuity of \( |\varphi'|_{0, \Gamma_1} \) yields that

\[
\liminf_{k \to \infty} |\varphi'_k|_{0, \Gamma_1} \geq |\varphi'|_{0, \Gamma_1}.
\]
Combining the above results, we have

\[
\liminf_{k \to \infty} \hat{S}_k(\bar{\varphi}_k) \\
= \liminf_{k \to \infty} (|\varphi'_k|_{0, r_1} |b(\bar{\varphi}_k)|_{0, r_1} - \langle \varphi'_k, b(\bar{\varphi}_k) \rangle_{r_1}) \\
= \liminf_{k \to \infty} |\varphi'_k|_{0, r_1} |b(\bar{\varphi}_k)|_{0, r_1} - \lim_{k \to \infty} \langle \varphi'_k, b(\bar{\varphi}_k) \rangle_{r_1} \\
\geq |\varphi'|_{0, r_1} |b(\bar{\varphi})|_{0, r_1} - \langle \varphi', b(\bar{\varphi}) \rangle_{r_1} \\
= \hat{S}(\bar{\varphi}),
\]

that is, \( \hat{S}(\bar{\varphi}) \) is weakly lower semicontinuous in \( H^1(\Gamma_1) \).

Now, we establish the coerciveness of \( \hat{S}(\bar{\varphi}) \). Since \( T^* \) is finite, there exists \( M \in (T^*, \infty) \), such that

\[
\inf_{\bar{\varphi} \in A_1} \hat{S}(\bar{\varphi}) = \inf_{\bar{\varphi} \in A_1, \ T(\bar{\varphi}) < M} \hat{S}(\bar{\varphi}).
\]

In fact, by Lemma 7.3.4, a minimizing sequence \( \{ \bar{\varphi}_k \} \) of \( \hat{S}(\bar{\varphi}) \) defines a minimizing sequence \( \{(\hat{T}(\bar{\varphi}_k), \bar{\varphi}_k)\} \) of \( S(T, \bar{\varphi}) \), which also corresponds to a minimizing sequence of \( S_T(\varphi) \). The assumption of \( T^* < \infty \) allows us to add the condition that \( \sup_k \hat{T}(\bar{\varphi}_k) < M \). Otherwise, \( \hat{T}(\bar{\varphi}_k) \) must go to infinity. The continuity of \( S(T, \bar{\varphi}) \) with respect to \( T \) yields that \( T^* = \infty \), which contradicts our assumption that \( T^* < \infty \). Now, let \( \hat{T}^{-1}(\bar{\varphi})\hat{\varphi}'(s) - b(\bar{\varphi}(s)) = \bar{g}'(s) \). Then for any \( \bar{\varphi} \in A_1 \) with \( \hat{T}(\bar{\varphi}) < M \),

\[
|\varphi'| \leq |\hat{T}(\bar{\varphi})||b(\bar{\varphi})| + |\hat{T}(\bar{\varphi})||\bar{g}'| \\
\leq M|b(\bar{\varphi})| + M|\bar{g}'| \\
\leq MK|\bar{\varphi}| + M|b(0)| + M|\bar{g}'| \\
\leq MK \int_0^s |\varphi'(u)| \, du + M|b(0)| + M|\bar{g}'|.
\]

By Gronwall’s Inequality, we have

\[
|\varphi'(s)| \leq \int_0^s M^2K(|\bar{g}'(u)| + |b(0)|)e^{KM(s-u)} \, du + M|b(0)| + M|\bar{g}'(s)|,
\]
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which yields that

\[ |\varphi'|_{0,r_1}^2 \leq C_1|b(0)|^2 + C_2|\bar{\varphi}'|_{0,r_1}^2, \quad (7.5.3) \]

where \( C_1, C_2 \in (0, \infty) \) only depend on \( M \) and \( K \). So

\[
\hat{S}(\bar{\varphi}) = \frac{\hat{T}(\bar{\varphi})}{2} \int_0^1 \left| \hat{T}^{-1}(\bar{\varphi})\varphi'(s) - b(\bar{\varphi}(s)) \right|^2 \, ds
\]

\[ = \frac{\hat{T}(\bar{\varphi})}{2} |\bar{\varphi}'|^2_{0,r_1} \]

\[ \geq \frac{C_p}{2} \left( \frac{1}{C_2} |\varphi'|_{0,r_1}^2 - \frac{C_1}{C_2} |b(0)|^2 \right), \]

where we used Property 7.5.2 in the last step. The coerciveness is proved.

For any minimizing sequence \( \{\bar{\varphi}_k\}_{k=1}^\infty \) of \( \hat{S}(\bar{\varphi}) \), we have

\[
\sup_k |\bar{\varphi}'_k|_{0,r_1} \leq \frac{2C_1}{C_T} |b(0)|^2 + \frac{2C_2}{C_T} \sup_k \{\hat{S}(\bar{\varphi}_k)\} \leq \infty.
\]

Let \( \bar{\varphi}_0 \in \mathcal{A}_1 \). Then

\[
|\bar{\varphi}_k|_{0,r_1} \leq |\bar{\varphi}_k - \bar{\varphi}_0|_{0,r_1} + |\bar{\varphi}_0|_{0,r_1} \leq C_p |\bar{\varphi}'_k - \bar{\varphi}'_0|_{0,r_1} + |\bar{\varphi}_0|_{0,r_1} < \infty,
\]

by Poincaré’s Inequality. Thus, \( \{\bar{\varphi}_k\}_{k=1}^\infty \) is bounded in \( H^1(\Gamma_1) \). Then there is a subsequence \( \{\bar{\varphi}_{k_j}\}_{j=1}^\infty \) converging to some \( \bar{\varphi}^* \in H^1(\Gamma_1) \) weakly in \( H^1(\Gamma_1) \). So \( \bar{\varphi}_{k_j} - \bar{\varphi}_0 \) converges weakly to \( \bar{\varphi}^* - \bar{\varphi}_0 \) in \( H^1_0(\Gamma_1) \). By Mazur’s Theorem, \( H^1_0(\Gamma_1) \) is weakly closed. So \( \bar{\varphi}^* - \bar{\varphi}_0 \in H^1_0(\Gamma_1) \), and \( \bar{\varphi}^* \in \mathcal{A}_1 \). By Lemma 7.3.4, \( \varphi^* \in \mathcal{A}_T \) corresponding to \( \bar{\varphi}^* \in \mathcal{A}_1 \) is a minimizer of \( S_T(\varphi) \) and \( T^* = \hat{T}(\bar{\varphi}^*) \).

**Step 3:** The \( \Gamma \)-convergence of \( \hat{S}_h \) to \( \hat{S} \) as \( h \to 0 \).

**Lemma 7.5.4** (\( \Gamma \)-convergence of \( \hat{S}_h \)). Let \( \{T_h\} \) be a sequence of finite element meshes. For every \( \bar{\varphi} \in \mathcal{A}_1 \), the following two properties hold:

- **Lim-inf inequality:** for every sequence \( \{\bar{\varphi}_h\} \) converging weakly to \( \bar{\varphi} \) in \( H^1(\Gamma_1) \), we have

\[
\hat{S}(\bar{\varphi}) \leq \liminf_{h \to 0} \hat{S}_h(\bar{\varphi}_h).
\]

(7.5.4)
• **Lim-sup inequality:** there exists a sequence \( \{ \bar{\varphi}_h \} \subset \hat{B}_h \) converging weakly to \( \bar{\varphi} \) in \( H^1(\Gamma_1) \), such that

\[
\hat{S}(\bar{\varphi}) \geq \limsup_{h \to 0} \hat{S}_h(\bar{\varphi}_h) .
\]  

(7.5.5)

**Proof.** We only need to consider a sequence \( \{ \bar{\varphi}_h \} \subset B_h \) for the lim-inf inequality, since otherwise, the inequality is trivial. Similar to the proof of Lemma 7.5.3, rewrite the discretized action functional as

\[
\hat{S}_h(\bar{\varphi}_h) = \frac{\hat{T}(\bar{\varphi}_h)}{2} \int_0^1 |\hat{T}^{-1}(\bar{\varphi}_h)\bar{\varphi}_h' - b(\bar{\varphi}_h)|^2 \, dt 
\]

\[
= |\bar{\varphi}_h'|_{0,r_1} |b(\bar{\varphi}_h)|_{0,r_1} - \langle \bar{\varphi}_h', b(\bar{\varphi}_h) \rangle_{r_1}.
\]

By the same argument as in the proof of Lemma 7.4.4, we have

\[
\liminf_{h \to 0} |\bar{\varphi}_h'|_{0,r_1} \geq |\bar{\varphi}'|_{0,r_1},
\]

\[
\lim_{h \to 0} |b(\bar{\varphi}_h)|_{0,r_1} = |b(\bar{\varphi})|_{0,r_1},
\]

\[
\lim_{h \to 0} \langle \bar{\varphi}_h', b(\bar{\varphi}_h) \rangle_{r_1} = \langle \bar{\varphi}', b(\bar{\varphi}) \rangle_{r_1}.
\]

Combining these results, we have the lim-inf inequality. The lim-sup inequality can be obtained by the same argument as in the proof of Lemma 7.4.4.

**Step 4:** *The proof of Theorem 7.5.1.*

**Proof.** Similar to the proof of Theorem 7.4.1, the only thing left is to verify the equi-coerciveness of \( \hat{S}_h(\bar{\varphi}_h) \), which can be obtained directly from the coerciveness of \( \hat{S}(\bar{\varphi}) \) restricted onto \( B_h \subset A_1 \) (see the second step in the proof of Lemma 7.5.3). So the proof is complete.

**7.6 Problem II with an Infinite \( T^* \)**

In this case, the integration domain becomes the whole positive real line, which is not able to be rescaled to the unit interval. The geometric MAM (gMAM) [17]
rescales this infinite domain by arc length by assuming, instead of finite transition time, finite total arc length. This way the zero-Hamiltonian constraint (7.3.1) can also remove the parameter $T$. However, since the Jacobian of the transform between time and arc length variables is singular at critical points, the numerical accuracy will deteriorate when unknown critical points exist along the MAP.

So we still use the reformulation in time. But we use a large but finite integration time to deal with the infinite $T^\ast$. We simplify the scenario, but reserve the numerical difficulties. Let $0 \in D$ be an asymptotically stable equilibrium point, $D$ is contained in the basin of attraction of 0, and $\langle b(y), n(y) \rangle < 0$ for any $y \in \partial D$, where $n(y)$ is the exterior normal to the boundary $\partial D$. Then starting from any point in $D$, a trajectory of system (6.3.3) will converge to 0. We assume that the ending point $x$ of Problem II is located on $\partial D$.

If we consider the change of variable in general, say $\alpha = \alpha(t)$, we have (see Lemma 3.1, Chapter 4 in [13])

$$S_T(\varphi) \geq S(\tilde{\varphi}) = \int_{\alpha(0)}^{\alpha(T)} (|\tilde{\varphi}'| |b| - \langle \tilde{\varphi}', b \rangle) d\alpha,$$  \hspace{1cm} (7.6.1)

where $\tilde{\varphi}(\alpha) = \varphi(t(\alpha))$, $\tilde{\varphi}'$ is the derivative with respect to $\alpha$, and the equality holds when the zero-Hamiltonian constraint (7.3.1) is satisfied. In terms of $\alpha$, the zero-Hamiltonian constraint can be written as

$$|\tilde{\varphi}'| \dot{\alpha}(t) = |b(\tilde{\varphi})|,$$  \hspace{1cm} (7.6.2)

which yields

$$t = \int_{0}^{\alpha(t)} \frac{|\tilde{\varphi}'|}{|b(\tilde{\varphi})|} d\alpha.$$  \hspace{1cm} (7.6.3)

If $|\tilde{\varphi}'| \equiv \text{cnst}$, the variable $\alpha$ just the rescaled arc length. Assuming that the length of the optimal curve is finite, we can rescale the total arc length to one, i.e., $\alpha(T) = 1$, which yields gMAM.
For any transition path $\tilde{\varphi}(\alpha) = \varphi(t(\alpha))$ that satisfies the zero-Hamiltonian constraint, if $\alpha$ is the arc length variable with $\tilde{\varphi}(0) = 0$, then $|\varphi'| = 1$. Let $y$ be an arbitrary point on $\tilde{\varphi}$. Then the integration time from 0 to $y$ is

$$t = \int_0^{\alpha_y} \frac{1}{|b(\tilde{\varphi})|} d\alpha,$$

where $\alpha_y$ is the arc length of the curve connecting 0 and $y$. Then the total arc length from the equilibrium 0 to $y$ along $\bar{\varphi}$ is small if $y$ is in a small neighborhood of 0. However, from

$$|b(\tilde{\varphi})| = |b(\tilde{\varphi}) - b(0)| \leq K|\tilde{\varphi}| \leq K\alpha,$$

we get

$$t = \int_0^{\alpha_y} \frac{1}{|b(\tilde{\varphi})|} d\alpha \geq \int_0^{\alpha_y} \frac{1}{K\alpha} d\alpha = \infty,$$

as long as $\alpha_y > 0$. Thus, $T^* = \infty$, since 0 is a critical point.

For clarity, we present the starting and ending points of a transition path in its notation. Let $\varphi^*_{y,x}$ denote the minimizer of Problem II with starting point $y$ and ending point $x$, and $T^*_{y,x}$ the corresponding optimal integration time. Then for any $y$ on $\varphi^*_{0,x}$, $T^*_{0,y} = \infty$ and $T^*_{y,x} < \infty$ whenever the path $\varphi^*_{y,x}$ has finite arc length.

We can construct a minimizing sequence for $\hat{S}(\varphi)$. In fact, let $\varphi^L_{0,y} = yt$ be the linear path from 0 to $y$ in one time unit $T = 1$. Then

$$S_{T_{0,y}}(\varphi^*_{0,y}) \leq S_T(\varphi^L_{0,y}) = \frac{1}{2} \int_0^1 |y - b(yt)|^2 dt \leq \int_0^1 (|y|^2 + K^2|y|^2t^2) dt \leq C(K)\rho^2,$$

where $|y| \leq \rho$. So the action $S_{T_{0,y}}(\varphi^*_{0,y})$ decreases to zero with respect to $\rho$ does, even if $T^*_{0,y} = \infty$ for any finite $\rho$. Consider a sequence of optimization problems

$$\hat{S}(\tilde{\varphi}^*_{0,x}) = \inf_{\hat{T}(\tilde{\varphi}) \leq n} \hat{S}(\tilde{\varphi}), \quad n = 1, 2, 3, \ldots, \quad (7.6.4)$$

by adding the constraint $\hat{T}(\tilde{\varphi}) \leq n$. We have
Lemma 7.6.1. \( \{ \varphi_{0,x}^{*,n} \}_{n=1}^{\infty} \) is a minimizing sequence of (7.3.9).

Proof. First of all, \( \hat{S}(\varphi_{0,x}^{*,n}) \) is decreasing as \( n \) increases. Choose \( \rho \) such that \( x \notin B_{\rho}(0) \) and define \( \rho_k = 2^{-k}\rho \), \( k = 1, 2, \ldots \). Let \( y_k \) be the first intersection point of \( \varphi_{0,x}^{*} \) and \( B_{\rho_k}(0) \) when travelling along \( \varphi_{0,x}^{*} \) from \( x \) to 0. Then \( |y_k| = \rho_k \) and the optimal transition time \( T_{y_k,x}^{*} < \infty \). For each \( k \), we construct a path from 0 to \( x \) by:

\[
\varphi_k = \begin{cases} 
\varphi_{0,y_k}^L, & t \in [-T_{y_k,x}^{*} - 1, -T_{y_k,x}^{*}], \\
\varphi_{y_k,x}^{*}, & t \in [-T_{y_k,x}^{*}, 0].
\end{cases}
\]

Due to the additivity, we know that \( \varphi_{y_k,x}^{*} \) is located on \( \varphi_{0,x}^{*} \) since \( y_k \in \varphi_{0,x}^{*} \). Then \( \{(T_k = T_{y_k,x}^{*} + 1, \varphi_k)\} \) is a minimizing sequence as \( \rho_k \) decreases, and

\[
S_{T_k}(\varphi_k) \leq S_{T_0}(\varphi_{0,x}^{*}) + C(K)\rho_k^2.
\]

Consider \( n = \lceil T_k \rceil \). We have

\[
\hat{S}(\varphi_{0,x}^{*,n}) \leq S_{T_k}(\varphi_k) \leq S_{T_0}(\varphi_{0,x}^{*}) + C(K)\rho_k^2,
\]

where the first inequality is because \( \hat{T}(\varphi_k) \) is not equal to \( T_k \) in general. We then reach the conclusion. \( \Box \)

When \( T^{*} = \infty \), we have \( \hat{T}(\varphi) \to \infty \) as \( \varphi \) gets close to the minimizer, which implies \( |\varphi'|_{0,\Gamma_1} \to \infty \). Thus for this case, it is not able to conduct the convergence analysis in \( H^1(\Gamma_1) \). So we use a larger space \( \bar{C}_{x_1}^{x_2}(0,T) \), the space of absolutely continuous functions connecting \( x_1 \) and \( x_2 \) on \([0, T]\) with \( 0 < T \leq \infty \). To prove the convergence of the minimizing sequence in Lemma 7.6.1, we use the following proposition:

**Proposition 7.6.2** (Proposition 2.1 in [17]). Assume that the sequence \( \{(T_k, \varphi_k)\}_{k \in \mathbb{N}} \) with \( T_k > 0 \) and \( \varphi_k \in \bar{C}_{x_1}^{x_2}(0,T_k) \) for every \( k \in \mathbb{N} \), is a minimizing sequence of (6.3.6) and that the lengths of the curves of \( \varphi_k \) are uniformly bounded, i.e.

\[
\lim_{k \to \infty} S_{T_k}(\varphi_k) = \mathcal{V}(x_1, x_2) \quad \text{and} \quad \sup_{k \in \mathbb{N}} \int_{0}^{T_k} |\dot{\varphi}_k(t)| \, dt < \infty.
\]
Then the action functional $\hat{S}$ has a minimizer $\varphi^*$, and for some subsequence $(\varphi_{k_l})_{l \in \mathbb{N}}$ we have that

$$\lim_{l \to \infty} d(\varphi_{k_l}, \varphi^*) = 0,$$

where $d$ denotes the Fréchet distance.

**Theorem 7.6.3.** Assume that the lengths of the curves $\varphi_{0,x}^{*,n}$ are uniformly bounded. Then there exists a subsequence $\varphi_{0,x}^{*,n}$ that converges to a minimizer $\varphi^* \in \bar{C}_0(0,T)$ with respect to Fréchet distance.

**Proof.** By Lemma 7.3.4, we have a one-to-one correspondence between $\{\varphi_{0,x}^{*,n}\}_{n=1}^{\infty}$ and $\{\varphi_{0,x}^{*,n}\}_{n=1}^{\infty}$. So by Lemma 7.6.1, $\{(n, \varphi_{0,x}^{*,n})\}_{n=1}^{\infty}$ defines a minimizing sequence of Problem II. The theorem then is a direct application of Proposition 7.6.2. \qed}

Although we just constructed $\{\varphi\}_{0,x}^{*,n}$ for an exit problem around the neighborhood of an asymptotically stable equilibrium, it is easy to see that the idea can be applied to a global transition, say both $x_1$ and $x_2$ are asymptotically stable equilibrium, as long as there exist finitely many critical points along the MAP.

In Equation (7.6.4), we introduced an extra constraint $\hat{T}(\bar{\varphi}) \leq n$, which implies that the infimum may be reached at the boundary $\hat{T}(\bar{\varphi}) = n$. However, such a box-type constraint is not favorable from the optimization point of view. In the next lemma, we show that this constraint is not needed for the discrete problems, which is a key observation based on which tMAM is developed (See Section 7.2).

**Lemma 7.6.4.** If $\varphi_h^*$ is the minimizer of $\hat{S}_h(\varphi_h)$ over $\overline{B}_h$, then $\hat{T}(\varphi_h^*) \leq C_h < \infty$, for any given $h$.

**Proof.** Note that

$$\hat{T}^2(\varphi_h^*) = \frac{|(\varphi_h^*)'|_{0,1}^2}{|b(\varphi_h^*)|_{0,1}^2} \leq C \frac{|\varphi_h^*|_{0,1}^2}{|b(\varphi_h^*)|_{0,1}^2},$$
where the last inequality is from the inverse inequality of finite element discretization and the constant $C$ only depends on mesh $[4]$. Suppose $\hat{T}(\varphi_h^*) = \infty$. Then either $|b(\varphi_h^*)|_{0, \Gamma_1} = 0$ or $|\varphi_h^*|_{0, \Gamma_1} = \infty$. The first case implies that $b(\varphi_h^*(s)) = 0$ for all $s \in \Gamma_1$, which contradicts Assumption 7.1.1 (3). The second case implies that $\varphi_h^*$ contradicts Lemma 7.1.2 due to the continuity.

Lemma 7.6.4 means that for a discrete problem the constraint $\hat{T}(\varphi) \leq n$ in Equation (7.6.4) is not necessary in the sense that there always exists a number $n$ such that $\hat{T}(\varphi_h^*) < n$. We can then consider a sequence $\{\mathcal{T}_h\}$ of finite element meshes and treat the minimization of $\hat{S}_h(\varphi_h)$ exactly in the same way as the case that $T^*$ is finite. Simply speaking, $\{(\hat{T}(\varphi_h^*), \varphi_h^*)\}$ defines a minimizing sequence as $h \to 0$ no matter that $T^*$ is finite or infinite. The only difference between $T^* < \infty$ and $T^* = \infty$ is that we address the convergence of $\varphi_h^*$ in $H^1(\Gamma_1)$ for $T^* < \infty$ and in $C_{x_1}^{x_2}$ for $T^* = \infty$.

### 7.7 A Priori Error Estimate for a Linear ODE System

In this section we apply our strategy to a linear ODE system with $b(x) = -Ax$, where $A$ is a symmetric positive definite matrix. Then $x = 0$ is a global attractor. The E-L equation associated with $\hat{S}(\varphi)$ becomes

$$-\hat{T}^{-2}(\varphi)\varphi'' + A^2\varphi = 0,$$

which is a nonlocal elliptic problem of Kirchhoff type. For Problem I with a fixed $T$, i.e., $\hat{T}(\varphi) = T$, Equation (7.7.1) becomes a standard diffusion-reaction equation.

Let $\varphi^* = \varphi_0^* + \varphi_L \in \mathcal{A}_1$ be the minimizer of $\hat{S}(\varphi)$, and $\varphi_h^* = \varphi_{h,0}^* + \varphi_L \in \mathcal{B}_h$ the minimizer of $\hat{S}_h(\varphi_h)$, where $\varphi_L = x_1 + (x_2 - x_1)s$ is a linear function connecting $x_1$ and $x_2$ on $\Gamma_1$. Let

$$V_h = \{v : v|_I \text{ is affine on all } I \in \mathcal{T}_h, \ v(0) = v(1) = 0\} \subset H^1_0(\Gamma_1).$$
For a fixed \( T \), Equation (7.7.1) has a unique solution and the standard argument shows that
\[
|\bar{\varphi}^* - \bar{\varphi}_h^*|_{1,\Gamma_1} = |\bar{\varphi}^*_0 - \bar{\varphi}_{h,0}^*|_{1,\Gamma_1} \leq C T^2 \inf_{w \in V_h} |\bar{\varphi}^*_0 - w|_{1,\Gamma_1}.
\]  
(7.7.2)

If \( T \) is large enough, Equation (7.7.1) can be regarded as a singularly perturbed problem, the best approximation given by a uniform mesh cannot reach the optimal convergence rate due to the existence of boundary layer.

We now consider Problem II with a finite \( T^* \). The minimizer \( \bar{\varphi}^* \) of \( \hat{S}(\bar{\varphi}) \) satisfies the weak form of Equation (7.7.1):
\[
\langle (\bar{\varphi}^*)_{'}, v' \rangle_{\Gamma_1} = -\hat{T}^2 (\bar{\varphi}^*) \langle A\bar{\varphi}^*, Av \rangle_{\Gamma_1}, \quad \forall \, v \in H^1_0(\Gamma_1).
\]  
(7.7.3)

The minimizer \( \bar{\varphi}_h^* \) of \( \hat{S}_h(\bar{\varphi}_h) \) satisfies the discrete weak form:
\[
\langle (\bar{\varphi}_h^*)_{'}, v' \rangle_{\Gamma_1} = -\hat{T}^2 (\bar{\varphi}_h^*) \langle A\bar{\varphi}_h^*, Av \rangle_{\Gamma_1}, \quad \forall \, v \in V_h.
\]  
(7.7.4)

We have the following a priori error estimate for Problem II with a finite \( T^* \):

**Proposition 7.7.1.** Consider a subsequence \( \bar{\varphi}_h^* \) converging weakly to \( \bar{\varphi}^* \) in \( H^1(\Gamma_1) \) as \( h \to 0 \). Assume that \( \bar{\varphi}^* \) and \( \bar{\varphi}_h^* \) satisfy Equations (7.7.3) and (7.7.4), respectively. For problem II with a finite \( T^* \), there exists a constant \( C \sim (T^*)^2 \) such that
\[
|\bar{\varphi}^* - \bar{\varphi}_h^*|_{1,\Gamma_1} = |\bar{\varphi}^*_0 - \bar{\varphi}_{h,0}^*|_{1,\Gamma_1} \leq C \inf_{w \in V_h} |\bar{\varphi}^*_0 - w|_{1,\Gamma_1},
\]  
(7.7.5)

when \( h \) is small enough.

**Proof.** Let \( \eta \) be the best approximation of \( \bar{\varphi}^* \) on \( V_h \oplus \varphi_L \), i.e.,
\[
|\bar{\varphi}^* - \eta|_{1,\Gamma_1} = \inf_{w \in V_h \oplus \varphi_L} |\bar{\varphi}^* - w|_{1,\Gamma_1}.
\]

Then we have
\[
\langle (\bar{\varphi}^* - \eta)', w' \rangle = 0, \quad \forall \, w \in V_h,
\]
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where $\varphi^* - \eta \in H^1_0(\Gamma_1)$. Consider

$$
|\varphi_h^* - \eta|^2_{1, \Gamma_1} = \langle (\varphi_h^* - \varphi^*'), (\varphi_h^* - \eta)' \rangle_{\Gamma_1} + \langle (\varphi^* - \eta)', (\varphi_h^* - \eta)' \rangle_{\Gamma_1}
$$

$$
= \langle (\varphi_h^* - \varphi^*'), (\varphi_h^* - \eta)' \rangle_{\Gamma_1}
$$

$$
= -\left( \langle T^2(\varphi^*_h)\varphi_h^* - \hat{T}^2(\varphi^*)\varphi^* \rangle, A^2(\varphi_h^* - \eta) \right)_{\Gamma_1}
$$

$$
= -\left( \langle T^2(\varphi^*_h)\varphi_h^* - \hat{T}^2(\eta)\eta \rangle, A^2(\varphi_h^* - \eta) \right)_{\Gamma_1}
$$

$$
- \left( \langle \hat{T}^2(\eta)\eta - \hat{T}^2(\varphi^*)\varphi^* \rangle, A^2(\varphi_h^* - \eta) \right)_{\Gamma_1}
$$

$$
= I_1 + I_2. \quad (7.7.6)
$$

We look at $I_2$ first. Note that

$$
|\hat{T}^2(\eta) - \hat{T}^2(\varphi^*)| \\
= \frac{|\eta|^2_{1, \Gamma_1} - |\varphi^*|^2_{1, \Gamma_1}}{|A\eta|^2_{0, \Gamma_1} - |A\varphi^*|^2_{0, \Gamma_1}} \\
= \frac{|\eta|^2_{1, \Gamma_1} - |\varphi^*|^2_{1, \Gamma_1}}{|A\eta|^2_{0, \Gamma_1}} + \frac{|\varphi^*|^2_{1, \Gamma_1}(|A\varphi^*|^2_{0, \Gamma_1} - |A\eta|^2_{0, \Gamma_1})}{|A\eta|^2_{0, \Gamma_1}|A\varphi^*|^2_{0, \Gamma_1}} \\
\leq C_T(\eta, \varphi^*)|\eta - \varphi^*|_{1, \Gamma_1}, \quad (7.7.7)
$$

where

$$
C_T(\eta, \varphi^*) = \frac{|\eta|_{1, \Gamma_1} + |\varphi^*|_{1, \Gamma_1}}{|A\eta|^2_{0, \Gamma_1}} + \frac{|\varphi^*|^2_{1, \Gamma_1}(|A\varphi^*|^2_{0, \Gamma_1} - |A\eta|^2_{0, \Gamma_1})}{|A\eta|^2_{0, \Gamma_1}|A\varphi^*|^2_{0, \Gamma_1}} \\
$$

and $C_p$ is the Poincaré constant. Then we have

$$
|I_2| = \left| \left( \langle \hat{T}^2(\eta)\eta - \hat{T}^2(\varphi^*)\varphi^* \rangle, A^2(\varphi_h^* - \eta) \right)_{\Gamma_1} \right| \\
\leq \left| \left( \langle \hat{T}^2(\eta)\eta - \varphi^* \rangle, A^2(\varphi_h^* - \eta) \right)_{\Gamma_1} \right| \\
+ \left| \left( \langle \hat{T}^2(\eta) - \hat{T}^2(\varphi^*) \rangle \varphi^*, A^2(\varphi_h^* - \eta) \right)_{\Gamma_1} \right| \\
\leq (\hat{T}^2(\eta)C_p^2||A||^2 + C_T(\eta, \varphi^*)|A\varphi^*|_{0, \Gamma_1}||A||C_p)||\eta - \varphi^*|_{1, \Gamma_1}|\varphi_h^* - \eta|_{1, \Gamma_1} \\
= C_{I_2}(\eta, \varphi^*)|\eta - \varphi^*|_{1, \Gamma_1}|\varphi_h^* - \eta|_{1, \Gamma_1}. \quad (7.7.8)
$$
By the definition of $\eta$, we have

$$
\lim_{h \to 0} |\eta|_{1,\Gamma_1} = |\bar{\varphi}^*|_{1,\Gamma_1}, \quad \lim_{h \to 0} |A\eta|_{0,\Gamma_1} = |A\bar{\varphi}^*|_{0,\Gamma_1}.
$$

We then have

$$
\lim_{h \to 0} C I_2(\eta, \bar{\varphi}^*) = 2M + 3M^2,
$$

where $M = \|A\|_{C_p T_*}$.

We now look at $I_1$. Since $\lim_{h \to 0} \hat{T}(\bar{\varphi}_h^*) = \lim_{h \to 0} \hat{T}(\eta) = T^*$ and $T^* < \infty$, we know that when $h$ is small enough, $I_1 \sim -(T^*)^2 \langle (\bar{\varphi}_h^* - \eta), A^2(\bar{\varphi}_h^* - \eta) \rangle_{\Gamma_1} < 0$. Combining this fact with Equation (7.7.6) and (7.7.8), we have that for $h$ small enough there exists a constant $C > 2M + 3M^2$ such that

$$
|\bar{\varphi}_h^* - \eta|_{1,\Gamma_1} \leq C |\bar{\varphi}^* - \eta|_{1,\Gamma_1} = C \inf_{w \in V_h \oplus \varphi_L} |\bar{\varphi}^* - w|_{1,\Gamma_1}.
$$

The proof is complete. \hfill \Box

To this end, we obtain a similar a priori error estimate to that for Problem I with a fixed $T$. Since $T^*$ can be arbitrarily large, we know that the optimal convergence rate may degenerate when a boundary layer exists. Using Proposition 7.7.1, we can easily obtain the optimal convergence rate with respect to the error of action functional:

$$
|\hat{S}(\bar{\varphi}_h^*) - \hat{S}(\bar{\varphi}_h^*)| \sim |\delta^2 \hat{S}(\bar{\varphi}^*)| \sim |\bar{\varphi}_h^* - \bar{\varphi}^*|_{1,\Gamma_1}^2,
$$

where the second-order variation can be obtained with respect to the perturbation function $\delta \varphi = \bar{\varphi}^* - \bar{\varphi}_h^*$.

### 7.8 Numerical Experiments

We will use the following simple linear stochastic ODE system to demonstrate our analysis results

$$
\frac{dX(t)}{dt} = AX(t) dt + \sqrt{\varepsilon} dW(t),
$$

(7.8.1)
where

\[ A = B^{-1}JB = \begin{bmatrix} a & -b \\ b & a \end{bmatrix} \begin{bmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{bmatrix} \begin{bmatrix} a & b \\ -b & a \end{bmatrix}, \]

with \( a = 1/3, b = \sqrt{8}/3, \lambda_1 = -10, \) and \( \lambda_2 = -2. \) Then \( z = (0,0)^T \) is a stable fixed point. For the corresponding deterministic system, namely when \( \varepsilon = 0, \) and any given point \( X(0) = x \neq z \) in the phase space, the trajectory \( X(t) = e^{tA}x \) converges to \( z \) as \( t \to \infty. \) When noise exists, this trajectory is also the minimal action path \( \varphi^\ast \) from \( x \) to \( e^{tA}x \) with \( T^\ast = t, \) since \( V(x, e^{tA}x) = 0. \) Moreover, if the ending point is \( z, \) \( T^\ast = \infty. \) This obviously is not an exit problem, which is a typical application of MAM. However, it includes most of the numerical difficulties of MAM, and the trajectory can serve as an exact solution, which simplifies the discussions.

Consider the minimal action path from \( x \neq z \) to \( e^{tA}x \) such that \( T^\ast = t. \) Since the minimal action path corresponds to a trajectory, we can use the value of action functional as the measure of error with an optimal rate \( O(h^2) \sim O(N^{-2}) \) (see Equation (7.7.9)), where \( N \) is the number of elements. We will look at the following two cases:

(i). \( T^\ast \) is finite and small. According to Theorem 7.5.1, \( \bar{\varphi}_h \) converges to \( \varphi^\ast. \) Since \( T^\ast \) is small, according to Proposition 7.7.1, we expect optimal convergence rate of \( \bar{\varphi}_h \) as \( h \to 0. \)

(ii). \( T^\ast = \infty. \) We will compare the convergence behavior between tMAM and MAM with a fixed large \( T. \) According to Theorem 7.6.3, we have the convergence in \( \bar{C}_x^z. \) However, the convergence of this case is similar to that for a finite but large \( T^\ast, \) where we expect a deteriorated convergence rate.

Case (i):

Let \( x = (1,1). \) We use \( e^{A}x \) as the ending point such that \( T^\ast = 1. \) In figure 7.1 we plot the convergence behavior of tMAM with uniform linear finite element
Case (ii):

For this case, we still use $x = (1, 1)$ as the starting point. The ending point is chosen as $a = (0, 0)^T$ such that $T^* = \infty$. Except tMAM, we use MAM with a fixed $T$ to approximate this case, where $T$ is supposed to be large. In general, we do not have a criterion to define how large is enough because the accuracy is affected by two competing issues: 1) The fact that $T^* = \infty$ favors a large $T$; but 2) a fixed discretization favors a small $T$. This implies that for any given $h$, an “optimal” finite $T$ exists. For the purpose of demonstration, we choose $T = 100$, discretization. It is seen that the optimal convergence rate is reached for both action functional and $T^*$ estimated by $\hat{T}(\tilde{\phi}_h)$. 


FIGURE 7.2. [32] Convergence behavior of tMAM and MAM with a fixed $T$ for Case (ii). Left: errors of action functional; Right: estimated $T^*$ of tMAM, i.e., $\hat{T}(\tilde{\phi}_h)$. 
which is actually too large from the accuracy point of view. Let $\varphi^*_T(t)$ be the approximate MAP given by MAM with a fixed $T$. We know that $\varphi^*_T(s) = \varphi^*_T(t/T)$ yields a smaller action with the integration time $\hat{T}(\varphi^*_T(s))$. In this sense, no matter what $T$ is chosen, for the same discretization tMAM will always provide a better approximation than MAM with a fixed $T$. The reason we use an overlarge $T$ is to demonstrate the deterioration of convergence rate. In figure 7.2, we plot the convergence behavior of tMAM and MAM with $T = 100$ on the left, and the estimated $T^*$ given by tMAM on the right. It is seen that the convergence is slower than $O(N^{-2})$ as we have analyzed in section 7.7. For the same discretization, tMAM has an accuracy that is several orders of magnitude better than MAM with $T = 100$. In the right plot of figure 7.2, we see that the optimal integration time for a certain discretization is actually not large at all. This implies that MAM with a fixed $T$ for Case (ii) is actually not very reliable. In figure 7.3, we compare the MAPs given by tMAM and MAM with the exact solution $e^{tA}x$, where all symbols indicate the nodes of finite element discretization. First of all, we note that the number of effective nodes in MAM is small because of the scale separation of fast
dynamics and small dynamics. Most nodes are clustered around the fixed point. This is called a problem of clustering (see [25, 33] for the discussion of this issue). Second, if the chosen $T$ is too large, oscillation is observed in the paths given by MAM especially when the resolution is relatively low; on the other hand, tMAM does not suffer such an oscillation by adjusting the integration time according to the resolution. Third, although tMAM is able to provide a good approximation even with a coarse discretization, more than enough nodes are put into the region around the fixed point, which corresponds to the deterioration of convergence rate. To recover the optimal convergence rate, we need to resort to adaptivity (see [28, 33] for the construction of the algorithm).
Chapter 8
Temporal Minimum Action Method for Time Delayed System

8.1 Introduction of Large Deviation Principle for Stochastic Differential Delay Equations

In reality, some systems in physics, chemistry, biology, medicine, economics, engineering, etc., depend not only on the current state, but also on the past states (see e.g. [21]). In addition to the properties of transitions as rare events in stochastic delayed systems, the study of LDP provides us insight of the impact of delays on the systems.

The delay of a system can have memorial influence on the system in different ways, for example, discrete delays at finite previous points and distributed delay along a previous time interval. In this chapter, we will apply tMAM to the system with discrete delay. Without loss of generality, we consider delay at one previous point, i.e., the stochastic differential delay equation (SDDE)

\[
\begin{align*}
    dX_t &= b(X_t, X_{t-\tau}) \, dt + \sqrt{\varepsilon} \, dW_t, \quad t \in (0, T], \\
    X(t) &= f(t), \quad t \in [-\tau, 0],
\end{align*}
\]

(8.1.1)

where \( \tau \) is a positive constant, \( b(x, y) \) is Lipschitz continuous with respect to both \( x \) and \( y \), and \( X_t \in \mathbb{R}^n \). The solution of a time delayed system is not uniquely defined by the sole knowledge of the pointwise initial condition at \( t = 0 \) but by a functional initial condition \( f(\cdot) \) defined over the interval \( [-\tau, 0] \) [16]. In some literature, this is also referred to as a memory effect. Due to the dependence on a function instead of a point, Equation (8.1.1) is not a finite-dimensional system, but an infinite-dimensional one.
The large deviation principle for this SDDE is proved in [22] with the action functional
\[
S_T(\varphi) = \frac{1}{2} \int_0^T |\varphi'(t) - b(\varphi(t), \varphi(t - \tau))|^2 dt. \tag{8.1.2}
\]

To apply tMAM, we need to scale the time linearly, then rewrite \(S_T(\varphi)\) as
\[
S(T, \tilde{\varphi}) = \frac{T}{2} \int_0^1 \left| T^{-1}\tilde{\varphi}'(s) - b(\tilde{\varphi}(s), \tilde{\varphi}(s - \tau/T)) \right|^2 dt, \tag{8.1.3}
\]
and seek the optimal linear time scaling for \(\varphi\), where \(\tilde{\varphi}(s)\) is the linearly rescaled path of \(\varphi\) on \([0,1]\). However, we notice that comparing to a simple quadratic equation as in tMAM for systems without delays, \(T\) is coupled with the delay such that the optimality condition \(\partial_T S = 0\) yields a complicated nonlinear equation
\[
\partial_T S = \frac{1}{2} \langle b, b \rangle - \frac{1}{2} T^{-2} \langle \tilde{\varphi}'_s, \tilde{\varphi}'_s \rangle - \langle \nabla_2 b \tilde{\varphi}'_s T^{-1}\tau, T^{-1}\tilde{\varphi}'_s - b \rangle = 0, \tag{8.1.4}
\]
where \(\langle \cdot, \cdot \rangle\) denotes the inner product in \(L^2([0,1])\), \(\tilde{\varphi}_{s-\tau/T} = \varphi_s\) and \(\nabla_2 b\) indicates the gradient of \(b\) with respect to \(\varphi_s\). Although a root-finding algorithm is always possible, we expect to control \(T\) more explicitly, which is important for the development and understanding of the algorithm.

Note that if there is no delay, i.e., \(\tau = 0\), we have only one positive solution
\[
T = \frac{\langle \varphi'_s, \varphi'_s \rangle^{1/2}}{\langle b, b \rangle^{1/2}}, \tag{8.1.5}
\]
which is the same to the result in Chapter 7 as expected. We will use this rescaling time for our penalty method introduced in the next section, and we will see at the end of Section 8.4 that it is a good approximation for the exact optimal time \(T^*\).

### 8.2 Penalty Method

We investigate the penalty method by introducing an auxiliary unknown path \(\tilde{\psi}\) for the delayed function \(\tilde{\varphi}(s-\tau/T)\). The consistency between \(\varphi(t)\) and \(\varphi(t-\tau)\) will be maintained through a penalty term. This strategy will give us a more explicit control on \(T\).
We rewrite the action functional (8.1.3) as

\[ S(T, \varphi_s, \psi_s) = \frac{T}{2} \int_0^1 |T^{-1} \varphi_s' - b(\varphi_s, \psi_s)|^2 \, ds, \quad (8.2.1) \]

where we replace \( \bar{\varphi}_{s-\tau/T} \) by \( \bar{\psi}_s \). We introduce a point-wise constraint that \( \bar{\psi}_s = \bar{\varphi}_{\hat{s}} = \bar{\varphi}(s - \tau/T) \). We will use the penalty method to deal with this constraint. In other words, we define

\[ \hat{S}(T, \varphi_s, \psi_s) = \frac{T}{2} \int_0^1 |T^{-1} \varphi_s' - b(\varphi_s, \psi_s)|^2 \, ds + \frac{\beta^2 T}{2} \int_0^1 |\bar{\psi}_s - \bar{\varphi}_{\hat{s}}|^2 \, ds, \quad (8.2.2) \]

where \( 0 \neq \beta \in \mathbb{R} \). This way, we make \( \bar{\varphi}_s \) and \( \bar{\psi}_s \) independent and link them through the penalty term.

**Remark 8.2.1.** In fact, there are two kinds of penalty term:

\[ \frac{\beta^2}{2} \int_0^T |\psi_t - \varphi_{t-\tau}|^2 \, dt = \frac{\beta^2 T}{2} \int_0^1 |\bar{\psi}_s - \bar{\varphi}_{\hat{s}}|^2 \, ds \quad \text{and} \quad \frac{\beta^2}{2} \int_0^1 |\bar{\psi}_s - \bar{\varphi}_{\hat{s}}|^2 \, ds. \]

Here in this dissertation, we use the first one.

Assuming that \( \bar{\varphi}_s \) and \( \bar{\psi}_s \) in Equation (8.2.1) are independent, we can obtain an optimal linear time scaling in a similar way to the delay-free case. Taking the partial derivative of (8.2.1) with respect to the time variable \( T \), we have

\[ \frac{\partial S(T, \varphi_s, \psi_s)}{\partial T} = -\frac{1}{2T^2} \int_0^1 |\varphi_s'|^2 \, ds + \frac{1}{2} \int_0^1 |b(\varphi_s, \psi_s)|^2 \, ds = 0. \]

Then we get the optimal time \( \hat{T} \) of (8.2.1) as a functional of \( \bar{\varphi}_s \) and \( \bar{\psi}_s \)

\[ \hat{T}(\varphi_s, \psi_s) = \frac{\sqrt{\int_0^1 |\varphi_s'|^2 \, ds}}{\sqrt{\int_0^1 |b(\varphi_s, \psi_s)|^2 \, ds}} = \frac{\|\varphi'\|_{L^2([0,1])}}{\|b(\varphi, \psi)\|_{L^2([0,1])}}. \quad (8.2.3) \]
Substituting this optimal time to (8.2.2), we get the TMAM action functional on $L^2([0,1])$

$$
\hat{S}(\varphi_s, \psi_s) = \frac{\hat{T}(\varphi_s, \psi_s)}{2} \int_0^1 |\hat{T}(\varphi_s, \psi_s)^{-1} \varphi'_s - b(\varphi_s, \psi_s)|^2 ds + \frac{\beta^2 \hat{T}(\varphi_s, \psi_s)}{2} \int_0^1 |\psi_s - \varphi_s|^2 ds
$$

$$
= \|\varphi'\| \|b(\varphi, \psi)\| - \langle \varphi', b(\varphi, \psi) \rangle + \frac{\beta^2 \|\varphi'\|}{2\|b(\varphi, \psi)\|} \|\psi_s - \varphi_s\|^2,
$$

(8.2.4)

where $\| \cdot \|$ denotes the norm in $L^2([0,1])$, and $\hat{s} = s - \frac{\tau}{\hat{T}(\varphi_s, \psi_s)}$ is a functional of $\varphi_s$ and $\psi_s$.

Now, we have reformulated the optimization problem

$$
\min_{T>0} \min_{\varphi(t) \in H^1([0,T]), \varphi(0)=x_0, \varphi(T)=x_1} S_T(\varphi(t))
$$

(8.2.5)

into a new optimization problem

$$
\min_{\varphi(s), \psi(s) \in H^1([0,1]), \varphi(0)=x_0, \varphi(1)=x_1} \hat{S}(\varphi(s), \psi(s)).
$$

(8.2.6)

### 8.3 Variational Calculus with Delay for Finite Element Approximation

As discussed in [32], the Euler–Lagrange equation of this kind of action functional is a high-order nonlinear and singular PDE, which is very difficult to solve. So we still consider the minimization problem itself directly and use a variational approach. In [32], we gave a finite element approximation framework and provide the analysis of its convergence. We showed that this framework is efficient for a system without delay no matter that the optimal transition time is finite or infinite. We still use the same framework for discretizing the action functional (8.1.2) and its reformulation (8.2.4).
Suppose that we have a finite dimensional approximation space $V_h \subset H^1([0, 1])$ spanned by $\{\bar{\varphi}_i(s), \bar{\psi}_l(s); 1 \leq i \leq M, 1 \leq l \leq N\}$ such that

$$\bar{\varphi}(s) = \sum_{i=1}^{M} x_i \bar{\varphi}_i(s), \quad \bar{\psi}(s) = \sum_{l=1}^{N} y_l \bar{\psi}_l(s),$$

where $x_i, y_l \in \mathbb{R}^n$. We then have the discretized version of Problem (8.2.6)

$$\min_{\bar{\varphi}(s), \bar{\psi}(s) \in V_h, \bar{\varphi}(0) = x_0, \bar{\varphi}(1) = x_1} \hat{S}(\bar{\varphi}(s), \bar{\psi}(s)). \quad (8.3.1)$$

Since most modern optimization algorithms require the gradient, we now compute the gradient of the discretized action functional in (8.3.1) using a variational approach. Let

$$\delta \bar{\varphi}(t) = \sum_{i=1}^{M} \delta x_i \bar{\varphi}_i(s), \quad \delta \bar{\psi}(s) = \sum_{l=1}^{N} \delta y_l \bar{\psi}_l(s),$$

where $\delta x_i, \delta y_l \in \mathbb{R}^n$. Then

$$\delta \hat{S}(\bar{\varphi}, \bar{\psi}) = \left\langle \frac{\delta \hat{S}}{\delta \bar{\varphi}}, \delta \bar{\varphi} \right\rangle + \left\langle \frac{\delta \hat{S}}{\delta \bar{\psi}}, \delta \bar{\psi} \right\rangle$$

$$= \sum_{i=1}^{M} \left\langle \frac{\delta \hat{S}}{\delta \bar{\varphi}}, \delta x_i \bar{\varphi}_i(s) \right\rangle + \sum_{l=1}^{N} \left\langle \frac{\delta \hat{S}}{\delta \bar{\psi}}, \delta y_l \bar{\psi}_l(s) \right\rangle.$$  

Consider a particular choice of $\delta \bar{\varphi}$, whose coefficients are equal to zero except the $j$th component $\delta x_{i,j}$ of $\delta x_i$. Then we have

$$\delta \hat{S} = \left\langle \frac{\delta \hat{S}}{\delta \bar{\varphi}}, \bar{\varphi}_i(s) e_j \right\rangle \delta x_{i,j},$$

which implies that

$$(\nabla \hat{S}(\bar{\varphi}, \bar{\psi}))_{k(i,j)} = \frac{\partial \hat{S}}{\partial x_{i,j}} = \left\langle \frac{\delta \hat{S}}{\delta \bar{\varphi}}, \bar{\varphi}_i(s) e_j \right\rangle,$$  

where $e_j$ is the unit vector in $\mathbb{R}^n$ with its $j$th component being 1 and the rest being 0, and $k(i, j)$ is a global index for the variable $\bar{\varphi}$ uniquely determined by $i = 1, 2, \ldots, M$ and $j = 1, 2, \ldots, n$. The same is for $\frac{\partial \hat{S}}{\partial y_{l,j}}$:

$$(\nabla \hat{S}(\bar{\varphi}, \bar{\psi}))_{k(l,j)} = \frac{\partial \hat{S}}{\partial y_{l,j}} = \left\langle \frac{\delta \hat{S}}{\delta \bar{\psi}}, \bar{\psi}_l(s) e_j \right\rangle,$$  

(8.3.3)
where $k(l, j)$ is a global index for the variable $\bar{\psi}$.

Now, we introduce the finite element approximation space. Note that the variable $\bar{\varphi} \in H^1([0, 1])$ is subject to the boundary condition $\bar{\varphi}(0) = x_0$ and $\bar{\varphi}(1) = x_1$. Then $\bar{\varphi}(s) - l(s) \in H^1_0([0, 1])$, where $l(s) = x_0 + s(x_1 - x_0)$ is the linear path connecting $x_0$ and $x_1$. The variable $\bar{\psi}$ that replaces the delay part of $\bar{\varphi}$ doesn’t need to satisfy the boundary condition. So $\bar{\varphi} \in H^1_0([0, 1]) + l$ and $\bar{\psi} \in H^1([0, 1])$. While the higher order techniques can be considered, we use the linear finite elements here. Let $T_h : 0 = s_0 < s_1 < \cdots < s_N = 1$ be a partition of the interval $[0, 1]$. We define the linear finite element spaces

$$U_h \subset H^1_0([0, 1]), \quad W_h \subset H^1([0, 1]),$$

and the admissible set

$$V_h = (U_h \times W_h) + (l, 0)$$

for $(\bar{\varphi}, \bar{\psi})$. Let $\{\bar{\varphi}_i\}_{i=1}^{N-1}$ be the basis for $U_h$ and $\{\bar{\psi}_l\}_{l=1}^{N+1}$ be the basis for $W_h$. Then the variables $(\bar{\varphi}, \bar{\psi})$ can be approximated as

$$(\bar{\varphi}, \bar{\psi}) \approx (\bar{\varphi}_h, \bar{\psi}_h) = (\sum_{i=1}^{N-1} x_i \bar{\varphi}_i + l, \sum_{l=1}^{N+1} y_l \bar{\psi}_l).$$

Then the discretized action functional in (8.3.1) has the form

$$\hat{S}(\bar{\varphi}_h, \bar{\psi}_h) = \|\bar{\varphi}'_h\|b(\bar{\varphi}_h, \bar{\psi}_h) - \langle \bar{\varphi}'_h, b(\bar{\varphi}_h, \bar{\psi}_h) \rangle + \frac{\beta^2 \|\bar{\varphi}'_h\|}{2\|b(\bar{\varphi}_h, \bar{\psi}_h)\|} \|\bar{\psi}_h(s) - \bar{\varphi}_h(s - \frac{\tau}{T(\bar{\varphi}_h, \bar{\psi}_h)})\|^2.$$

### 8.4 Computation of the Gradient of $\hat{S}$

Let $(\bar{\varphi}^*_h, \bar{\psi}^*_h) = (\sum_{i=1}^{N-1} x^*_i \bar{\varphi}_i(s) + l(s), \sum_{l=1}^{N+1} y^*_l \bar{\psi}_l(s))$ be the finite element approximation of the minimizer $(\bar{\varphi}^*, \bar{\psi}^*)$ for the minimal action path $\varphi^*$. Then the finite element coefficients $x_{i,j}$ and $y_{l,j}$ will satisfy the problem

$$\hat{S}(\bar{\varphi}^*_h, \bar{\psi}^*_h) = \min_{(\bar{\varphi}_h, \bar{\psi}_h) \in V_h} \hat{S}(\bar{\varphi}_h, \bar{\psi}_h) = \min_{x_{i,j}, y_{l,j} \in \mathbb{R}} \hat{S}(x_{i,j}, y_{l,j}). \quad (8.4.1)$$
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Now, we derive the partial derivatives $\partial \hat{S}/\partial x_{i,j}$ and $\partial \hat{S}/\partial y_{l,j}$. First, we have

$$b(\bar{\varphi} + \delta \bar{\varphi}, \bar{\psi} + \delta \bar{\psi}) = b(\bar{\varphi}, \bar{\psi}) + \nabla_1 b(\bar{\varphi}, \bar{\psi})\delta \bar{\varphi} + \nabla_2 b(\bar{\varphi}, \bar{\psi})\delta \bar{\psi} + O(\|\delta \bar{\varphi}\|^2 + \|\delta \bar{\psi}\|^2),$$

where $\delta \bar{\varphi}$ and $\delta \bar{\psi}$ are small perturbations of $\bar{\varphi}$ and $\bar{\psi}$, respectively, and $\nabla_1 b$ and $\nabla_2 b$ are the gradients of $b$ with respect to the first and second variables. Then we get

$$\hat{S}(\bar{\varphi} + \delta \bar{\varphi}, \bar{\psi}) - \hat{S}(\bar{\varphi}, \bar{\psi})$$

$$= \frac{(\|\delta \bar{\varphi}\| - \|\delta \bar{\varphi}\|^2)\|b(\bar{\varphi}, \bar{\psi})\| + \|\delta \bar{\varphi}\|\|b(\bar{\varphi} + \delta \bar{\varphi}, \bar{\psi})\| - \|b(\bar{\varphi}, \bar{\psi})\|}{2\|b(\bar{\varphi}, \bar{\psi})\|}$$

$$+ \frac{\beta^2\|\delta \bar{\varphi}\|}{2\|b(\bar{\varphi}, \bar{\psi})\|^2} (\|b(\bar{\varphi} + \delta \bar{\varphi}, \bar{\psi})\| - \|b(\bar{\varphi}, \bar{\psi})\|)\|\bar{\psi} - \bar{\varphi}(s - \tau/\hat{T}(\bar{\varphi}, \bar{\psi}))\|^2$$

$$+ \frac{\beta^2\|\delta \bar{\varphi}\|}{2\|b(\bar{\varphi} + \delta \bar{\varphi}, \bar{\psi})\|} \frac{\|\bar{\varphi} - \bar{\varphi}(s - \tau/\hat{T})\|^2}{\hat{T}} (\hat{T}(\bar{\varphi} + \delta \bar{\varphi}, \bar{\psi}) - \hat{T}(\bar{\varphi}, \bar{\psi}))$$

$$+ O(\|\delta \bar{\varphi}\|^2 + \|\delta \bar{\varphi}\|^2),$$

with

$$\|\delta \bar{\varphi}\| - \|\delta \bar{\varphi}\|^2 = \frac{1}{\|\delta \bar{\varphi}\|} \langle \delta \bar{\varphi}, \delta \bar{\varphi} \rangle + O(\|\delta \bar{\varphi}\|^2),$$

$$\|b(\bar{\varphi} + \delta \bar{\varphi}, \bar{\psi})\| - \|b(\bar{\varphi}, \bar{\psi})\| = \frac{1}{\|b(\bar{\varphi}, \bar{\psi})\|} (\|b(\bar{\varphi}, \bar{\psi})\| \|\delta \bar{\varphi}\| + O(\|\delta \bar{\varphi}\|^2),$$

$$\langle \delta \bar{\varphi}, \delta \bar{\varphi} \rangle = \langle \delta \bar{\varphi}, \delta \bar{\varphi} \rangle + O(\|\delta \bar{\varphi}\|^2),$$

$$\hat{T}(\bar{\varphi} + \delta \bar{\varphi}, \bar{\psi}) - \hat{T}(\bar{\varphi}, \bar{\psi})$$

$$= \frac{1}{\|b(\bar{\varphi}, \bar{\psi})\|} (\|b(\bar{\varphi}, \bar{\psi})\| - \|\delta \bar{\varphi}\| - \|\delta \bar{\varphi}\| - \|b(\bar{\varphi}, \bar{\psi})\|)$$

$$+ \frac{\delta\|\bar{\psi} - \bar{\varphi}(s - \tau/\hat{T})\|^2}{\hat{T}} = -\frac{\tau}{\hat{T}^2} \langle \bar{\psi} - \bar{\varphi}(s - \tau/\hat{T}), \varphi'(s - \tau/\hat{T}) \rangle.$$
Combining the equations above and simplifying, we have

\[
\frac{\partial \hat{S}}{\partial x_{i,j}} = \hat{T} \left\langle \frac{1}{\hat{T}} \hat{\varphi}' - b(\bar{\varphi}, \bar{\psi}), \frac{1}{\hat{T}} \hat{\varphi}' e_j - \nabla_1 b(\bar{\varphi}, \bar{\psi}) \bar{\varphi} e_j \right\rangle - \beta^2 \left\langle \bar{\psi} - \varphi(s - \frac{\tau}{\hat{T}}), \varphi(s - \frac{\tau}{\hat{T}}) e_j \right\rangle \\
- \frac{\tau \beta^2}{\|\bar{\varphi}'\|^2} \left\langle \bar{\psi} - \varphi(s - \frac{\tau}{\hat{T}}), \varphi'(s - \frac{\tau}{\hat{T}}) \right\rangle \left( \frac{1}{\hat{T}} \langle \hat{\varphi}', \hat{\varphi}' e_j \rangle - \hat{T} \left\langle b(\bar{\varphi}, \bar{\psi}), \nabla_1 b(\bar{\varphi}, \bar{\psi}) \bar{\varphi} e_j \right\rangle \right).
\]

(8.4.2)

Similarly, we have

\[
\frac{\partial \hat{S}}{\partial y_{l,j}} = -\hat{T} \left\langle \frac{1}{\hat{T}} \hat{\varphi}' - b(\bar{\varphi}, \bar{\psi}), \nabla_2 b(\bar{\varphi}, \bar{\psi}) \bar{\psi} e_j \right\rangle + \beta^2 \left\langle \bar{\psi} - \varphi(s - \frac{\tau}{\hat{T}}), \bar{\psi} e_j \right\rangle \\
+ \frac{\tau \beta^2}{\|\bar{\varphi}'\|^2} \left\langle \bar{\psi} - \varphi(s - \frac{\tau}{\hat{T}}), \varphi'(s - \frac{\tau}{\hat{T}}) \right\rangle \left( \frac{1}{\hat{T}} \langle \hat{\varphi}', \hat{\varphi}' e_j \rangle - \hat{T} \left\langle b(\bar{\varphi}, \bar{\psi}), \nabla_2 b(\bar{\varphi}, \bar{\psi}) \bar{\psi} e_j \right\rangle \right).
\]

(8.4.3)

With the computation of the gradient, we can use a gradient-type optimization algorithm, such as conjugate gradient, stochastic gradient method or BFGS, to solve the dicretized problem (8.3.1) (or (8.4.1)). Once the minimizer \((\bar{\varphi}^*_h, \bar{\psi}^*_h)\) or the minimal action path \(\bar{\varphi}^*_h\) is obtained, the optimal integration time can be approximated by

\[
\hat{T}^*_h \approx \hat{T}(\bar{\varphi}^*_h, \bar{\varphi}^*_h(s - \tau/\hat{T})) = \frac{\|\bar{\varphi}'\|}{\|b(\bar{\varphi}^*_h, \bar{\varphi}^*_h(s - \tau/\hat{T}))\|},
\]

or

\[
\hat{T}^*_h \approx \hat{T}(\bar{\varphi}^*_h, \bar{\psi}^*_h) = \frac{\|\bar{\varphi}'\|}{\|b(\bar{\varphi}^*_h, \bar{\psi}^*_h)\|}.
\]

8.5 Numerical Examples

We verify our method using the same system with different delays. We consider in this section the stochastic delayed system (8.1.1) with \(b(x, y) = Ax + By\), where

\[
A = \begin{bmatrix}
-1 & 0 \\
0 & -5
\end{bmatrix}, \quad B = \begin{bmatrix}
-1 & 0 \\
0 & -1
\end{bmatrix}.
\]
Example 8.5.1. Suppose $\tau = 1, T = 2, f(t) = (t, t)$, i.e., the delay is simply linear. We use our method in Section 8.2 to find the minimal action path numerically. The left plot in Figure 8.1 shows the approximate minimal action path with $n = 16$ and $n = 32$ nodes. For this simple case, the solution is already close to the exact solution when $n = 16$.

The approximate time scaling are $\hat{T}_{16} \approx 1.90$ and $\hat{T}_{32} \approx 1.97$. The corresponding minimum actions are $\hat{S}_{16} \approx 4.90e-3$ and $\hat{S}_{32} \approx 1.23e-3$, respectively. This means that as the mesh refines, the approximate optimal time scaling converges to the optimal time scaling $T^* = 2$, and the discrete action decreases to the minimum action $S^* = 0$.

Example 8.5.2. Suppose $\tau = 1, T = 2, f(t) = (t^2, -t^2)$, i.e., the delay is nonlinear. We apply our method in Section 8.2 to solve the problem numerically. The right plot in Figure 8.1 shows the approximate minimal action path with $n = 16$ and $n = 32$ nodes. For this case, we can see that the solution for $n = 16$ is still far away from the exact solution. But when $n = 32$, the solution is close to the exact solution. This shows an obvious comparison between different numbers of nodes.

The approximate time scaling are $\hat{T}_{16} \approx 1.44$ and $\hat{T}_{32} \approx 1.85$. This also shows an obvious convergence of the approximate optimal time scaling to the optimal.
time scaling $T^* = 2$ as the mesh refines. The corresponding minimum actions are $\hat{S}_{16} \approx 8.75e - 3$ and $\hat{S}_{32} \approx 1.36e - 3$, respectively. This presents the decrease of discrete action to the minimum action $S^* = 0$.

*Remark* 8.5.3. It is worth to point out that the convergence rate of the method with uniform mesh and linear elements is very slow. So we need to develop the algorithm by adaptive method (see [28, 33], and also see the discussion at the end of Section 7.8).
References


Vita

Jiayu Zhai was born in June 1986, in Weifang, Shandong Province, China. He finished his undergraduate studies at Ludong University in July 2009. He earned a master of science degree in mathematics from Shanghai University in July 2012. In August 2012, he came to Louisiana State University to pursue graduate studies in mathematics. He earned a master of science degree in mathematics from Louisiana State University in May 2014. He is currently a candidate for the degree of Doctor of Philosophy in mathematics, which will be awarded in May 2018.