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This work deals with the Fourier transform over finite fields. A notion of minimal function for the Fourier transform is defined. The minimal functions are shown to be a generalization of the famous Legendre symbol \( \mathbb{P} \). The minimal functions are studied here in terms of group actions, allowing both upper and lower estimates on the size of the set of all minimal functions. These estimates are sufficient to settle a conjecture of O.C. McGehee on the number of minimal functions.
INTRODUCTION

This work was motivated by a paper of O. C. McGehee dealing with the Fourier transform over finite fields. The problems and techniques in that paper are from analysis. In this dissertation, McGehee's problem is considered from the point of view of algebra.

Let $p$ be a prime, $p \neq 2$, $n$ a natural number, and let $(\mathbb{F}_{pn}, +)$ denote the additive group of the finite field $\mathbb{F}_{pn}$.

McGehee considers functions

$$\mu : (\mathbb{F}_{pn}, +) \longrightarrow (0, 1, -1)$$

with $\mu(x) = 0$ if and only if $x = 0$.

The Fourier transform $\hat{\mu}$ of $\mu$ is a function on additive characters $\chi : \mathbb{F}_{pn} \longrightarrow \mathbb{C}$. The norm of $\mu$ is defined to be the sup norm of $\hat{\mu}$, and it satisfies $\| \mu \| \leq p^{n/2}$.

A function $\mu$ is said to be minimal if $\| \mu \| = p^{n/2}$. The basic example of a minimal function is the \textit{quadratic function} $\chi$.
defined by: \( \psi(x) = 1 \) for \( x \) a nonzero square, \( \psi(x) = -1 \) for \( x \) nonsquare, and \( \psi(0) = 0 \).

McGehee's question is to describe the minimal functions, or at least to count them. When \( n = 1 \) or \( 2 \), McGehee gave a complete count of the minimal functions.

Chapter 1 contains basic material. Following McGehee, Plancherel's formula is used to prove \( \| \mu \| \leq p^{n/2} \) for any of the functions under consideration.

In Chapter 2 we consider the problem from the point of view of group rings. Any function on a group \( G \) with values on a ring \( K \) can be regarded as an element in the group ring \( KG \). Since 0, 1, -1 are rationals integers, the minimal functions "live" in the group ring \( ZG \) over the group \( G = (\mathbb{F}_p n \ , +) \).

It seems reasonable to think that the study of \( ZG \) should shed some light on the minimal functions on \( G \). For example the product in the group ring corresponds precisely to the convolution of functions on \( G \), explaining the standard but some-
what mysterious appearance of convolutions in the study of Fourier transforms. Moreover McGehee has shown that

$$\sum_{g \in G} \mu(g) = 0$$
whenever \( \mu \) is a minimal function, and this means that the minimal functions on \( G \) lie in the augmentation ideal \( IG \) of \( ZG \), i.e. each minimal \( \mu = \sum_{g \in G} \mu(g) g \) lies in the kernel of the map \( \varepsilon : ZG \rightarrow Z \), \( \varepsilon(\mu) = \sum_{g \in G} \mu(g) \).

Now, \( ZG \) is contained in \( \mathbb{Q}()G \) where \( \mathbb{Q}() \) is the \( p \)-th cyclotomic field, generated over \( \mathbb{Q} \) by a \( p \)-th root of unity \( \zeta \).

Algebraically, \( \mathbb{Q}()G \) decomposes as a direct sum of its simple factors. Standard techniques from algebra give a decomposition of \( \mathbb{Q}()G \) and, via the Perlis - Walker theorem, even a decomposition of the rational group ring \( \mathbb{Q}G \). This is explained in Chapter 2.

The integral group ring \( ZG \) is an order but unfortunately not a maximal order in \( \mathbb{Q}G \).
So chapter 2 is to suggest that one could perhaps account algebraically for the minimal functions if we could descend from \( G \) to \( ZG \) and then from \( ZG \) to the subset of functions with coefficients 0, 1, and -1. That remains to be done. The best we can say is that the group-ring point of view allows a new proof that, when \( n \) is even, minimal functions have the property that \( \mu(x)/\Psi(x) = \mu(cx)/\Psi(cx) \) for all \( c \) in \( F_p^* \) where \( \Psi \) is the quadratic function.

From this it follows that there is a function \( \rho \) in \( F_p^n \), with \( \mu(x) = \rho(x) \Psi(x) \) and \( \rho \) constant on lines through the origin i.e. \( \rho(cx) = \rho(x) \) for all \( c \) in \( F_p^* \). This is the basic relation connecting minimal functions \( \mu \) to the quadratic function \( \Psi \). It means that we can find all \( \mu \) by identifying the necessary restrictions on \( \rho \).

Chapter 3 contains some methods to produce minimal functions. The basic idea here consists of studying group actions
on the set of minimal functions.

By showing that $\text{GL}_n(F_p)$ acts on the set of minimal functions, we conclude that there are enough minimal functions to verify a conjecture of McGehee, which says that for $n > 1$ the number of minimal functions is greater than two. We show that for any $n \geq 1$ the number of minimal functions is at least $2^n$.

When $n = 2$ and $p \neq 3, 5$ we show that $\text{GL}_2(F_p)$ does not act transitively on the set of minimal functions (see section 3, of Chapter 3).

However when $n = 2$ we found a group even larger than $\text{GL}_2(F_p)$. If $G = (F_p^n, +)$, then $G$ is a vector space over $F_p$ and can be considered as a union of lines through the origin. Then the group $P_2$ of all permutations $\sigma$ of $G$, taking $0$ to $0$ and lines to lines, acts transitively on the minimal functions. Thus we obtain all minimal functions from the $P_2$-orbit of the quadratic function $\varphi$.

In general when $n = 2m$ is even, then the finite field $F_p$
\( \mathbb{F}_{p^{2m}} \) contains the subfield \( K = \mathbb{F}_{p^n} \), and \( G = ( \mathbb{F}_{p^{2m}}, + ) \) can be considered to be a \( K \)-vector space, and thus \( \mathbb{F}_{p^{2m}} \) is a union of \( K \)-lines through the origin. As before, we consider the group \( P_2(K) \) of permutations of \( \mathbb{F}_{p^{2m}} \) taking 0 to 0 and \( K \)-lines to \( K \)-lines. It is not known whether \( P_2(K) \) acts transitively on minimals when \( n > 2 \). But we can say that the action of \( P_2(K) \) gives that the number \( N_0 \) of minimal functions satisfies

\[
N_0 \geq \left[ \frac{t}{t/2} \right],
\]

where the binomial coefficient is computed with \( t = p^m + 1 \).

For example, when \( p = 7 \) and \( n = 6 \) we see

\[
N_0 \geq \left[ \frac{344}{172} \right],
\]

which is a number with over 100 digits.

Finally using numerical computations, we make a conjec-
ture for the size of the $GL_n$-orbit of the quadratic function.

This new conjecture has been numerically verified in all the easily-computable cases. Its statement is simple enough to give here:

conjecture: If $\sigma$ is an invertible $\mathbb{F}_p$-linear map on the finite field $L = \mathbb{F}_p^n$ and if $\sigma$ satisfies

1. $\sigma(1) = 1$

2. $\sigma(L^2) = L^2$,

then $\sigma(xy) = \sigma(x) \sigma(y)$ for all $x, y$ in $L = \mathbb{F}_p^n$.

This conjecture seems to be of independent interest.
CHAPTER 1
MINIMAL FUNCTIONS OVER FINITE FIELDS

1. FOURIER ANALYSIS

We start by considering a finite field $\mathbb{F}_q$, with $q = p^n$
where $p$ is a prime number $p \neq 2$, and $n$ a positive integer. Denote by
$G$ the additive group of $\mathbb{F}_q$, and let $\mathbb{C}^*$ be the multiplicative
group of the complex numbers.

A character on $G$, as a homomorphism $\varphi : G \rightarrow \mathbb{C}^*$ from
the additive group $G$ to the multiplicative group $\mathbb{C}^*$

Thus $\varphi(0) = 1$, and for all $a$ in $G$, the image $\varphi(a)$ is

a $p$-th root of unity. In particular $\varphi(s) = \varphi(-s)$.

The trivial character $\chi_0$ is the map given by $\chi_0(a) = 1$
for all $a$ in $G$.

The set of all characters becomes a group under the
multiplication of functions.
The group of all characters, denoted by \( \hat{G} \), is called the dual group of \( G \).

The trace homomorphism on \( F_q \) is defined as the additive map

\[
\text{tr} : F_q \rightarrow F_p
\]

\[
\text{tr}(x) = \sum_{i=1}^{n} \sigma_i(x);
\]

where \( \sigma_i \) runs over the Galois group of \( F_q \mid F_p \).

The trace induces a non-singular bilinear form:

\[
\langle \cdot , \cdot \rangle : F_q \times F_q \rightarrow F_p.
\]

\[
\langle x, y \rangle = \text{tr}(xy).
\]

Now, using this bilinear form, it is possible to identify \( G \) with its dual. Let \( g \) be an element in \( G \), let \( \xi \) be a primitive \( p \)-th root of unity, and put \( \psi_g(x) = \xi^{\langle x, g \rangle} \).

It is easy to show that \( \psi_g \) is a character on \( G \), and the map \( g \rightarrow \psi_g \) from \( G \) to \( \hat{G} \) is in fact a group isomorphism.

From this one obtain the following result:
(1.1) Theorem: Let \( \psi : G \to \mathbb{C}^* \) be any character then there exists a unique \( g \) on \( G \) such that, for all \( a \) in \( G \)
\[
\psi(a) = \zeta \langle a, g \rangle, \quad \zeta \text{ a } p\text{-th root of unity}.
\]
\[\square\]

(1.2) Definition: Let \( f : G \to \mathbb{C} \) be a function, and let \( \psi \) be a character on \( G \). The Fourier transform of \( f \) is the function \( \hat{f} : \hat{G} \to \mathbb{C} \) given by
\[
\hat{f}(\psi) = \sum_{g \in G} f(g) \psi(g).
\]
for \( \psi \) in \( \hat{G} \).

(1.3) Theorem (Plancherel): Let \( f : G \to \mathbb{C} \) be any function, and \( \hat{G} \) the dual group of \( G \). Then we have:
\[
\sum_{\psi \in \hat{G}} |\hat{f}(\psi)|^2 = |G| \sum_{g \in G} |f(g)|^2.
\]
Proof: Consider a character \( \psi \) on \( G \). Then
\[
|\hat{f}(\psi)|^2 = \hat{f}(\psi) \cdot \hat{f}(\psi).
\]
\[
= \left[ \sum_{g \in G} f(g) \psi(g) \right] \cdot \left[ \sum_{s \in G} \overline{f(s)} \psi(s) \right].
\]
\[ \sum_{g,s \in G} f(g) \overline{f(s)} \varphi(g-s) \], since

\[ \varphi(g) \overline{\varphi(s)} = \varphi(g-s) \]. After rearranging the summands we get

\[ |\hat{f}(\varphi)|^2 = \sum_{g \in G} f(g) \overline{f(g)} + \sum_{g \neq s \in G} f(g) \overline{f(s)} \varphi(g-s). \]

\[ = \sum_{g \in G} |f(g)|^2 + \sum_{g \neq s \in G} f(g) \overline{f(s)} \varphi(g-s). \]

Summing over all \( \varphi \) in \( \hat{G} \) on both sides, we get:

\[ \sum_{\varphi \in \hat{G}} |\hat{f}(\varphi)|^2 = |\hat{G}| \sum_{g \in G} |f(g)|^2 + \sum_{g \neq s \in G} f(g) \overline{f(s)} \sum_{\varphi \in \hat{G}} \varphi(g-s). \]

For \( s \) and \( g \) fixed and distinct, the last sum is zero.

Therefore we obtain

\[ \sum_{\varphi \in \hat{G}} |\hat{f}(\varphi)|^2 = |\hat{G}| \sum_{g \in G} |f(g)|^2 \]

Which is the statement of the theorem. \( \Box \)

(1.4) Definition: Let \( f : G \rightarrow \mathbb{C} \) be any function.

The norm of \( f \) is defined as

\[ \| f \| = \text{Sup}_{\varphi \in \hat{G}} |\hat{f}(\varphi)|. \]
Remark If \( f \) is a function on \( G \) put \( M = \operatorname{Sup}_{g \in G} |f(g)| \),
then we obtain:

\[
|\sum_{g \in G} f(g) \varphi(g)| \leq M \sum_{g \in G} |\varphi(g)|
\]

Using \( |\varphi(g)| \leq 1 \), for all \( g \in G \), gives

\[ |f| \leq |M| |G| .\]

2. McGehee's Problem

Consider the functions \( G \rightarrow \mathbb{C} \) given by

\[
f: G \rightarrow \{0, 1, -1\},
\]
and such that \( f(g) = 0 \) if and only if \( g = 0 \)

The set of these functions will be denoted by \( M \).

1.5 Definition: A function \( f \) in \( M \) is called a minimal function on \( G \) if \( |f| \leq |h| \), for all \( h \) in \( M \).

McGehee's problem is: Given \( G \), find the number of minimal functions.

Next, we introduce some definitions and basic results from Fourier analysis in order to find conditions on minimal
(1.6) Definition: Let $f$ and $h$ be two complex-valued functions on $G$. The convolution of $f$ and $h$ is the function $f \ast h$ given by:

$$f \ast h(x) = \sum_{g \in G} f(x-g)h(g), \text{ for all } x \in G$$

(1.7) Definition: Let $f : G \rightarrow \mathbb{C}$. Then $\hat{f}$ is the function $\hat{f} : G \rightarrow \mathbb{C}$ given by $\hat{f}(x) = \overline{f(-x)}$.

The following well known relations between Fourier transforms and convolutions can be found in the book of Graham and McGehee [G-M].

(1.8) Lemma: Let $f$, $h$ be functions on $G$ with values on $\mathbb{C}$. Then we have:

1) $\hat{\hat{f}} = \overline{f}$

2) $(f \ast h) = \hat{f} \cdot \hat{h}$. 
proof: i) Let $\varphi$ be in $\hat{G}$. Then

$$\hat{\hat{\varphi}}(\varphi) = \sum_{g \in G} \hat{\varphi}(g) \varphi(g)$$

$$= \sum_{g \in G} \frac{\varphi(-g)}{f(-g)} \varphi(g).$$

$$= \sum_{g \in G} \frac{\varphi(g)}{f(-g)} \varphi(-g).$$

$$= \left[ \sum_{g \in G} f(g) \varphi(g) \right] \varphi(g).$$

$$= \hat{\varphi}(\varphi).$$

Thus we have shown $\hat{\hat{\varphi}} = \hat{\varphi}$.

ii) Let $\varphi$ be in $\hat{G}$. Then

$$\hat{\varphi}(\varphi) = \sum_{g \in G} \varphi(g)$$

$$= \sum_{g \in G} \left[ \sum_{x \in G} \left[ \sum_{g-x \in G} f(g-x) h(x) \right] \varphi(g) \right] \varphi(g).$$

Make $g - x = t$ in the last sum, to obtain
\[
(f * h)(\varphi) = \sum_{x \in G} \sum_{t \in G} f(t) h(x) \varphi(x + t)
\]

\[
= \sum_{x \in G} \sum_{t \in G} f(t) h(x) \varphi(x) \varphi(t)
\]

\[
= \left( \sum_{t \in G} f(t) \varphi(t) \right) \left( \sum_{x \in G} h(x) \varphi(x) \right)
\]

\[
= \hat{\varphi} \left( \varphi \right) \hat{h} \left( \varphi \right).
\]

Therefore \( f * h = \hat{\varphi} \hat{h} \) as we claimed.

**iii)** In particular, putting \( h = \overline{\varphi} \) in ii) gives

\[
(f * \overline{\varphi})(\varphi) = \hat{\varphi}(\varphi) \overline{\hat{\varphi}(\varphi)}(\varphi).
\]

\[
= \hat{\varphi}(\varphi) \overline{\hat{\varphi}(\varphi)}(\varphi). \quad \text{(by i).}
\]

\[
= |\hat{\varphi}(\varphi)|^2.
\]

That finishes the proof. □

**(1.9) Lemma:** Let \( f : G \rightarrow \mathbb{C} \), and define:

\[
c(t) = f * \overline{\varphi(t)}, \text{ for } t \in G.
\]

Then we have

\[
\sum_{t \in G} c(t) = |\sum_{s \in G} f(s)|^2
\]
proof: Consider

$$\sum_{t \in G} c(t) = \sum_{t \in G} f \ast f(t)$$

$$= \sum_{t \in G} \sum_{s \in G} f(t-s) \overline{f(s)}$$

$$= \sum_{t \in G} \sum_{s \in G} f(t-s) f(-s)$$

Writing $g = t-s$, we get

$$\sum_{t \in G} c(t) = \sum_{g \in G} \sum_{s \in G} f(g) \overline{f(-s)}.$$  

$$= \left[ \sum_{g \in G} f(g) \right] \left[ \sum_{s \in G} f(s) \right]$$

$$= \left| \sum_{s \in G} f(s) \right|^2. \quad \square$$

McGehee found the following criterion for minimality (see [M]).

(1.10) Lemma: For $f \in M$, we have:

i) $\| f \| \geq \sqrt{q}$, where $q = |G|$.

ii) $\| f \| = \sqrt{q}$, if and only if $\hat{f}(\chi_0) = 0$, and
Proof: i) As in lemma (1.9) define \( c(t) = (f * \hat{f})(t) \), for 
\( t \in G \). Then \( c(t) \) is an integer and \( c(t) \) is odd for \( t \neq 0 \), 
since \( c(t) \) is a sum of \( q-2 \) terms ( \( q \) odd), all of which are 1 
or -1. So for \( t \neq 0 \) we have \( |c(t)|^2 \leq 1 \) and 

\[
\sum_{t \neq 0} |c(t)|^2 \leq q - 1.
\]

Now \( c(0) \) is given by

\[
c(0) = (f * \hat{f})(0) = \sum_{s \in G} f(-s) f(-s),
\]

\[
= \sum_{s \in G} |f(s)|^2 = q - 1.
\]

Therefore \( c(0)^2 = (q-1)^2 \) and thus

\[
(q-1)^2 + (q-1) \sum_{t \in G} |c(t)|^2 \quad (1).
\]

\[
= \sum_{t \in G} |f * \hat{f}(t)|^2 \quad (2).
\]

\[
= \frac{1}{q} \sum_{\varphi \in \hat{G}} |(f * \hat{f})(\varphi)|^2 \quad \text{(by Plancherel)}
\]
Thus we have shown: \((q-1)q \leq \|f\|^2 (q-1)\), and from this we get \(\|f\| \leq \sqrt{q}\).

ii) Assume that \(\|f\| = \sqrt{q}\). This forces all inequalities (1) - (4) to be equalities.

From (3) we get
\[
\sum_{\varphi \in \hat{G}} |\hat{f}(\varphi)|^4 = \|f\|^2 \sum_{\varphi \in \hat{G}} |f(\varphi)|^2. \tag{5}
\]

claim: For all \(\varphi \in \hat{G}\) we have either \(|\hat{f}(\varphi)| = \|f\|\) or \(|\hat{f}(\varphi)| = 0\).

Assume \(0 < |\hat{f}(\varphi)| < \|f\|\) for some \(\varphi\) in \(\hat{G}\). Then
we have

\[ | \hat{f}(\psi) |^4 < \| f \| \| \hat{f}(\psi) \|^2 \]  \hspace{1cm} (6)

On the other hand, for the remaining characters \( \chi \) in \( \hat{G} \) different from \( \psi \), we obtain

\[ | \hat{f}(\chi) |^4 \| f \| \| \hat{f}(\chi) \|^2 \]  \hspace{1cm} (7)

Adding up (6) and (7) gives

\[ \sum_{\chi \in \hat{G}} | \hat{f}(\chi) |^4 < \| f \| \sum_{\chi \in \hat{G}} | \hat{f}(\chi) |^2 . \]

The last inequality contradicts (5). So the claim is certainly true.

Next we want to prove that \( \hat{f}(\chi_0) = 0 \).

From equation (1) one gets

\[ \sum_{t \neq 0} | c(t) |^2 = q-1 , \]

which implies \( | c(t) | = 1 \) for all \( t \neq 0 \).

On the other hand

\[ \sum_{t \in G} c(t) = \left[ \sum_{t \in G} f(t) \right]^2 \hspace{1cm} (\text{by lemma 1.9}) \]
Therefore

\[ \sum_{t \neq 0} c(t) \leq q - c(0) = q - (q-1) = 1. \]

The above sum cannot be 1 since the number of summands is even and each value \( c(t) \) is odd. Thus we get

\[ |\hat{f}(\chi_0)|^2 = q - 1 + \sum_{t \neq 0} c(t) < q \quad \text{(8)} \]

From (8) and the claim we deduce that \( \hat{f}(\chi_0) = 0 \).

Finally, from the Plancherel relation it follows

\[ \sum_{\varphi \in \mathcal{G}} |\hat{f}(\varphi)|^2 = q (q-1) = \|f\|_2^2 (q-1) \]

Since we have already proved that \( \hat{f}(\chi_0) = 0 \), the last sum is taken over \( q-1 \) terms, all of which are less than or equal to \( \|f\|_2^2 \) and which sum to \( \|f\|_2^2 (q-1) \). Therefore we must conclude \( |\hat{f}(\varphi)|^2 = \|f\|_2^2 \), for all \( \varphi \neq \chi_0 \).

That proves \( |\hat{f}(\varphi)| = \sqrt{q} \), for all \( \varphi \neq \chi_0 \).
Conversely, if we assume:

\[ \hat{f}(\chi_0) = 0 \text{ and } |\hat{f}(\psi)| = \sqrt{q} \text{, for all } \psi \neq \chi_0, \]

then we clearly have \(|f| = \sqrt{q} \). \(\square\)

The next step will be to show that minimal functions exist.

(1.11) **Definition**: Let \( F_q \) be a finite field of \( q \) elements, then the quadratic function on \( F_q \), is defined as:

\[ \Phi(x) = \begin{cases} 
1 & \text{if } x \text{ is a non-zero square in } F_q, \\
-1 & \text{if } x \text{ is not a square in } F_q, \\
0 & \text{if } x = 0. 
\end{cases} \]

(1.12) **Lemma**: The quadratic function \( \Phi \) has the properties:

i) \( \Phi(a,b) = \Phi(a) \cdot \Phi(b) \), for all \( a,b \) in \( F_q \).

ii) \( \sum_{s \in F_q} \Phi(s) = 0. \)

Proof: i) Follows directly from the fact that \( F_q^* / F_q^{**} \) has order two.

ii) Use the fact that the number of non-zero squares in \( F_q \) is equal to the number of non squares. Hence the number
of 1's in the sum is the same as the number of -1's. □

(1.13) Theorem: The quadratic function \( \Psi : G \rightarrow \{0,1,-1\} \)

has norm \( \| \Psi \| = \sqrt{q} \), and is minimal.

**proof:** If we show \( \| \Psi \| = \sqrt{q} \), then \( \Psi \) is minimal by lemma 1.10, part i). By part ii) of the same lemma, the theorem will be proved if we can show

i) \( \hat{\Psi}(\chi_0) = 0 \), and

ii) \( |\hat{\Psi}(\Psi)| = \sqrt{q} \), for all \( \Psi \) in \( \hat{G} \), \( \Psi \neq \chi_0 \).

To show i), use the second part of lemma (1.12) to get

\[
\hat{\Psi}(\chi_0) = \sum_{s \in G} \Psi(s) = 0.
\]

In order to prove ii) take \( \Psi \) a non-trivial character in \( \hat{G} \). Then we have

\[
|\hat{\Psi}(\Psi)|^2 = \left[ \sum_{g \in G} \Psi(g) \Psi(g) \right] \left[ \sum_{s \in G} \Psi(s) \Psi(s) \right] = \sum_{g, s \in G} \Psi(g) \Psi(s) \Psi(g-s).
\]
In the last sum, the terms with $g = 0$ do not give any contribution. Thus, neglecting those terms, and setting $c = s/g$ we obtain:

$$\phi^2 = (q - 1) + \sum_{c \neq 1} \phi(c) \sum_{g \neq 0} \phi(g(1 - c)).$$

Observe that when $g$ runs over $G - \{0\}$, then $g(1 - c)$ also runs over $G - \{0\}$. Therefore, we can write

$$\sum_{g \neq 0} \phi(g(1 - c)) = \sum_{t \neq 0} \phi(t) = -\phi(0) = -1.$$

Thus we obtain

$$\phi^2 = (q - 1) - \sum_{c \neq 1} \phi(c)$$

$$= (q - 1) - (-1) \quad \text{(From lemma 1.12 ii)}$$

$$= q.$$

Therefore, we have shown $|\phi(\varphi)| = \sqrt{q}$, and that ends the proof. □
CHAPTER 2

THE GROUP RING

1. Introduction.

The aim of this chapter is to interpret the original problem in the context of group rings, where the relations between functions and their Fourier transforms become clear.

We start this chapter by recalling basic definitions and facts about the group ring.

2. THE GROUP RING $F_G$.

Let $G$ be a finite abelian group in which the operation is written multiplicatively. Let $F$ be any field.

(2.1) Definition: The group ring of $G$ over $F$ is the ring $F_G$ whose elements are formal sums:

$$
\sum_{g \in G} a_g \cdot g,
$$

where $a_g$ is in $F$.

The two rings operations are defined as follows:

addition is componentwise and multiplication is
\[
\sum_{g \in G} a_g \cdot g \sum_{s \in G} b_s \cdot s = \sum_{g,s \in G} a_g b_s \ g \cdot s.
\]

\[
= \sum_{t \in G} c_t \cdot t, \text{ where } c_t = \sum_{g,s = t} a_g b_s.
\]

Remark: We can think of the elements in the group ring as \( F \)-valued functions on \( G \), namely
\[
f = \sum_{g \in G} f(g) \cdot g
\]

For \( f_1 \) and \( f_2 \) in \( FG \), their product in the group ring (not as functions) can be expressed in terms of convolutions (see definition 1.6)
\[
f_1 \cdot f_2 = \sum_{g,h \in G} f_1(g) f_2(h) \ g h
\]

\[
= \sum_{t \in G} \left( \sum_{g \in G} f_1(g) f_2(t-g) \right) t
\]

\[
= \sum_{t \in G} f_1 \ast f_2 (t) \ t
\]

Remark: \( FG \) is a vector space over \( F \) of dimension \( |G| \) over \( F \).

One choice of the basis for \( FG \) over \( F \) is \( \{ g \ | \ g \in G \} \).
(2.2) Lemma: For characters $\chi$ and $\chi'$ in $\hat{G}$ we have:

a) $\sum_{g \in G} \chi'(g^{-1}) \chi(g) = \delta_{\chi, \chi'} |G|$. 

For $\chi \neq \chi_0$ and for $h, g$ in $G$:

b) $\sum_{\chi \in \hat{G}} \chi(h) \chi(g^{-1}) = \delta_{h, g} |G|$. 

These equations are the orthogonality relations for characters.

proof: a) Assume first that $\chi = \chi'$. Then the sum becomes

$$\sum_{g \in G} \chi'(g^{-1}) \chi(g) = \sum_{g \in G} \chi(1) = |G|.$$ 

Assume now $\chi \neq \chi'$. Since $\hat{G}$ is a group, there exists $\varphi \neq \chi_0$ in $\hat{G}$ such that $\chi' = \varphi \chi$. Hence

$$\sum_{g \in G} \chi'(g^{-1}) \chi(g) = \sum_{g \in G} \varphi(g^{-1}) \chi(g^{-1}) \chi(g) = \sum_{g \in G} \varphi(g^{-1}) = 0.$$ 

b) Let $h$ and $g$ be in $G$. We consider two cases.

If $g = h$, we have
\[
\sum_{\chi \in \hat{G}} \chi(h) \chi(g^{-1}) = \sum_{\chi \in \hat{G}} \chi(1) = \sum_{\chi \in \hat{G}} 1 = |G|.
\]

If \( g \neq h \), put \( h.g^{-1} = k \). Then \( k \neq 1 \) and

\[
\sum_{\chi \in \hat{G}} \chi(h) \chi(g^{-1}) = \sum_{\chi \in \hat{G}} \chi(k) = 0. \quad \Box.
\]

3. **The Isomorphism Theorem for the Rational Group Ring \( \otimes G \)**

Let \( G \) be a finite abelian group with \( |G| = p^n = q \).

Let \( F \) be any field of characteristic zero which contains a primitive \( p \)-th root of unity.

As above, \( FG \) denotes the group ring of \( F \) over \( G \), and \( \otimes F \) will be the direct sum \( F \otimes \ldots \otimes F \) of \( q \) copies of \( F \).

We write the elements of \( \otimes F \), as formal sums

\[
\sum_{\chi \in \hat{G}} A_\chi \chi
\]

where \( A_\chi \) is in \( F \), for all \( \chi \) in \( \hat{G} \). Addition and multiplication in \( \otimes F \) are componentwise.

Consider the \( F \)-linear map
\[
\psi : F G \longrightarrow \Phi F
\]
\[
g \longrightarrow \sum_{\chi \in \hat{G}} \chi(g) \chi
\]

Remark: If \( f = \sum_{g \in G} f(g) g \) in \( F G \), we will see
\[
\psi(f) = \sum_{\chi \in \hat{G}} \hat{f}(\chi) \chi
\]

\((2.3)\) Theorem: Let \( \psi \) be the map given in (1). Then

\( a) \) For
\[
v = \sum_{g \in G} a_g g \text{ in } F G, \text{ then }
\]
\[
\psi(v) = \sum_{\chi \in \hat{G}} A_{\chi} \chi, \text{ where }
\]
\[
A_{\chi} = \sum_{g \in G} a_g \chi(g), \text{ for all } \chi \text{ in } \hat{G}.
\]

\( b) \) Define \( 0 : \Phi F \longrightarrow F G \) by
\[
\sum_{\chi \in \hat{G}} r_{\chi} \chi \longrightarrow \sum_{g \in G} a_g g,
\]
where:
\[
a_g = \frac{1}{|G|} \sum_{\chi \in \hat{G}} r_{\chi} \chi(g^{-1}).
\]
Then $\emptyset = \psi^{-1}$

c) $\psi$ is a ring isomorphism.

**proof:** a) This is the definition of "linear extension".

b) Here we need to show:

i) $\emptyset \psi(v) = v$ for all $v$ in $FG$.

ii) $\psi \emptyset(v) = V$, for all $V$ in $\Phi F$.

In order to prove i) let $v = \sum_{g \in G} a_g g$ in $FG$. Thus

$$
\psi(v) = \sum_{\chi \in \hat{G}} A_{\chi} \chi = \sum_{\chi \in \hat{G}} \left[ \sum_{g \in G} a_g \chi(g) \right] \chi
$$

Therefore the coefficient of $g$ in $\emptyset \psi(v)$ is

$$
(\emptyset \psi(v))_g = \frac{1}{|G|} \sum_{\chi \in \hat{G}} \left[ \sum_{h \in G} a_h \chi(h) \right] \chi(g^{-1})
$$

$$
= \frac{1}{|G|} \sum_{h \in G} a_h \sum_{\chi \in \hat{G}} \chi(h) \chi^{-1}(g)
$$

$$
= \frac{1}{|G|} \sum_{h \in G} a_h \cdot h, g |G| \text{ (by 2.2 b )}
$$

$$
= \frac{1}{|G|} \left[ |G| a_g \right] = a_g
$$
Hence we conclude $\psi(v) = v$, proving part i).

We proceed to show ii)

Let $V = \sum_{\chi \in \hat{G}} r_{\chi} \chi$ in $\Phi F$. Then

$$\psi(V) = \sum_{g \in G} \left[ \frac{1}{|G|} \sum_{\chi \in \hat{G}} r_{\chi} \chi(g^{-1}) \right] g$$

Therefore the $\chi$-th component of $\psi(V)$ is

$$(\psi(V))_\chi = \frac{1}{|G|} \sum_{g \in G} \left[ \sum_{\varphi \in \hat{G}} r_{\varphi} \varphi(g^{-1}) \right] \chi(g)$$

$$= \frac{1}{|G|} \sum_{\varphi \in \hat{G}} r_{\varphi} \left[ \sum_{g \in G} \varphi(g^{-1}) \chi(g) \right]$$

$$= \frac{1}{|G|} \sum_{\varphi \in \hat{G}} r_{\varphi} |G| \varphi, \chi \quad \text{(by (2.2 a)).}$$

$$= r_{\chi}.$$

That ends the proof of ii).

It remains to show that $\psi$ preserves sums and products.

Consider any two elements $v$ and $w$ in $G$. Write

$$v = \sum_{g \in G} a_g g, \quad \text{and} \quad w = \sum_{g \in G} b_g g \quad (2)$$
where \( a_g, b_g \) are elements in \( F \). Thus we have

\[
\psi(v + w) = \psi \left( \sum_{g \in G} (a_g + b_g) g \right)
\]

\[
= \sum_{\chi \in \hat{G}} \left( \sum_{g \in G} (a_g + b_g) g \right) \chi
\]

\[
= \sum_{\chi \in \hat{G}} \left[ \sum_{g \in G} a_g g \right] \chi + \sum_{\chi \in \hat{G}} \left[ \sum_{g \in G} b_g g \right] \chi
\]

\[
= \psi(v) + \psi(w).
\]

We want to prove the multiplicative property of \( \psi \) first on elements of \( G \). For \( g \) and \( h \) in \( G \) we get

\[
\psi(g \cdot h) = \sum_{\chi \in \hat{G}} \chi(g \cdot h) \chi
\]

\[
= \sum_{\chi \in \hat{G}} \chi(g) \cdot \chi(h) \chi
\]

\[
= \left( \sum_{\chi \in \hat{G}} \chi(g) \chi \right) \left( \sum_{\chi \in \hat{G}} \chi(h) \chi \right)
\]

\[
= \psi(g) \psi(h).
\]

Let \( v \) and \( w \) be any two elements in \( FG \), as in (2). Then

\[
\psi(v \cdot w) = \psi \left( \left[ \sum_{g \in G} a_g g \right] \left[ \sum_{h \in G} b_g h \right] \right)
\]
\[
\psi \left( \sum_{g, h \in G} a_g b_h g h \right)
\]

\[
= \psi \left( \sum_{g \in G} a_g \left( \sum_{h \in G} b_h \psi(h) \right) \psi(g) \right)
\]

\[
= \sum_{g \in G} a_g \psi(g) = \psi(w) \psi(v) \quad \square
\]

Remark: if we take \( F = \mathbb{Q} (\xi) \), where \( \xi \) is a primitive \( p \)-th root of unity we get the isomorphism:

\[\mathbb{Q} (\xi) G \cong \mathbb{Q} (\xi) \oplus \ldots \oplus \mathbb{Q} (\xi), \quad |G| \text{ - times}\]

For \( \chi \in \hat{G} \), set \( \varepsilon_\chi = (0, \ldots, 0, 1, 0, \ldots 0) \in \mathbb{Q} (\xi) \), where 1 is in the \( \chi \)-th position. Then the set \( \{ \varepsilon_\chi \mid \chi \in \hat{G} \} \)

is a basis for \( \mathbb{Q} (\xi) \) consisting of orthogonal idempotents.

Define: \( e_\chi = \frac{1}{|G|} \sum_{g \in G} \chi(g^{-1}) g = \psi^{-1} (\varepsilon_\chi) \)

Then the elements \( e_\chi \) are also idempotents.
since $e_{\chi}^2 = \psi^{-1}(\varepsilon_{\chi}) \psi^{-1}(\varepsilon_{\chi}) = \psi^{-1}(\varepsilon_{\chi}^2) = \psi^{-1}(\varepsilon_{\chi}) = e_{\chi}$

Moreover, if $\chi \neq \chi'$ we get

$$e_{\chi} e_{\chi'} = \psi^{-1}(\varepsilon_{\chi}) \psi^{-1}(\varepsilon_{\chi'}) = \psi^{-1}(\varepsilon_{\chi} \varepsilon_{\chi'}) = \psi^{-1}(0) = 0.$$ 

Therefore the set $\{ e_{\chi} \mid \chi \in \hat{G} \}$ is a basis for $\mathbb{Q}(\xi)G$

consisting of orthogonal idempotents.

Remark: if $f = \sum_{g \in G} f(g) g$, then we can express $f$ in terms

of the idempotents as follows:

$$f = \sum_{\chi \in \hat{G}} \hat{f}(\chi) e_{\chi}.$$ 

Our next goal will be to obtain a similar isomorphism

for the rational group ring $\mathbb{Q}G$. Combining the isomorphism

$\psi$ given (2.3) with the inclusion $\mathbb{Q}G \longrightarrow \mathbb{Q}(\xi)G$ gives

the injection

$$\mathbb{Q}G \xrightarrow{\text{inc}} \mathbb{Q}(\xi)G \xrightarrow{\psi} \mathbb{Q}(\xi) \oplus \cdots \oplus \mathbb{Q}(\xi).$$

We wish to find the image of $\mathbb{Q}G$ under this map.

First, we study the action of the group $\text{Gal}(\mathbb{Q}(\xi) : \mathbb{Q})$
on the rings \( \mathbb{Q}(\xi)G \) and \( \mathfrak{g} \mathbb{Q}(\xi) \).

Observe that \( \text{Gal}(\mathbb{Q}(\xi) : \mathbb{Q}) \) acts on \( \mathbb{Q}(\xi)G \) by its natural action on \( \mathbb{Q}(\xi) \).

For \( \sigma \) in \( \text{Gal}(\mathbb{Q}(\xi) : \mathbb{Q}) \) and \( \nu = \sum_{g \in G} a_g g \) in \( \mathbb{Q}(\xi)G \), define

\[
\sigma(\nu) = \sigma \left( \sum_{g \in G} a_g g \right) = \sum_{g \in G} \sigma(a_g) g.
\]

It is clear that every \( \sigma \) induces in this way a \( \mathfrak{g} \)-algebra isomorphism on \( \mathbb{Q}(\xi)G \). Moreover, \( \mathbb{Q}G \) is fixed under \( \sigma \).

The action of \( \text{Gal}(\mathbb{Q}(\xi) : \mathbb{Q}) \) over \( \mathfrak{g} \mathbb{Q}(\xi) \) is defined as follows:

For \( \nu = \sum_{\chi \in \hat{G}} A_\chi \chi \), in \( \mathfrak{g} \mathbb{Q}(\xi) \), define:

\[
\sigma(\nu) = \sum_{\chi \in \hat{G}} \sigma(A_\chi) \sigma(\chi)
\]

where \( \sigma(\chi)(g) = \sigma(\chi(g)) \), for all \( g \in G \).

Remark: The value of \( \sigma \) on \( \nu \) can be also written as

\[
\sigma(\nu) = \sum_{\chi \in \hat{G}} B_\chi \chi,
\]
where $B_\chi = \sigma(\Lambda_{\sigma^{-1}(\chi)})$.

(2.4) Lemma: The following diagram commutes

\[
\begin{array}{ccc}
\mathbb{Q}(\xi)G & \xrightarrow{\psi} & \mathbb{Q}(\xi)G \\
\sigma \downarrow & & \sigma \downarrow \\
\mathbb{Q}(\xi)G & \xrightarrow{\psi} & \mathbb{Q}(\xi)G
\end{array}
\]

for all $\sigma$ in Gal($\mathbb{Q}(\xi): \mathbb{Q}$).

Proof: We need to show $\sigma \psi = \psi \sigma$. For $v$ in $\mathbb{Q}(\xi)G$ then

\[
\psi \sigma (v) = \psi \sigma \left( \sum_{g \in G} a_g g \right) \\
= \psi \left( \sum_{g \in G} \sigma(a_g) g \right) = \sum_{\chi \in \hat{G}} B_\chi \chi,
\]

where $B_\chi = \sum_{g \in G} \sigma(a_g) \chi(g)$.

On the other hand,

\[
\sigma \psi (v) = \sigma \left( \sum_{\chi \in \hat{G}} A_\chi \chi \right) = \sum_{\chi \in \hat{G}} \sigma(A_\chi) \sigma(\chi) \\
= \sum_{\chi \in \hat{G}} \sigma(\Lambda_{\sigma^{-1}(\chi)}) \chi,
\]
where $A_\chi = \sum_{g \in G} a_g \chi(g)$. 

Thus $\sigma(A_{\chi^{\sigma^{-1}}}) = \sigma\left(\sum_{g \in G} a_g \sigma^{-1}\chi(g)\right)$

$= \sum_{g \in G} \sigma(a_g) \chi(g) = B_\chi$.

Therefore $\sigma \psi = \psi \sigma$. □

(2.5) Corollary: Let $a$ be in $\mathbb{Q}(\xi)G$. Then $a$ is in $\mathbb{Q}G$ if and only if $\sigma(\psi(a)) = \psi(a)$, for all $\sigma$ in $\text{Gal}(\mathbb{Q}(\xi): \mathbb{Q})$.

Proof: Observe that $\sigma(\psi(a)) = \psi(\sigma(a))$, by the previous theorem. Thus $\sigma \psi(a) = \psi(a)$ if and only if $\sigma(a) = a$ which happens if and only if the coefficient of $a$ lie in $\mathbb{Q}$. □

Definition: Let $\chi_1$ and $\chi_2$ be in $\hat{G}$. We say that $\chi_1$ is a conjugate to $\chi_2$ via $\text{Gal}(\mathbb{Q}(\xi): \mathbb{Q})$ if for some $\sigma$ in $\text{Gal}(\mathbb{Q}(\xi): \mathbb{Q})$ we have: $\chi_1 = \sigma \chi_2$.

Remark: If $\chi_0$ is the trivial character, its class consists of $\chi_0$ alone. If $\chi \neq \chi_0$, $\overline{\chi}$ has $p-1$ elements. Therefore, if
t is the number of classes, we have

\[(t-1)(p-1) + 1 = |G| = p^n.\]

Thus \[t = \frac{p^n - 1}{p - 1} + 1 = s + 1,\] where \[s = \frac{p^n - 1}{p - 1}.\]

(2.6) Lemma: Let \(\chi_0, \chi_1, \ldots, \chi_s, s = \frac{p^n - 1}{p - 1}\) be representatives of the conjugacy classes. Then if \((\phi \otimes (\xi))_{\text{Gal}}\) denotes the set elements in \(\phi \otimes (\xi)\) fixed under \(\text{Gal}(\mathbb{Q}(\xi) : \mathbb{Q})\), we have:

\[(\phi \otimes (\xi))_{\text{Gal}} \cong \phi \otimes (\xi) \chi_1 \otimes \ldots \otimes (\xi) \chi_s\]

Proof: Observe that \(\sum_{\chi} A_{\chi} \chi\) is fixed by \(\text{Gal}(\mathbb{Q}(\xi) : \mathbb{Q})\) if and only if

\[\sigma \left( \sum_{\chi} A_{\chi} \chi \right) = \sum_{\chi} A_{\chi} \chi,\]

so

\[\sum_{\chi} \sigma (A_{\chi}) \sigma (\chi) = \sum_{\chi} A_{\chi} \chi.\]

Therefore \(\sigma (A_{\phi^{-1}(\chi)}) = A_{\chi}\) for all \(\chi\), or
\[ A_{\sigma^{-1}} \chi = \sigma^{-1} ( A_\chi ) \]

or

\[ A_{\sigma} \chi = \sigma ( A_\chi ) \text{ for all } \chi . \]

So, if \( \chi_i \) represents the conjugacy class of \( \chi \), then

we know \( A_{\sigma} \chi \) by knowing \( A_{\chi_i} \).

Map \( \sum_{\chi \in \hat{G}} A_\chi \chi \) to: \( A_{\chi_0} \chi_0 + \sum_{i=1}^{s} A_{\chi_i} \chi_i \).

Conversely, given \( A_{\chi_0}, A_{\chi_1}, \ldots, A_{\chi_s} \) in \( \mathbb{Q}(\xi) \), take \( \chi \in \hat{G} \) and write: \( \chi = \sigma ( \chi_i ) \) for some \( \sigma \in \text{Gal}( \mathbb{Q}(\xi): \mathbb{Q} ) \), some \( i \in \{ 0, 1, \ldots, s \} \) and define

\[ A_\chi = \sigma A_{\chi_i} \]

Then \( \sum_{\chi \in \hat{G}} A_\chi \chi \) is fixed by \( \text{Gal}( \mathbb{Q}(\xi): \mathbb{Q} ) \). \( \square \)

The following is the Perlis - Walker Theorem (see [K], page 56). We include a proof for completeness.
(2.7) Theorem: Let \( \chi_0, \chi_1, \ldots, \chi_s \) be a set of representatives of the different conjugacy classes of characters under the action of \( \text{Gal}(\mathbb{Q}(\xi): \mathbb{Q}) \). Then the map

\[
\psi': \mathbb{Q} G \longrightarrow \mathbb{Q} \oplus \mathbb{Q}(\xi) \oplus \ldots \oplus \mathbb{Q}(\xi)
\]

\[
g \longrightarrow (1, \chi_1(g), \ldots, \chi_s(g))
\]

is a \( \mathbb{Q} \)-algebra isomorphism.

**proof:** By the previous lemma we have the isomorphism

\[
(\mathbb{Q} \oplus \mathbb{Q}(\xi))^{\text{Gal}} \cong \mathbb{Q} \oplus \mathbb{Q}(\xi) \chi_1 \oplus \ldots \oplus \mathbb{Q}(\xi) \chi_s.
\]

On the other hand, \( \psi \) induces an isomorphism \( \psi' \)

\[
\mathbb{Q} G = (\mathbb{Q}(\xi) G)^{\text{Gal}} \cong (\mathbb{Q} \oplus \mathbb{Q}(\xi) G)^{\text{Gal}}.
\]

Then \( \psi' \) is the composition of both isomorphisms. \( \Box \).

4. **GROUP ACTION ON \( \mathbb{Q} G \).**

We consider here an action of the multiplicative group \( \mathbb{F}_p^* \) on the rational group ring \( \mathbb{Q} G \), for \( G = (\mathbb{F}_q, +) \). As before, the operation in \( G \) will be written multiplicative.

So the identity is 1, not 0.
For \[ \sum_{g \in G} a_g g \] in \( \mathbb{Q} G \) and for \( b \in F_p^* \), we define

\[
\left[ \sum_{g \in G} a_g g \right]^b = \sum_{g \in G} a_g (g^b),
\]

where \( g^b = g \cdot g \cdots g \) (\( b \) times) in \( (G, \cdot) = (F_q, +) \) really means \( g + g + \cdots + g \) \( b \) times.

Notice that (additively), \( F_q \) has \( p \)-torsion, so multiplication by \( b \in F_p^* \) makes sense.

We can also define an action of \( F_p^* \) on \( \mathfrak{g} \mathbb{Q}(\xi) \). Let \( V \) be in \( \mathfrak{g} \mathbb{Q}(\xi) \). Thus \( V = \sum_{\chi \in \hat{G}} A_{\chi} \chi \), where \( A_{\chi} \in \mathbb{Q}(\xi) \).

Hence we can write \( A_{\chi} = \sum_{i=1}^{p-1} a_i \xi^i \), where \( a_i \in \mathbb{Q} \) for all \( 1 \leq i \leq p-1 \).

For \( b \in F_p^* \) define

\[
\left[ \sum_{\chi \in \hat{G}} A_{\chi} \chi \right]^b = \sum_{\chi \in \hat{G}} (A_{\chi})^b \chi,
\]
where \((A_x)_b = \sum_{i=1}^{p-1} a_i \xi^{bi}\).

Since \(\xi^p = 1\), \(\xi^{bi}\) is well defined for \(b \in \mathbb{F}_p^*\).

Let \(\sigma_b\) denote the map induced by the action of \(b \in \mathbb{F}_p^*\) over \(\mathbb{Q}G\). Then it is easy to check that the following diagram commutes

\[
\begin{array}{c}
\mathbb{Q}G \\ \sigma_b \downarrow \\
\mathbb{Q}G
\end{array} 
\begin{array}{c}
\psi' \rightarrow \mathbb{Q} \oplus \mathbb{Q}(\xi) \oplus \ldots \oplus \mathbb{Q}(\xi) \\ \sigma_b \downarrow \\
\psi' \rightarrow \mathbb{Q} \oplus \mathbb{Q}(\xi) \oplus \ldots \oplus \mathbb{Q}(\xi)
\end{array}
\]

As a result of this, we get

(2.8) Lemma: Let \(v = \sum_{g \in G} a_g g\) in \(\mathbb{Q}G\), such that \(\psi'(v)\) is invariant under \(\mathbb{F}_p^*\). Then, for all \(g \in G\) we have

\[a_g b = a_g\], for all \(b \in \mathbb{F}_p^*\).

Proof: By hypothesis we get \(\psi'(v) = (\psi'(v))^b = \psi'(v)^b\),

for all \(b \in \mathbb{F}_p^*\). Thus \(v = (v)^b\), since \(\psi'\) is injective.

Hence, we can write
Comparing coefficients in both sides gives

\[ a_g b = a_g, \text{ for all } g \in G. \]

Thus the lemma is proved. \( \square \)

5. SOME CONDITIONS FOR MINIMALITY.

Now take \((G, \cdot) = (F_q, +)\). Note that the operation in \(F_q\) is addition, but in the group ring, we call the operation in \(F_q\) multiplication. So 0 in \((F_q, +)\) becomes 1 in \((G, \cdot)\).

We will consider a function \(f: G \rightarrow \{0, 1, -1\}\) such that \(|f(x)| = 1\), for \(x \neq 0\), and \(f(0) = 0\). We have seen in Chapter 1, that \(f\) is minimal if and only if it satisfies the following "condition A"

a) \(f(x_0) = 0\).
b) \( |\hat{f}(\chi)| = |G|^{1/2} = p^{n/2} \), for all \( \chi \neq \chi_0 \).

We can express condition A in terms of equations in the group ring \( \mathbb{Q}G \) by considering \( f \) as an element in \( \mathbb{Q}G \).

\[
f = \sum_{g \in G} f(g) \cdot g
\]

Recall from (2.7) the isomorphism \( \psi' \)

\[
\psi': \mathbb{Q}G \longrightarrow \mathbb{Q}(+) \mathbb{Q}(\xi)(+) \ldots(+) \mathbb{Q}(\xi)
\]

\[
f \longrightarrow (\hat{f}(\chi_0), \hat{f}(\chi_1), \ldots, \hat{f}(\chi_s))
\]

where \( \chi_0, \chi_1, \ldots, \chi_s \) are all the representatives of the conjugacy classes of \( \text{Gal}(\mathbb{Q}(\xi):\mathbb{Q}) \).

The following result is due to R. Perlis.

(2.9) Lemma: Let \( f \) be a minimal function, and \( \chi \) be any character on \( G \). Then we have

\[
\hat{f}(\chi) = \pm \hat{\mathbb{I}}(\chi)
\]

where \( \mathbb{I} \) is the quadratic function.
theory. The elements $\hat{f}(x_i)$ lie in $\mathbb{Z}(\xi)$, which is the ring of integers of the cyclotomic field $\mathbb{Q}(\xi)$. From condition A we get

$$\hat{f}(x_i) \cdot \hat{f}(x_i) = p^n, \quad x_i \neq x_0.$$ (1)

This equation gives a condition at the level of ideals in $\mathbb{Q}(\xi)$:

$$\left(\hat{f}(x_i)\right) \cdot \left(\hat{f}(x_i)\right) = (p)^n$$ (2)

But the ideal $(p)$, generated by $p$, has prime ideal decomposition

$$(p) = (1 - \xi)^{p-1}.$$ (3)

From (2) and (3), and the uniqueness of prime ideal factorization we conclude that the ideals $(\hat{f}(x_i))$ and $(\hat{f}(x_i))$, can be factored into powers of $(1 - \xi)$ namely:

$$\left(\hat{f}(x_i)\right) = (1 - \xi)^k, \quad \text{and} \quad \left(\hat{f}(x_i)\right) = (1 - \xi)^l,$$
where \( k + 1 = n(p-1) \). Also observe that

\[
\left[ \hat{f}(x_i) \right] = (\hat{f}(x_i)) = (1 - \xi)^k
\]

\[= (1 - \xi)^k = (1 - \xi)^k.\]

From this we conclude \( k = 1 = n(p-1)/2 \), which implies

\[
(\hat{f}(x_i)) = (1 - \xi)^{n(p-1)/2}, \text{ for } x_i \neq x_0 \quad (4)
\]

The same argument works for the quadratic function \( \Phi \), in which case we obtain

\[
\hat{\Phi}(x_i) = (1 - \xi)^{n(p-1)}, \text{ for } x_i \neq x_0. \quad (5)
\]

From (4) and (5) we get : \( (\hat{f}(x_i)) = (\hat{\Phi}(x_i)) \) which implies : \( \hat{f}(x_i) \) and \( \hat{\Phi}(x_i) \) are associated. Thus they are equal up to a unit \( u \) in \( \mathbb{Q} \& \mathbb{Q} \)

\[
\hat{f}(x_i) = u \hat{\Phi}(x_i) \quad (6)
\]

By Kummer's lemma, the units in \( \mathbb{Q}(\xi) \) are of the form

\[
\rho \xi^k, \text{ for some real unit } \rho \text{ and some positive integer } k.
\]
Taking absolute values in (6) gives \( |u| = 1 \). Hence \( p = \pm 1 \).

Thus (6) becomes

\[ \hat{f}(\chi_i) = \pm \xi^k \hat{\varphi}(\chi_i), \quad \text{for all } \chi_i \neq \chi_0. \quad (7) \]

The next step will be to prove \( k = 0 \).

Without loss of generality, we may assume that the sign in (7) is positive. For \( \chi \) in the dual of \( G \), there is an element in \( G \), say \( a \), such that:

\[ \chi(x) = \xi \text{tr}(ax), \quad \text{for all } x \text{ in } G. \]

Define

\[ A_i = \sum_{\text{tr}(ag) = i} f(g), \quad 0 \leq i \leq p - 1. \]

Thus we get:

\[ \hat{f}(\chi) = \sum_{i = 0}^{p-1} A_i \xi^i \]

Similarly, we have:

\[ \hat{\varphi}(\chi) = \sum_{i = 0}^{p-1} B_i \xi^i \]

where

\[ B_i = \sum_{\text{tr}(ag) = i} \hat{\varphi}(g). \]

Thus (7) becomes
\[ \sum_{i=0}^{p-1} A_i \xi^i = \xi^k \sum_{i=0}^{p-1} B_i \xi^i \]
\[ = \sum_{i=0}^{p-1} B_i \xi^{i+k} . \]

Making \( i+k = j \), in the last sum, produces
\[ \sum_{i=0}^{p-1} A_i \xi^i = \sum_{i=0}^{p-1} B_{j-k} \xi^j \]

From this we get
\[ \sum_{i=1}^{p-1} A_i \xi^i + A_0 = \sum_{j=1}^{p-1} A_{j-k} \xi^j + B_{-k} . \]

Using the fact \( 1 + \xi + \xi^2 + \ldots + \xi^{p-1} = 0 \), gives
\[ \sum_{i=1}^{p-1} A_i \xi^i - A_0 \left( \sum_{i=1}^{p-1} \xi^i \right) = \sum_{i=j}^{p-1} B_{j-k} \xi^j - B_{-k} \left( \sum_{i=1}^{p-1} \xi^i \right) \]

Thus, after collecting all terms in one side we obtain
\[ \sum_{i=1}^{p-1} \left[ A_i - A_0 - (B_{i-k} - B_{-k}) \right] \xi^i = 0 \quad (8) . \]

Next, observe that the elements \( \xi, \xi^2, \ldots, \xi^{p-1} \)

are linearly independent in \( \mathbb{Z}(\xi) \). As a result, we conclude
\[ A_i - A_0 = B_{i-k} - B_{-k} \]
\[ \ldots \quad \ldots \quad \ldots \quad (9) \]
Adding up these \(p-1\) equations gives

\[
\sum_{i=0}^{p-1} A_i - p A_0 = \sum_{i=0}^{p-1} B_i - p B_{-k}.
\]

(10)

Using the condition \(\hat{\psi}(x_0) = \hat{f}(x_0) = 0\), gives us

\[
\sum_{i=0}^{p-1} A_i = \sum_{i=0}^{p-1} B_i = 0
\]

(11)

From (10) and (11), it follows that \(A_0 = B_{-k}\).

Finally, to prove that \(k = 0\), we discuss the parity of \(A_0\) and \(B_{-k}\). Notice that \(A_0\), is a sum of \(p^{n-1}\) terms of the form \(f(g)\), all of which are either 1 or -1, except for \(f(0)\) which is equal to 0. Thus \(A_0\) is even.

Similarly, \(B_{-k}\) is a sum of \(p^{n-1}\) terms each of them being 1 or -1. Thus \(B_{-k}\) is odd if \(k \neq 0\).

Therefore \(A_0 \neq B_{-k}\) if \(k \neq 0\) which is a contradiction.

That ends the proof. \(\square\)
(2.10) Corollary: Let \( f \) be a minimal function, then there exists a function \( \rho : G \rightarrow \{1, -1\} \), such that

i) \( f(g) = \rho(g) \Phi(g) \), for all \( g \) in \( G \).

ii) \( \rho(bg) = \rho(g) \), for \( b \) in \( \mathbb{F}_p^* \) and \( g \) in \( G \).

Proof: First, observe that \( f(g) = \pm \Phi(g) \), for all \( g \) in \( G \) since \( f \) and \( g \) take the values 1 or -1, except for \( f(0) = \Phi(0) \) which is 0. Thus, there exists a function

\[
\rho : G \rightarrow \{1, -1\}
\]

such that \( f(g) = \rho(g) \Phi(g) \), for all \( g \) in \( G \).

It remains to show \( \rho \) is constant on the lines.

Consider the isomorphism \( \psi' \), given in (2.7). From the lemma (2.9) it follows:

\[
\psi'(f) = \varepsilon \psi'(\Phi)
\]  

(1)

where \( \varepsilon = (1, \varepsilon_1 \ldots \varepsilon_s) \), \( \varepsilon_i \in \{1, -1\} \) if \( i \neq s \).

with \( \varepsilon_i = \pm 1 \), \( 1 \neq i \neq s \).

Applying \( \psi'^{-1} \) on both sides of (1), gives
where $u = \psi^{-1}(\xi)$ is an element in $\mathbb{G}$.

Notice that $\xi$ is invariant under $F_p^*$. Then $u$ is also invariant under $F_p^*$. Therefore by lemma (2.8) we have $u(bg) = u(g)$, for all $g$ in $G$, and $b$ in $F_p^*$.

Let $g \in G$, then from equation (2), it follows

$$f(g) = u \ast \varphi(g)$$

$$= \sum_{h \in G} u(h) \varphi(h - g).$$

Similarly, for $b$ in $F_p^*$

$$f(bg) = u \ast \varphi(bg) = \sum_{h \in G} u(h) \varphi(h - bg).$$

$$= \sum_{h \in G} u(bh) \varphi(bh - bg),$$

$$= \left[ \sum_{h \in G} u(h) \varphi(h - g) \right] \varphi(b),$$

$$= f(g) \varphi(b).$$

Thus

$$\phi(bg) = \frac{f(bg)}{\varphi(bg)} = \frac{f(g) \varphi(b)}{\varphi(g) \varphi(b)}.$$
and that ends the proof.
CHAPTER 3

GROUPS ACTING ON THE SET OF MINIMAL FUNCTIONS

1. INTRODUCTION

Let \( G = \mathbb{F}_q \), where \( q = p^n \). Let \( M \) denote the set of functions \( f : G \rightarrow \{0, 1, -1\} \), such that \( f(0) = 0 \) and \( |f(x)| = 1 \), for \( x \neq 0 \). Let \( M_1 \) be the subset of consisting of all functions \( f \) in \( M \) of the form \( p \cdot \Phi \), where \( \Phi \) is the quadratic function on \( G \), and \( p \) is a function on \( G \) with values \( \pm 1 \) satisfying \( p(cx) = p(x) \) for all \( x \) in \( \mathbb{F}_q \) and all \( c \) in \( \mathbb{F}_p \) (We say "\( p \) is constant on the lines ").

(3.1) Definition: For any \( f \) in \( M \) the minimality conditions on \( f \) are given by:

a) \( \hat{f}(x_0) = 0 \), b) \( |\hat{f}(x)| = q^{1/2} \), for \( x \neq x_0 \).

The set of minimal functions denote by \( M_0 \), is the subset of \( M \), whose members satisfy the minimality conditions.
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By corollary 2.10 of chapter 2 we have

$$m_0 \leq m_1 \leq m.$$  \hspace{1cm} (1)

Remark: In general, we don't have equality in (1). As an example consider $G = ([F_9, +] \times [F_3, +])$, whose elements are labeled

- $a_1 = (0, 0)$
- $a_2 = (0, 1)$
- $a_3 = (0, 2)$
- $a_4 = (1, 0)$
- $a_5 = (1, 1)$
- $a_6 = (1, 2)$
- $a_7 = (2, 0)$
- $a_8 = (2, 1)$
- $a_9 = (2, 2)$

Put $f_1(a_1, \ldots, a_9) = (0, -1, 1, 1, 1, 1, 1, 1, 1, 1)$

$f_2(a_1, \ldots, a_9) = (0, 1, 1, 1, 1, 1, -1, -1, 1, 1)$

$f_3(a_1, \ldots, a_9) = (0, 1, 1, -1, 1, 1, -1, -1, 1, 1)$

Then $f_1$ is in $M$ but not in $M_1$, $f_2$ is in $M_1$ but not in $M_0$. The only minimal function among them is $f_3$.

We want to determine the conditions under which a function in $M_1$ is in $M_0$. 
2. GROUP ACTION ON \( \mathbb{M} \).

There are several groups acting on the set \( \mathbb{M} \). The first group to deserve our attention is the general linear group \( GL_n(\mathbb{F}_p) \), whose elements are \( \mathbb{F}_p \)-linear invertible maps

\[
\sigma : G \rightarrow G.
\]

The group \( GL_n(\mathbb{F}_p) \) acts on \( \hat{G} \) as follows:

- For \( \chi \) in \( \hat{G} \) and \( \sigma \) in \( GL_n(\mathbb{F}_p) \) define

\[
\chi^\sigma(g) = \chi(\sigma(g)), \text{ for } g \text{ in } G.
\]

It is easy to check that the map \( \chi^\sigma \) is a character on \( G \).

\((3.1)\) Lemma: The group \( GL_n(\mathbb{F}_p) \) acts on the set of minimal functions \( \mathbb{M}_0 \) by

\[
(\mathbf{f})^\sigma = \mathbf{f} \sigma, \text{ for } \mathbf{f} \text{ in } \mathbb{M}_0 \text{ and } \sigma \text{ in } GL_n(\mathbb{F}_p).
\]

Proof: Let \( \mathbf{f} \) be in \( \mathbb{M}_0 \) and \( \sigma \) in \( GL_n(\mathbb{F}_p) \) we want to show that the composite function \( \mathbf{h} = \mathbf{f} \sigma \) is a minimal function. Thus we need to check the two minimality conditions.
We have: \( h = f \sigma \), so

\[
\hat{h}(\chi_0) = \sum_{g \in G} f(\sigma(g)) = \sum_{g \in G} f(g) = 0,
\]

since \( \sigma(g) \) runs over all of \( G \) as \( g \) runs on \( G \).

Thus the first condition is satisfied.

To show the second part, take \( \chi \neq \chi_0 \) in \( \hat{G} \). Then

\[
| \hat{h}(\chi) | = | \sum_{g \in G} f(\sigma(g)) \chi(g) |
\]

\[
= | \sum_{g \in G} f(g) \chi(\sigma^{-1}(g)) |
\]

\[
= | \sum_{g \in G} f(g) \chi^{\sigma^{-1}}(g) |
\]

\[
= | \hat{f}(\chi^{\sigma^{-1}}) | = p^{n/2},
\]

since \( f \) is minimal and \( \chi^{\sigma^{-1}} \neq \chi_0 \).

That ends the proof.

(3.2) Lemma: Let \( |M_0| \) denote the number of minimal functions on \( \mathbb{F}_q \). Then: \( 2 \leq |M_0| \leq 2^s \), with \( s = (p^n-1)/(p-1) \).

proof: We have shown that the quadratic function and its
negative are minimal functions. Thus $2 \mid \mathcal{M}_0 \mid$.

On the other hand, every minimal function looks like $f = \rho \varphi$, where $\rho$ is $\pm 1$ function constant on the lines. So any function $f$ is determined by the values of $\rho$ on the different lines. Since $\rho$ can take only two values $\pm 1$ at each of the lines, there are at the most $2^n$ different choices for $\rho$ and thus for $f$. $\square$

If we let $G = \text{GL}_n(F_p)$ act on the quadratic function $\varphi$, the size of the orbit is given by

$$| G - \text{orbit of } \varphi | = \frac{|G|}{|\text{Stab } \varphi|}.$$

Here, $\text{Stab } \varphi = \{ \sigma \in G \mid \varphi \sigma = \varphi \} = \{ s \in G \text{ such that } \sigma \text{ (square) } = \text{square} \}$.

By Jacobson, chapter 7 [J], the order $G = \text{GL}_n(F_q)$ is

$$|G| = (p^n - 1)(p^n - p) \ldots (p^n - p^{n-1}).$$

To find the order of $\text{Stab } \varphi$ is more difficult than one
might expect. It is easy, however, to identify a large
subgroup inside of the stabilizer.

Let \( \mathcal{H} \) denote the direct product of \( \mathbb{F}_q^* \times \text{Gal}(\mathbb{F}_q / \mathbb{F}_p) \).

(3.3) Lemma \( \mathcal{H} \) is a subgroup of \( \text{Stab} \Phi \).

proof: The elements of \( \mathcal{H} \) are of the form \( c \Phi \) with \( c \) a non-zero square in \( \mathbb{F}_q \) and \( \Phi \) a field automorphism of \( \mathbb{F}_q \). We need to show that \( c \Phi \) sends squares to squares.

Let \( x = y^2 \) with \( y \neq 0 \). Then \( c \Phi (x) = c \Phi (\Phi(y))^2 \), and that proves the claim. \( \Box \).

Remark: We have found by numerical computations the order of
\( \text{Stab} \Phi \), for the fields \( \mathbb{F}_9, \mathbb{F}_{25}, \mathbb{F}_{49}, \mathbb{F}_{121}, \mathbb{F}_{169}, \mathbb{F}_{289}, \mathbb{F}_{27}, \mathbb{F}_{125} \) and \( \mathbb{F}_{343} \) in these cases were given by the formula

\[
|\text{Stab} \Phi| = \frac{p^n - 1}{2} n \quad (2)
\]

Also, for \( n = 1 \) and \( p \) arbitrary, the above formula is obviously true.
Therefore we have in these examples |\text{Stab } \Psi | = |\mathbb{H}|.

We conjecture that \text{Stab } \Psi = \mathbb{H} always. An equivalent formulation of this conjecture is:

**Conjecture:** If \( \sigma \in \text{GL}_n(\mathbb{F}_p) \) satisfies \( \sigma(1) = 1 \), \( \sigma(x) \) square in \( \mathbb{F}_q \) = square in \( \mathbb{F}_q \), then \( \sigma(xy) = \sigma(x)\sigma(y) \).

Using formula 2 in (1), we can get the size of the orbit of \( \Psi \) for the fields \( \mathbb{F}_{27} \), \( \mathbb{F}_{125} \), and \( \mathbb{F}_{343} \). These values are 288, 9600, and 65856.

**Comment:** McGehee has found by computer methods that there are exactly 288 minimal functions for the field \( \mathbb{F}_{27} \). In this case all minimal functions lie in the \( \text{GL}_3(\mathbb{F}_3) \)-orbit of \( \Psi \).

**3. EVEN DEGREE EXTENSIONS**

In this section we devote our attention to functions over \( \mathbb{F}_p^n \) where \( n \) is even.

From now on \( G \) is the group \( (\mathbb{F}_p^n,+ ) \) \( n \) is even. We consider \( G \) as a vector space over \( \mathbb{F}_p \). By a line in \( G \), we mean
an $\mathbb{F}_p$-line through the origin in $\mathbb{F}_p^n$

Let $\mathcal{G}$ be the group of all invertible maps $\sigma$ on $G$ taking hyperplanes to hyperplanes.

(3.4) Lemma: Let $(x_1, \ldots, x_S)$ be representatives of the lines in $G$ over $\mathbb{F}_p$. Let $f$ be in $\mathcal{M}_1$. Then $f$ is minimal if and only if

\begin{enumerate}
  \item \[ \sum_{i=1}^{S} f(x_i) = 0 \]
  \item \[ \left| \sum_{x_i \in \ker \chi} f(x_i) \right| = p^{n/2-1}, \quad \text{for all } \chi \neq \chi_0. \]
\end{enumerate}

proof: Since $f$ is in $\mathcal{M}_1$, we have $f(x) = \rho(x) \Psi(x)$, for all $x$ in $G$. Now $G$ is an extension of $\mathbb{F}_p$ of even degree and therefore the elements in $\mathbb{F}_p$ are squares in $G$. From this we obtain: $\Psi(cx) = \Psi(x)$, for any $c$ in $\mathbb{F}_p^*$ and any $x$ in $G$

This implies that $f$ is constant on the lines of $G$.

Next assume that $f$ satisfy the minimality conditions.
Then
\[ 0 = \hat{\chi}(\chi_0) = \sum_{g \in G} f(g) = \sum_{i=1}^{S} \sum_{c \in F_p^*} f(cx_i) \]
\[ = (p-1) \sum_{i=1}^{S} f(x_i). \]

From this we get a).

To show b), take a character \( \chi \neq \chi_0 \). Then we have
\[ p^{n/2} = \left| \sum_{g \in G} f(g) \chi(g) \right| = \left| \sum_{i=1}^{S} f(x_i) \sum_{c \in F_p^*} \chi(cx_i) \right|. \]

Notice that
\[ \sum_{c \in F_p^*} \chi(cx_i) = \begin{cases} p-1 & \text{if } x_i \in \text{Ker} \chi \\ -1 & \text{otherwise} \end{cases}. \]

Thus we obtain
\[ p^{n/2} = |(p-1) \sum_{x_i \in \text{Ker} \chi} f(x_i) - \sum_{x_i \notin \text{Ker} \chi} f(x_i)|. \]

Using part a) we get
\[ \sum_{x_i \notin \text{Ker} \chi} f(x_i) = -\sum_{x_i \in \text{Ker} \chi} f(x_i) \]
Therefore

\[ p^{n/2} = \prod_{x_i \in \text{Ker} \chi} f(x_i) \]

From this it follows

\[ p^{(n/2)-1} = \prod_{x_i \in \text{Ker} \chi} f(x_i) \]

for all \( x \neq x_0 \).

Conversely, the minimality condition (3.1) follows immediately from a) and b). Thus the proof is complete. \( \square \).

(3.5) Lemma: The group \( \mathcal{G} \) acts on the set \( M_0 \) of minimal functions.

Proof: Let \( f \in M_0 \) and \( \sigma \in \mathcal{G} \). We want to show that \( f \sigma \) satisfies the conditions of lemma (3.4).

In the first place as \( x_i \) runs over representatives of the s lines, so does \( \sigma(x_i) \). Thus

\[ \sum_{i=1}^{S} f(\sigma(x_i)) = \sum_{j=1}^{S} f(x_j) = 0. \]

Hence a) is true.
To show b), take a character \( \chi \neq \chi_0 \). Then

\[
| \sum_{x_i \in \text{Ker} \chi} f(\sigma(x_i)) | = | \sum_{x_j \in \sigma(\text{Ker} \chi)} f(x_j) | = | \sum_{x_j \in \text{Ker} \chi'} f(x_j) | = p^{n/2-1}
\]

where \( \chi' = \sigma \chi \)

Therefore b) is also true, and that ends the proof. \( \Box \).

Now consider the smallest value of the even integer \( n \):

\( n = 2 \).

The elements of \( \mathcal{E} \) are all maps taking lines to lines.

Thus \( | \mathcal{E} | = s! \) where \( s = \frac{p^2 - 1}{p - 1} = p+1 \) is the number of lines in \( \mathbb{F}_{p^2} \).

A line \( \mathbb{F}_p \cdot x_i \) is said to be **positive** if \( x_i \) is a square in \( \mathbb{F}_q \), otherwise is said to be **negative**.

There are \( s/2 \) positive lines and \( s/2 \) negative lines.

The stabilizer of \( \Phi \) consists of those maps \( \sigma \) taking positive
lines to positive lines and negative lines to negative lines.

Thus we get $|\text{stab} \mathbb{E}| = (s/2)! (s/2)!$. Hence

$$| \mathcal{E}, \mathbb{E} | = \frac{| \mathcal{E} |}{|\text{Stab} \mathbb{E}|} = \frac{s!}{(s/2)! (s/2)!}$$

= binomial coefficient $\binom{s}{s/2}$.

We will see that the number $\binom{s}{s/2}$ is equal to $|\mathbb{W}_0|$ for the field $\mathbb{F}_p^2$.

(3.6) Proposition: Let $G = \mathbb{F}_p^2$, and let $f$ be a function on $\mathbb{W}_0$. Then $f$ is minimal if and only if

$$\sum_{i=1}^{s} f(x_i) = 0. \quad (1)$$

proof: By the previous lemma, it is enough to show that for any character $\chi \neq \chi_0$, condition b) holds. Since $\chi \neq \chi_0$ we see that $\dim \text{Ker} \chi = 1$, so there is only one line in $\text{Ker} \chi$, say $\text{Ker} \chi = \mathbb{F}_p \cdot x_1$. Thus we have

$$\left| \sum_{x_1 \in \text{Ker} \chi} f(x_1) \right| = \left| f(x_1) \right| = | \pm 1 | = p^{(2/2)-1}.$$
This proves b) of the lemma 3.4. □.

(3.7) Corollary: The number of minimal functions for $F_{p^2}$

is given by

$$|M_0| = \left\lfloor \frac{s}{2} \right\rfloor , \text{ with } s = p+1$$

proof: Let $x_1, \ldots, x_s$ be the representatives of the lines in $F_{p^2}$. A function on $M_1$ can be thought as a $s$-tuple

$$(f(x_1), \ldots, f(x_s)) \text{ with } f(x_i) = \pm 1.$$

Condition (1) in 3.6 tells us that the number of 1's in the $s$-tuple is the same as the number of -1's. Thus the number of 1's is $(p+1)/2$.

Observe that every function $f$ is completely determined once we choose the position of the 1's in the $s$-tuple. The remaining positions are then filled by -1's. Therefore, there are $\left\lfloor \frac{s}{2} \right\rfloor$ different ways to construct the $s$-tuple. □.

Remark: Using the same argument as in the last proof, one obtains for arbitrary even $n$
1) For \( n = 2 \) and \( p > 17 \), it is easy to show that

\[
| \text{GL}_2(\mathbb{F}_p) | = (p^2 - 1)(p^2 - p) < \left\lfloor \frac{p^3}{(p+1)/2} \right\rfloor.
\]

Thus, the group \( \text{GL}_2(\mathbb{F}_p) \) does not act transitively for \( p > 17 \).

2) We did numerical computations to find the size of the \( \text{GL}_2(\mathbb{F}_p) \)-orbit of \( \bar{\Psi} \) for \( p = 3, 5, 7, 11, 13 \) and \( 17 \) (see page 50). We obtained

\[
| \text{GL}_2(\mathbb{F}_p) \cdot \bar{\Psi} | < \left\lfloor \frac{p^3}{(p+1)/2} \right\rfloor , \text{ for } p = 7, 11, 13 \text{ and } 17 ,
\]

and

\[
| \text{GL}_2(\mathbb{F}_p) \cdot \bar{\Psi} | = \left\lfloor \frac{p^3}{(p+1)/2} \right\rfloor , \text{ for } p = 3 \text{ and } 5 .
\]

Combining these remarks, we can say:

The group \( \text{GL}_2(\mathbb{F}_p) \) acts transitively on the set of minimals for \( p = 3 \) and \( 5 \), and intransitively for \( p \geq 7 \).

Let \( F = \mathbb{F}_{p^2} \). Then \( F \) has a subfield \( K \) such that \([F:K] = \cdots \)
2 namely, \( K = \mathbb{F}_p^m \). We consider \( F \) as a \( K \)-vector space. Let
\[
\gamma_1, \ldots, \gamma_t
\]
be representatives of the \( K \)-lines through the origin. The number \( t \) of these lines is
\[\tag{3.8} t = \frac{p^m-1}{p^n-1}.\]

Lemma (3.8) : Let \( \chi \) be any additive character on \( F \). Then there exists an element \( \gamma_{i_0} \) in \( \{ \gamma_1, \ldots, \gamma_t \} \) such that:
\[\tag*{\text{proof}}\]
\[\text{i) } |\text{Ker } \chi \cap K.\gamma_{i_0}| = p^m \text{ and }\]
\[\text{ii) } |\text{Ker } \chi \cap K.\gamma_i| = p^{m-1},\]
for all \( 1 \leq i \leq t \) and all \( i \neq i_0 \).

Given a character \( \chi \) of \( (F,+) \), we can find an element c in \( F \) such that
\[\chi(x) = \frac{\text{tr}_F}{\text{tr}_p}(cx) = \frac{\text{tr}_K/\mathbb{F}_p}{\text{tr}_p}(\text{tr}(cx))\]
\[= \text{tr}_K/\mathbb{F}_p(T_c(x)) , \text{ for all } x \in F , \text{ where }\]
\[T_c(x) = \text{Tr}(cx) \quad \text{for } x \in F.\]

Since \( \text{Ker } \text{Tr} \) is a subgroup of \( \text{Ker } \chi \). Thus we have a
coset decomposition for Ker $\chi$:

$$\text{Ker } \chi = \bigcup a + \text{Ker } T_c, \quad (1)$$

where the elements $a$ are in a set $A$ of representatives of cosets.

To show $i)$, we use the fact that Ker $T_c$ consists of a union of $K$-lines. Since $\dim_K(\text{Ker } T_c) = 1$, we conclude

$$\text{Ker } T_c = K \cdot y_{i_0}, \text{ for some } 1 \leq i_0 \leq t.$$ Therefore

$$|\text{Ker } \chi \cap K \cdot y_{i_0}| = |K \cdot y_{i_0}| = |K| = p^m.$$ That shows part $i)$.

To prove the second part, let $i \neq i_0$, then from (1) we get

$$|\text{Ker } \chi \cap K \cdot y_i| = \sum_{a \in A} |(a + \text{Ker } T_c) \cap K \cdot y_i|. \quad (2)$$

We claim that $|(a + \text{Ker } T_c) \cap K \cdot y_i| = 1$ for all $i \neq i_0$.

Fix $a$ in $A$. First suppose $T_c(a) \neq 0$.

Let $x_1, x_2$ be in $(a + \text{Ker } T_c) \cap K \cdot y_i$. Then we have

$$T_c(x_1) = T_c(x_2) = T_c(a).$$ Also, there exist elements $c_1$,
c_2 in K such that x_1 = c_1 y_i, x_2 = c_2 y_i. Combining these facts we get

\[ T_c(y_1) = c_1 T_c(y_1), \text{ and } T_c(y_2) = c_2 T_c(y_1). \]

From this it follows

\[ c_1 T_c(y_1) = c_2 T_c(y_1). \]

Since \( T_c(y_1) \neq 0 \), the last equation implies \( c_1 = c_2 \).

Thus \( x_1 = x_2 \), and that proves that

\[ |(a + \ker T_c) \cap K.y_i| = 1 \]

when \( i \neq i_0 \) and \( a \notin \ker T_c \). Next, suppose \( a \in \ker T_c \). Then

\[ T_c(x_1) = T_c(x_2) = 0. \]

In this case \( x_1 = 0, y_i = x_2 \). So

\[ x_1 = x_2. \]

Hence, \( |(a + \ker T_c) \cap K.y_i| = 1 \) for all \( a \) and all \( i \neq i_0 \).

Going back to equation (2), and using the claim already proved, gives

\[ |\ker \chi \cap K y_i| = |A| = \frac{|\ker \chi|}{|\ker T_c|} = \frac{p^{2m-1}}{p^m} = p^{m-1}, \]

for all \( i \neq i_0 \).
That finishes the proof. 0.

(3.9) Proposition: Let $F = \mathbb{F}_p^{2m}$ and $K = \mathbb{F}_p^m$. Let $K, y_i$ be the $K$-lines of $F$, $i = 1, \ldots, t$. Then every function $f$ on $M_1$ constant on the $K$-lines and satisfying

$$\sum_{i=1}^{t} f(y_i) = 0 \quad (1)$$

is a minimal function.

Proof: We want to prove the minimality conditions 3.1 or , equivalently the two conditions in lemma 3.4.

Let $x_1, \ldots, x_s$ be representatives of the $\mathbb{F}_p$-lines for the field $F$. Then it is clear that (1) implies

$$\sum_{i=1}^{s} f(x_i) = 0$$

which shows a) in 3.4 is true.

Let $\chi \not= \chi_0$ be a character on $F$. Then
\[
\sum_{x_i \in \text{Ker} \chi} f(x_i) = (p-1)^{-1} \sum_{i=1}^{t} f(y_i) | \text{Ker} \chi \cap K \cdot y_i |
\]

\[
= (p-1)^{-1} \left[ f(y_{i_0}) p^m + p^{m-1} \sum_{i \neq i_0} f(y_i) \right]
\]

by lemma 3.8.

By hypothesis we get

\[
\sum_{i \neq i_0} f(y_i) = -f(y_{i_0})
\]

Therefore we have

\[
| \sum_{x_i \in \text{Ker} \chi} f(x_i) | = (p-1)^{-1} | f(y_{i_0}) p^m - f(y_{i_0}) p^{m-1} |
\]

\[
= p^{m-1}. \text{ Therefore } f \text{ is minimal by lemma 3.4 } \square
\]

Define \( P_2(K) = \{ \text{permutations } \sigma : F^* \rightarrow F^* \text{ taking K-lines through the origin in } F \text{ to K-lines through the origin in } F \} \). Then \( P_2(K) \) is a group.

Let \( t \) be the number of K-lines through the origin in \( F \).

Then

\[
t = \frac{p^{2m} - 1}{p^m - 1} = p^m + 1.
\]
and the order of $P_2(F)$ is $t! [ (p^m - 1)!]^t$, since we can permute the $t$ lines at will, and within each line we can permute the $p^m - 1$ non-zero elements at will.

(3.10) Corollary: $P_2(K)$ acts on $M_0$. The $P_2(K)$-orbit of the quadratic function contains $\left\lfloor \frac{t}{2} \right\rfloor$ elements.

Proof: By (3.9), $P_2(K)$ acts on $M_0$. The size of the orbit is given by:

$$|P_2(K)\text{-orbit of } \Phi| = \frac{|P_2(K)|}{|\text{Stab } \Phi|},$$

where the stabilizer of $\Phi$ consists of those maps in $P_2(K)$ taking square lines to square lines and non-square lines to non-square lines. Thus

$$|P_2(K)\text{-orbit of } \Phi| = \frac{t! [ (p^m - 1)!]^t}{(t/2)! (t/2)! [ (p^m - 1)!]^t} = \left\lfloor \frac{t}{2} \right\rfloor.$$

That ends the proof. □

Remark: For $n > 2$, the action of $L$ on $M_0$ is induced by the action from $\text{GL}_n(\mathbb{F}_p)$. For, let $\sigma$ be a collineation on
F. Then by the Fundamental Theorem of Projective Geometry (see Artin Chapter 2, [A]), there exists an invertible linear map $\psi$ such that $\psi(F_p x) = \sigma(F_p x)$, for every $x$ in $F_p^n$.

Let $f$ be a minimal function on $F$. We want to show $f^\sigma = f^\psi$. From (1) it follows that $\sigma = \Theta \cdot \psi$ for some permutation $\Theta$ of $F$ that fixes lines. Since $f$ is constant on the lines any permutation of the elements of each line does not affect the values of $f$. Thus

$$f(\sigma(x)) = f(\Theta(\psi(x))) = f(\psi(x)),$$

for all $x$ in $F$.

Therefore we have $f^\sigma = f^\psi$.

We finish this chapter by solving a conjecture of McGehee which says: for all $n > 1$, $|M_0| > 2$. See [M]

In fact we show: for all $n \geq 1$ we have $|M_0| \geq 2^n$.

We begin with

\textbf{(3.11) Lemma: a)} There is a basis $\{v_1, \ldots, v_n\}$ of $F_p^n$ over
\( \mathbb{F}_p \) with each \( v_i \) square in \( \mathbb{F}_{p^n} \).

b) There is a basis \{ \( w_1, \ldots, w_n \) \} of \( \mathbb{F}_{p^n} \) over \( \mathbb{F}_p \) with each \( w_i \) non square in \( \mathbb{F}_{p^n} \).

**proof:** Consider the span of all squares \( \text{Span}(\mathbb{F}_{p^n}^{\times 2}) \) which is a subspace of \( \mathbb{F}_{p^n} \). Notice that

\[
|\text{Span}(\mathbb{F}_{p^n}^{\times 2})| = \frac{p^n - 1}{2} > p^{n-1}.
\]

Therefore it follows \( \dim \mathbb{F}_p \text{Span}(\mathbb{F}_{p^n}^{\times 2}) = n \). From this we get \( \text{Span}(\mathbb{F}_{p^n}^{\times 2}) = \mathbb{F}_{p^n} \). Then a) is proved. A similar argument works for b). \( \square \)

(3.12) **Corollary:** For all \( n \) and all \( p \mid M_0 \mid \leq 2^n \).

**proof:** Let \( B_1 = \{ v_1, \ldots, v_n \} \) be a basis with \( v_1 \) square in \( \mathbb{F}_{p^n} \) and let \( B_2 = \{ w_1, \ldots, w_n \} \) be another basis with \( w_1 \) non square in \( \mathbb{F}_{p^n} \). Then by Steinitz exchange lemma given any
set $S \subseteq B_1$, with $|S| = s$, there exists a set $T \subseteq B_2$, with $|T| = s$, such that $(B_1 \setminus S) \cup T$ is a basis of $F_{pn}$.

Next consider a $n$-tuple $c = (\varepsilon_1, \ldots, \varepsilon_n)$, where

$\varepsilon_i \in \{1, w_i, v_i^{-1}\}$ and define a $F_p$ linear map

$$\varphi_c : F_q \rightarrow F_q$$

$$v_i \rightarrow \varepsilon_i v_i$$

Then $\varphi_c$ exchange the elements of the basis $B_1$ and $B_2$.

By Steinitz lemma $\varphi_c$ takes a basis into another basis. Thus $\varphi_c$ is a linear invertible map.

If $\Psi$ is the quadratic function, it is clear that $\Psi \varphi_c$ is a minimal function. Also notice that for two different $n$-tuples $c_1 = (\varepsilon_1, \ldots, \varepsilon_n)$ and $c_2 = (\overline{\varepsilon_1}, \ldots, \overline{\varepsilon_n})$ we have $\varepsilon_i \neq \overline{\varepsilon}_i$ for some $i$. Thus

$$\Psi (\varphi_{c_1} (v_i)) = \Psi (\varepsilon_i v_i) = \Psi (\varepsilon_i) \Psi (v_i),$$

and
Since \( \varphi ( \varepsilon_1 ) \neq \varphi ( \bar{\varepsilon}_1 ) \), we conclude \( \varphi \varphi_{c_1} \neq \varphi \varphi_{c_2} \).

Then we have \( 2^n \) minimal functions of the form \( \varphi \varphi_{c} \). That finishes the proof. \( \square \).

**Remark:** The \( 2^n \) pairwise distinct minimal functions constructed above lie in the \( \text{GL}_n(F_p) \)-orbit of the quadratic function \( \varphi \). Thus we have actually showed that

\[
\frac{|\text{GL}_n(F_p)|}{|\text{Stab}(\varphi)|} \leq 2^n.
\]

Hence \( |\text{Stab}(\varphi)| \leq \frac{n}{2^n} \left[ \prod_{i=1}^{n-1} \left( \frac{p^n - p^i}{2} \right) \right] \)

This together with lemma (3.3) gives

\[
\left( \frac{p^{n-1}}{2} \right)_n \leq |\text{Stab}(\varphi)| \leq \prod_{i=1}^{n-1} \left( \frac{p^n - p^i}{2} \right).
\]

And our conjecture (see page 51) is that the left-hand side inequality is actually equality.
APPENDIX

PROGRAM FIELD19

Francisco Rivero  6-11-87.
Running time 6hrs 25 min.

program field19;
    type coord = ARRAY[1..171] of integer;
    var
        r,s,t: coord ;
        is_square : ARRAY[0..342] of boolean ;

    procedure square ;
        (* this procedure find all squares in F(343) *)
        (* x = (I,J,K) is any element in F(343) , with x^2 =
          (r,s,t)*) 
        var
            I,J,K,e,w : integer ;
    begin
        writeln ( '******* list of all squares in F(343) ******* ');
        writeln ;
        e := 0;
        for I := 1 to 3 do
            for J := 1 to 7 do
                for K := 1 to 7 do
                    begin
                        e := e +1 ;
                        r[e] := ( I*I + 3*J*K ) MOD 7 ;
                        s[e] := ( 2*I*J + 5*K*K ) MOD 7 ;
                        t[e] := ( 2*I*K + J*J ) MOD 7 ;
                    end;
        for J := 1 to 3 do
            for K := 1 to 7 do
                begin
                    e := e +1 ;
                    r[e] := ( 3*J*K ) MOD 7 ;
                    s[e] := ( 5*K*K ) MOD 7 ;
                    t[e] := ( J*J ) MOD 7 ;
                end;
        for K := 1 to 3 do
            begin
                e := e +1 ;
                r[e] := 0;
                s[e] := ( 5*K*K ) MOD 7 ;
                t[e] := 0;
            end;
        (* next we generate the set of squares is_square*)
        for I := 0 to 342 do
            is_square[I] := false;
is_square[I] := false;
for I := 1 to 171 do
begin
  w := 49*r[I] + 7*s[I] + t[I];
  is_square[w] := true;
  writeln ( r[I]:6 , s[I]:6 , t[I]:6 , I:10 );
end;
end;

procedure linear_map;
(* Generates all linear, invert maps on F(343) *)
var
  al , a2 , a3 ,
  b1 , b2 , b3 ,
  c1 , c2 , c3 ,
  z1 , z2 , z3 ,
  I , J , K , L , y, det : integer ;
begin
  for I := 1 to 171 do
begin
    writeln (1st.) ;
    a1 := r[I] ;
    a2 := s[I] ;
    a3 := t[I] ;
    for J := 1 to 171 begin
      c1 := r[J] ;
      c2 := s[J] ;
      c3 := t[J] ;
      for K := 1 to 171 do
      begin
        b1 := r[K] ;
        b2 := s[K] ;
        b3 := t[K] ;
        det := ( a1*b2*c3 + c1*a2*b3 + b1*c2*a3
          -a1*c2*b3 - c1*b2*a3 - a2*b1*c3 ) MOD 7;
        if ( det <> 0 ) then begin
          L := 1;
          repeat
            (* z is the value of the map at (r,s,t) *)
            z1 := ( r[L]*a1 + 3*s[L]*b1 + t[L]*c1 ) MOD 7;
            z2 := ( r[L]*a2 + 3*s[L]*b2 + t[L]*c2 ) MOD 7;
            z3 := ( r[L]*a3 + 3*s[L]*b3 + t[L]*c3 ) MOD 7;
            y := 49*z1 + 7*z2 + z3 ;
            L := L + 1 ;
          until ( L > 171 ) or not is_square[y];
          if ( is_square[y] ) then begin
            write (1st , ' ' );
            write (1st , ' a = (' , a1 , ',',a2 , ',',a3);
write (1st, ' b = (' , b1 , ' , ' , b2 , ' , ' , b3 );
write (1st, ' c = (' , c1 , ' , ' , c2 , ' , ' , c3 );
end
end
end
end
end;
9
begin (*field19*0
square ;
 linemap ;
end.
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