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Abstract

The advantages envisioned from using large antenna arrays have made massive multiple-input multiple-output systems (also known as massive MIMO) a promising technology for future wireless standards. Despite the advantages that massive MIMO systems provide, increasing the number of antennas introduces new technical challenges that need to be resolved. In particular, symbol detection is one of the key challenges in massive MIMO. Obtaining accurate channel state information (CSI) for the extremely large number of channels involved is a difficult task and consumes significant resources. Therefore for Massive MIMO systems coherent detectors must be able to cope with highly imperfect CSI. More importantly, non-coherent schemes which do not rely on CSI for symbol detection become very attractive.

Expectation propagation (EP) has been recently proposed as a low complexity algorithm for symbol detection in massive MIMO systems, where its performance is evaluated on the premise that perfect channel state information (CSI) is available at the receiver. However, in practical systems, exact CSI is not available due to a variety of reasons including channel estimation errors, quantization errors and aging. In this work we study the performance of EP in the presence of imperfect CSI due to channel estimation errors and show that in this case the EP detector experiences significant performance loss. Moreover, the EP detector shows a higher sensitivity to channel estimation errors in the high signal-to-noise ratio (SNR) regions where the rate of its performance improvement decreases. We investigate this behavior of the EP detector and propose a Modified EP detector for colored noise which utilizes the correlation matrix of the channel estimation error. Simulation results verify that the modified algorithm is robust against imperfect CSI and its performance is significantly improved over the EP algorithm, particularly in the higher SNR regions, and that for the modified detector, the slope of the symbol error rate (SER) vs. SNR plots are similar to the case of perfect CSI.

Next, an algorithm based on expectation propagation is proposed for noncoherent sym-
bol detection in large-scale SIMO systems. It is verified through simulation that in terms of SER, the proposed detector outperforms the pilot-based coherent MMSE detector for blocks as small as two symbols. This makes the proposed detector suitable for fast fading channels with very short coherence times. In addition, the SER performance of this detector converges to that of the optimum ML receiver when the size of the blocks increases. Finally it is shown that for Rician fading channels, knowledge of the fading parameters is not required for achieving the SER gains.

A channel estimation method was recently proposed for multi-cell massive MIMO systems based on the eigenvalue decomposition of the correlation matrix of the received vectors (EVD-based). This algorithm, however, is sensitive to the size of the antenna array as well as the number of samples used in the evaluation of the correlation matrix. As the final work in this dissertation, we present a noncoherent channel estimation and symbol detection scheme for multi-cell massive MIMO systems based on expectation propagation. The proposed algorithm is initialized with the channel estimation result from the EVD-based method. Simulation results show that after a few iterations, the EP-based algorithm significantly outperforms the EVD-based method in both channel estimation and symbol error rate. Moreover, the EP-based algorithm is not sensitive to antenna array size or the inaccuracies of sample correlation matrix.
Chapter 1
Introduction

The limited resources of wireless communication systems, including the limited energy and radio spectrum, is a major bottleneck for serving ever increasing number of users[2, 3] and introducing new wireless services. The capabilities of multiple-antenna systems in improving the system capacity (or throughput), bandwidth efficiency, power efficiency and link reliability of wireless systems was first demonstrated in the vertical Bell laboratories layered space-time (V-BLAST) project [4], as well as in early theoretical studies in [5] and [6]. Since then and in the past two decades, multiple-antenna systems, also known as multiple-input multiple-output (MIMO)\(^1\), have been the subject of intense academic research and have now become an integral part of many standards. Many of the recent wireless standards such as WiFi, WiMAX, HSPA, LTE, etc., rely on MIMO systems.

In general, improvements from MIMO systems are achieved by either combating or exploiting the multipath fading effects of the wireless channels[7]. In spatial diversity techniques, MIMO is used to alleviate the harmful effects of multipath scattering and to increase communication reliability. On the other hand in spatial multiplexing, MIMO is deployed for exploiting the signal scattering of the multipath fading channel to serve a higher number of data streams. All MIMO-based wireless standards use one or both spatial diversity and spatial multiplexing techniques.

The promising advantages of MIMO techniques cannot be realized without the availability of the instantaneous channel coefficients (also known as channel state information (CSI)) either at the receiver or the transmitter. In this regard, MIMO systems can be classified into open-loop or closed-loop systems. In an open-loop MIMO system only the receiver needs the CSI, whereas in a closed-loop system both the receiver and the transmitter use the CSI. In general, in spatial diversity MIMO receivers use CSI for data detection

\(^1\)Following the similar nomenclature of MIMO, the traditional single-antenna systems are also called single-input single-output (SISO).
and in multiplexing techniques MIMO transmitters use CSI for transmit diversity and beamforming. Thus, depending on the availability of CSI at the receiver and/or transmitter, combination of spatial techniques can be used. Table 1.1 shows examples of this combination[7].

Table 1.1: Examples of open-loop and closed-loop MIMO systems.

<table>
<thead>
<tr>
<th></th>
<th>Open-loop</th>
<th>Closed-loop</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spatial Diversity</td>
<td>Space-Time Coding (STC)</td>
<td>Transmit Selection Diversity (TSD)</td>
</tr>
<tr>
<td>Spatial Multiplexing</td>
<td>BLAST</td>
<td>Eigenbeamforming</td>
</tr>
</tbody>
</table>

Conventional MIMO systems, which consist of one multiple-antenna transmitting node and one multiple-antenna receiving node, are referred to as single-user MIMO (SU-MIMO) or point-to-point MIMO. Cellular communication systems, however, employ multi-user MIMO (MU-MIMO), where one multiple-antenna base station (BS) serves several single-antenna users or mobile stations (MS). Since the users in MU-MIMO are single-antenna systems, their throughput improvement will be limited. However, the entire network will experience increase in the overall throughput\(^2\).

### 1.1 Massive MIMO

Since the gains offered by MIMO systems scale with the number of transmit and receive antennas, research on high-order MIMO (also referred to as massive MIMO) system has been accelerated in recent years [8, 9, 10, 11]. Early studies have demonstrated the benefits of massive MIMO systems [12], and some field trials have been carried out to show the possibilities and limitations of this technology [13, 14, 15]. Massive MIMO is a MU-MIMO in which the BS is equipped with an order of magnitude larger number of antennas with respect to traditional MIMO systems. For example, while an LTE-A base station can deploy up to 8 antennas, a massive MIMO base station may use tens or even hundreds of antennas. Fig. 1.1 shows a sample prototype of a massive MIMO BS at 3.7 GHz with 160

\(^2\)In fact, all single-antenna nodes can be considered as an integrated node with distributed antennas. Therefore, a MU-MIMO network with single-antenna users may be viewed as a SU-MIMO system.
In a MIMO system with $N_r$ and $N_t$ receiving and transmitting antennas, respectively, the small-scale fading channel can be expressed by an $N_r \times N_t$ matrix as $H$. According to the statistical matrix theory, as the dimensions of this random matrix grow, the distribution of singular values of $H$ become independent of the statistical distribution of its entries and will only depend on the ratio $N_t/N_r$ [16]. An immediate affect of this property is that very tall or very wide (very small or very large $N_t/N_r$, respectively) channel matrices are very well conditioned [17]. This property also implies that the histogram of singular values of any single realization of $H$ become very close to the average distribution of singular values. This phenomenon is also known as the channel hardening property. For example, in the reverse link of a MU-MIMO system with a fixed number of mobile users, if $N_r$ increases, the ratio $N_t/N_r$ becomes very small. Based on the channel hardening property, this implies more dominant diagonal and very small off-diagonal entities of $H^H H$, such that the eigenvalues of $H^H H/N_r$ approach to 1 [12]. This property can also be expressed in term of orthogonality of rows or columns of $H$ in two extreme cases of $N_r \ll N_t$ or $N_t \ll N_r$[12]. According to [9], when $N_r \ll N_t$ and $N_t \to \infty$ the row vectors of $H$ will
become asymptotically orthogonal and hence we have

\[ H^H H \approx N_t I_{N_r}, \quad (1.1) \]

and similarly, when \( N_t \ll N_r \) and \( N_r \to \infty \) the columns of \( H \) will become asymptotically orthogonal such that

\[ H^H H \approx N_r I_{N_t}. \quad (1.2) \]

Properties (1.1) or (1.2) are also referred to as the favorable propagation conditions.

Consider a MU-MIMO network with \( L \) cells with one base station and \( K \) users in each cell. Assume the base stations have \( M \) antennas and all users are single-antenna terminals. A simple schematic of this network is demonstrated in Fig. 1.2. The narrow band block fading channel is assumed. The channel gain between the \( m \)-th antenna of the \( l \)-th base station and \( k \)-th user located in \( i \)-th cell is denoted as \( \tilde{h}_{limk} \). Each channel factor \( \tilde{h}_{limk} \) can be modeled as follows

\[ \tilde{h}_{limk} = \tilde{g}_{limk} \sqrt{\beta_{lik}} \quad (1.3) \]

in which, \( \tilde{g}_{limk} \) and \( \beta_{lik} \) represent the independent small-scale fading and large-scale shad-
owing effects, respectively. In this model, \( \tilde{g}_{limk} \) is the fast changing fading channel between \( m \)-th antenna of the base station \( l \) and the \( k \)-th user in cell \( i \), and \( \beta_{lik} \) is the slow changing shadowing gain between the \( l \)-th base station and the \( k \)-th user in cell \( i \). As the indexes show, \( \beta_{lik} \) is independent of the base station’s array number \( m \) and is identical for all antenna elements at the base station. Denoting \( \tilde{g}_{lik} \) as an \( M \times 1 \) vector of small-scale fading gains between the \( l \)-th base station and \( k \)-th user in cell \( i \), the total fading channel between all users of cell \( i \) and the \( l \)-th base station can be represented by the \( M \times K \) matrix \( \tilde{G}_{li} = [\tilde{g}_{li1} \ldots \tilde{g}_{lik}] \). Consequently, by including the shadowing factors, the total channel gain is given as

\[
\tilde{H}_{li} = \tilde{G}_{li}D_{li}^{\frac{1}{2}}
\]  

(1.4)

where, \( D_{li} \) is a diagonal matrix with \( \beta_{lik} \) values for \( k = 1, \ldots, K \) on its main diagonal, i.e.

\[
D_{li} = \begin{bmatrix}
\beta_{l1} & 0 & \ldots & 0 \\
0 & \beta_{l2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \beta_{lK}
\end{bmatrix}
\]  

(1.5)

To show the effects of deploying a large number of antennas at the base stations, consider the single-cell network, i.e. \( L = 1 \). To simplify the notations, we ignore the cell indexes. The received vector at the base station in the reverse link is given by the following equation

\[
y = \sqrt{\rho} \tilde{H}x + n
\]  

(1.6)

in which, \( x \) is the transmitted vector of unit-energy symbols, \( n \) is the additive zero-mean Gaussian noise with identity covariance matrix, and \( \rho \) is the signal power-to-noise power ratio. For large \( M \) and based on the favorable channel condition in (1.2), we have

\[
\tilde{H}^H \tilde{H} \approx MD
\]  

(1.7)
The capacity for this link is then given as

$$C = \log_2 \det(I_K + \rho H^H H),$$  \hspace{1cm} (1.8)$$

which by using the channel hardening property in (1.7) at large $M$ can be simplified as [8]

$$C \approx \sum_{k=1}^{K} \log_2(1 + M\rho \beta_k) \text{bits/s/Hz.} \hspace{1cm} (1.9)$$

This formula clearly shows the dependency of the achievable throughput to $M$. It can be shown that the throughput in (1.9) can be achieved by a simple matched filter (MF) receiver [10].

By assuming time-division duplexing (TDD) mode, the transmissions over forward and reverse links will be done in the same frequency band. Therefore, based on the channel reciprocity property, the forward link’s channel matrix will be the transposed version of the reverse link’s channel matrix. Consequently, the received vector for the forward link is given as

$$y = \sqrt{\rho} \tilde{H}^T x + n \hspace{1cm} (1.10)$$

The capacity of this link is given by

$$C = \max_P \log_2 \det(I_M + \rho \tilde{H} P \tilde{H}^H),$$  \hspace{1cm} (1.11)$$

in which, $P$ is a positive diagonal matrix of allocated powers to transmitting antennas such as $p_1, \ldots, p_K$, where $\sum_{k=1}^{K} p_k = 1$ [18]. Under the favorable channel condition and by using the identity $\det(I + AA^H) = \det(I + A^HA)$, the given capacity simplifies to

$$C \approx \max_P \log_2 \det(I_K + \rho MPD) \text{bits/s/Hz.} \hspace{1cm} (1.12)$$

This equation demonstrates the direct dependency of the throughput to $M$.
The promising benefits of large antenna arrays in massive MIMO systems can be classified into two major areas of enhancing the channel throughput [8] (as shown in above analysis by (1.9) and (1.12)) and improving the energy efficiency [19]. Despite these advantages, there are some issues in deploying systems with a large number of antennas which need to be addressed. In particular in this report, the implementation issues of channel estimation and symbol detection, as the two dominant challenges in massive MIMO systems, are introduced.

1.2 Challenges in Channel Estimation in Massive MIMO Systems

As discussed previously, both open and closed-loop MIMO configurations require CSI. In MU-MIMO CSI is used for multi-user precoding in the forward link and symbol detection in both forward and reverse links. Due to time-varying nature of cellular channels, CSI changes over time and therefore must be periodically updated at relatively short times\(^3\). The process of updating or estimating CSI consumes time, bandwidth, power and computational resources. Usually, the CSI estimation is accomplished by transmitting a set of known pilot sequences. The length of pilot should be at least equal to the number of transmitting antennas. Therefore, the required resources for channel estimation in MIMO systems is proportional to the number of transmitting antennas and is independent of the number of receiving antennas.

Since the estimated CSI will be valid for a short time instance, the pilot and payload transmissions should be accomplished in a time/frequency slot in which the channel is nearly constant. This duration depends on several factors, including the carrier frequency, propagation environment, and user mobility, and can be measured as the product of the channel’s coherence time \((T_c)\) and coherence bandwidth \((B_c)\). For multi-carrier modulation techniques, such as OFDM, the fading channel will be (frequency) flat and can be assumed

\(^3\)We will see shortly, that the duration in which the channel remains static depends on the coherence parameters of the fading channel.
static for the duration of the coherence time. For example, a channel with \( T_c = 1 \text{ ms} \) and \( B_c = 100 \text{ kHz} \) will remain constant for about 100 transmission symbols.

Like any wireless technique, MIMO transceivers can work in either frequency-division duplexing (FDD) or TDD mode. The above fact about the limited number of symbols experiencing a static channel, will differently affect the channel estimation of FDD and TDD modes. If FDD is used, which means the forward and reverse links are in different frequency bands, the downlink and uplink channels (or CSIs) will be different. In the reverse link, the base station receives the pilots transmitted by mobile terminals and estimates their channel. Required resources for uplink channel estimation is independent of the massive number of antennas at the base station. Unlike the reverse link, the forward link CSI must be achieved in two stages. At first the base station transmits a pilot sequence and each user estimates its own downlink CSI. Then terminals must transmit their CSI measurements back to the base station. Since the resources required for this procedure is proportional to the number of the base station’s antennas, at best case, the whole \( T_c \times B_c \) symbols which are experiencing a static channel, must be dedicated to pilot symbols. Therefore, despite its practical advantages, deploying FDD in massive MIMO is still an open problem [11].

In the case of TDD, in which the forward and reverse transmissions are at the same frequency band but in different time slots, the channel reciprocity can be exploited\(^4\). Consequently, the estimated uplink CSI can also be used as downlink CSI. Therefore, in TDD mode, first the mobile terminals transmit the pilot sequences and the base station estimates the uplink CSI by receiving those pilots. Next, the base station uses the estimated CSI for detecting uplink symbols as well as downlink beamforming. To achieve the best uplink CSI estimation, the pilot sequences of different mobile users must be orthogonal. However, due to the restriction of the coherence properties of the channel, the number of orthogonal sequences are limited. Accordingly, the pilot sequences employed by adjacent cells may be

\(^4\)While in the TDD the physical channels of forward and reverse links are identical, the two links experience different electrical circuitary. Therefore, pure reciprocity does not exist even in TDD mode. However, by applying proper periodical calibrations, the two links can be approximated as identical[1].
nonorthogonal, leading to the so called pilot contamination problem[8]. We will see shortly
that unlike the intera-cell multi-user interference, which can be mitigated by employing
large antenna arrays, the inter-cell interference caused by pilot contamination cannot be
removed by increasing the number of antennas in base stations.

To show the harmful effects of pilot contamination, we can use the introduced multi-cell
massive MIMO model in Fig. 1.2. Assume the worst case scenerion, in which mobile users
synchronously and simultaneously transmit pilot sequences for uplink channel estimation.
As another important assumption, suppose the complete intera-cell orthogonality among
pilots and that the identical set of pilots are used in all cells. By assuming $\tau$ as the length
of pilots, the pilot sequence of the $k$-th users in all cell can be considered by a $1 \times \tau$ row
vector denoted as $p_k$. Consequently, we can represent the matrix of all $K$ orthogonal pilots
inside each cell by $P = [p_1^T, \ldots, p_K^T]^T$, which is a $K \times \tau$ matrix. By intra-cell orthogonality
we have $PP^H = \tau I_K$. Without loss of generality, assume the uplink channel estimation in
the first base station, i.e. $l = 1$. From (1.6) and by the above assumptions, the received
matrix at this base station can be written as

$$Y_1 = \sqrt{\rho} \sum_{l=1}^{L} \tilde{H}_{ll} P + N_1$$

(1.13)

where $\tilde{H}_{ll} \in \mathbb{C}^{M \times K}$ is defined in (1.4), and $N_1 \in \mathbb{C}^{M \times K}$ is the additive noise matrix of the
first base station during the pilot transmission.

For channel estimation, the target base station must project the received signals to the
space of orthogonal pilots. This can be implemented by multiplying the received matrix
by the $P^H$ [10]. Therefore, $H_{11}$ as the estimation of $\tilde{H}_{11}$ is given as

$$H_{11} = \frac{1}{\tau \sqrt{\rho}} Y_1 P^H$$

(1.14)

$$= \tilde{H}_{11} + \sum_{i \neq l} \tilde{H}_{il} + \frac{1}{\tau \sqrt{\rho}} N_1 P^H$$

(1.15)
The second term in the right hand side of (1.15) shows the effect of pilot contamination which appears as an extra noise to the final estimation. Considering that all variables in this model are complex-valued, reveals that even a small complex noise can adversely affect the phase of resultant estimations. Since the base station uses this estimation for beamforming in forward link, the channel estimation error creates directional side-lobes toward the other users in adjacent cells, which will be an important source of directional interference. While the intra-cell interference can be mitigated by deploying massive MIMO, the harmful effects of this inter-cell interference cannot be alleviated by increasing the number of antennas. This issue is depicted in Fig. 1.3.

In addition to estimation errors, CSI is subject to errors due to aging and quantization [20, 21, 22, 23]. Therefore, assuming perfect CSI in analysis may lead to incorrect or infeasible results.
1.3 Challenges in Symbol Detection in Massive MIMO Systems

Symbol estimation and detection in MIMO is generally a challenging process. To make it more clear, let's consider the reverse link of a MU-MIMO system, as in (1.6). In this model, the base stations receive the $M \times 1$ vector $y$ and should detect the transmitted symbols in the $K \times 1$ vector $x$. Assuming $\mathcal{M}$-ary modulation scheme, symbols are selected from the constellation set $\mathcal{A}_M$. If we assume a coherent detection mechanism in which the perfect CSI is available at the basestation, and that transmitted symbols are equally probable, the maximum likelihood (ML) detection rule is given as

$$\hat{x}_{ML} = \arg \max_{\hat{x} \in \mathcal{A}_M^K} p(y|x, \hat{H})$$ (1.16)

To solve this optimization problem, the receiver must search $\mathcal{M}^K$ different K-tuples with elements in $\mathcal{A}_M$. Therefore, the optimum MIMO detection by ML is essentially an exhaustive search method which is an NP-hard problem and its complexity increases exponentially with the number of transmitters and the modulation order. Moreover, the performance of linear schemes such as zero-forcing (ZF) and minimum-mean-squared-error (MMSE) decoders (which have polynomial-time complexity [24]) is poor. Successive interference cancellation (SIC) was shown to improve the performance of ZF in the early MIMO project V-BLAST [25] and later was extended to MMSE [26]. However, the performances of MMSE-SIC and ZF-SIC are still far from that of the ML decoder.

Massive MIMO, on the other hand, by employing an order of magnitude more antennas at the base station provides an opportunity for deploying linear detectors. As is shown in [8], under the favorable channel condition, the capacity in (1.9) is achievable by using a simple linear matched filter detector. This fact can also be understood intuitively. Since in favorable channel conditions the channel vectors of different users become mutually orthogonal, the receiver will be able to remove the interference with deploying even a
simple linear algorithm. As explained before, favorable propagation condition will occur in presence of two extreme cases of very large antenna array \((N_r \to \infty)\) and very small number of transmitters \((N_t \ll N_r)\). However, in many real propagation environments, increasing \(N_r\) does not necessarily creates orthogonality \([27]\). Moreover, to increase the system’s spectral efficiency, it is more appealing to serve larger number of users. These facts reveal the possible practical restrictions in using linear detectors in massive MIMO systems. Therefore, nonlinear detection algorithms which provide better performance at the cost of higher complexity, are still possible solutions for symbol detection in massive MIMO systems \([10]\).

1.4 Outline of the Dissertation

The rest of this dissertation is organized as follows. In Chapter 2, we introduce the recently suggested MIMO detection technique based on Expectation Propagation. We will show that the proposed algorithm is very sensitive to the quality of the channel state information at the receiver. Therefore, a modification to the algorithm is suggested to enhance the detector’s robustness against the incomplete knowledge of the channel coefficients at the receiver.

A noncoherent detector, based on the Expectation Propagation algorithm, is suggested for Single Input Multiple Output (SIMO) systems in Chapter 3. The inherent phase ambiguity in the estimated channel coefficients can be bypassed by employing differentially encoded modulation symbols. It is shown that the algorithm can easily outperform the coherent Minimum Mean Square Error (MMSE) detectors. Also, the performance of the optimum Maximum Likelihood (ML) detector is achievable with large enough blocks.

In Chapter 4 a joint channel estimation and symbol detection algorithm based on the Expectation Propagation is suggested for multi-user multi-cell MIMO systems. It is shown that by initializing the Expectation Propagation algorithm with results of a rough and inaccurate noncoherent channel estimator, such as the EVD-based algorithm, considerable improvements in channel estimation and symbol detection performances is achieved. It is
also shown that the combination of the two algorithms can significantly decrease the overall rate of erroneous blocks. Finally, the conclusions are given in Chapter 5.
Chapter 2
MIMO Detection With Imperfect Channel State Information Using Expectation Propagation

2.1 Introduction

Multiple-input multiple-output (MIMO) technology can significantly increase system capacity (throughput) and improve the reliability of wireless communication systems, and is now incorporated into many wireless standards such as WiFi, WiMAX, LTE, etc. Since the gains offered by MIMO systems scale with the number of transmit and receive antennas, research on high-order MIMO (also referred to as massive MIMO) has been accelerated in recent years [8, 9, 10]. Early studies have demonstrated the benefits of massive MIMO systems [12], and some field trials have been carried out to show the possibilities and limitations of this technology [13, 14, 15].

In massive MIMO systems employing a high-order modulation scheme, symbol detection is a particularly challenging problem. The complexity of the optimal maximum likelihood (ML) decoder is exponential in the number of transmit antennas and it is essentially an exhaustive search method. Moreover, the performance of linear schemes such as zero-forcing (ZF) and minimum-mean-squared-error (MMSE) decoders (which have polynomial-time complexity [24]) is poor. Successive interference cancellation (SIC) was shown to improve the performance of ZF in the early MIMO project V-BLAST [25] and later was extended to MMSE [26]. However, the performances of MMSE-SIC and ZF-SIC are still far from that of the ML decoder.

It is shown in [12] that for a fixed number of transmit antennas $N_t^1$, as the number of receive antennas $N_r$ increases, the channel vectors become orthogonal. This phenomenon referred to as channel hardening occurs when the loading factor $\frac{N_t}{N_r} << 1$. Therefore for $^1$Equivalently, a fixed number of synchronous single-antenna users.
such systems simple linear detectors such as ZF and MMSE detectors show acceptable performance [8]. However, the spectral efficiency of these systems is low due to the small number of transmit antennas $N_t$. On the other hand, increasing $N_t$ improves the system spectral efficiency, but severely degrades the performance of linear decoders.

Graph-based statistical inference techniques such as Belief Propagation (BP) have proven to be powerful tools for detection problems and also practically viable, particularly in models with a large number of variables or high degrees of freedom [28]. Unfortunately, when the underlying graph has many short cycles, the performance of these algorithms is not satisfactory; and the graph corresponding to symbol detection in MIMO systems is a fully connected graph [29]. To overcome this difficulty, in [29] the authors find a Gaussian Tree Approximation (GTA) on the posterior distribution of the transmitted symbols. The BP algorithm is then used to compute an approximation of this posterior distribution. In [30] GTA has been enhanced with successive interference cancellation (GTA-SIC).

More recently the Expectation Propagation (EP) algorithm of [31] has been applied to symbol detection in MIMO systems [32]. Briefly, EP attempts to find the closest approximation for the conditional marginal distribution of a desired variable in an iterative refinement procedure. Therefore, it can be employed in MIMO detection for finding the posterior distribution of the transmitted symbols. As shown in [32], in terms of symbol error probability, the EP detector outperforms other detectors such as GTA-SIC and MMSE-SIC with low complexity.

The performance of EP in [32] is evaluated on the premise that perfect channel state information (CSI) is available at the receiver. However, in MIMO systems, channel coefficients are typically estimated at the receiver from finite-length pilot sequences [33, 34]. In cellular networks using massive MIMO systems, pilot interference from neighboring cells limits the accuracy of channel estimation giving rise to the so-called pilot contamination problem [35]. In addition to estimation errors, CSI is subject to errors due to aging and

\footnote{For a careful comparison of the computational complexity of the above algorithms we refer the reader to [32].}
quantization [20, 36, 22, 23]. In [37] the authors formulate the ML decoder under imperfect CSI and propose recursive tree search algorithms for the implementation of their decoders. Degradation of the performance of ZF in the case of imperfect CSI is analyzed in [23]. However, to the best of our knowledge, the performance of EP algorithm under imperfect CSI has not been studied.

In this paper we show that although channel estimation improves by increasing the signal-to-noise ratio (SNR), surprisingly, at high SNR values, the rate of improvement of symbol error rate (SER) vs. SNR decreases. We investigate this behavior of the EP detector in the case of imperfect CSI and propose a modified detector in order to recover some of the performance loss of the EP detector. Simulation results verify that the proposed modification improves the performance of EP in the case of imperfect CSI, particularly in higher SNR regions, and that for the modified detector the slope of the SER vs. SNR plots are similar to the case of perfect CSI.

The rest of this chapter is organized as follows. The system model is presented in Section 2.2. A brief review on the EP algorithm is presented in Section 2.3. Section 2.4 contains the derivation of EP for the general model with imperfect CSI followed by the calculations of covariance matrix of channel estimation error. Finally the simulation results are presented in Sections 2.5.

Notations: Throughout this paper, small letters (x) are used for scalars, bold small letters (x) for vectors, and capital letters (X) denote matrices. R and C represent the set of real and complex numbers, respectively. \( \Re(z) \) and \( \Im(z) \) denote the real and imaginary parts of the complex variable \( z \). For a set of complex variables \( A = \{z_1, z_2, \cdots\} \), we denote \( \Re(A) \triangleq \{\Re(z_1), \Re(z_2), \cdots\} \) and \( \Im(A) \triangleq \{\Im(z_1), \Im(z_2), \cdots\} \). The superscripts \( (\cdot)^T \), \( (\cdot)^H \), and \( (\cdot)^{-1} \) represent transpose, Hermitian transpose, and matrix inverse, respectively. Also, \( \otimes \) denotes the matrix Kronecker product. For a probability density function (PDF) \( p(\cdot) \), \( E_p \) denotes the expectation operator with respect to \( p(\cdot) \). \( I_N \) denotes the \( N \times N \) identity matrix. Finally, vec\( (A) \) and \( ||a|| \) denote the vectorization of the matrix \( A \) and the \( \ell^2 \) norm.
of vector \( \mathbf{a} \), respectively.

### 2.2 System Model

Consider a MIMO system with \( N_r \) and \( N_t \) receive and transmit antennas, respectively\(^3\).

The vector of transmitted symbols at each channel use is denoted as \( \mathbf{\tilde{u}} = [\tilde{u}_1, \ldots, \tilde{u}_N] \) \( \in \mathbb{C}^{N_t \times 1} \), where \( \tilde{u}_i \)'s are symbols from an M-ary modulation constellation \( \tilde{A}_M \) with average energy \( E_s \). The channel matrix denoted by \( \mathbf{\tilde{H}}' \in \mathbb{C}^{N_r \times N_t} \) is a realization from a zero-mean complex symmetric Gaussian distribution with covariance matrix \( \tilde{R}_h \), i.e.,

\[
\mathbf{\tilde{h}}' = \text{vec}(\mathbf{\tilde{H}}') \sim \mathcal{CN}(\mathbf{\tilde{h}}'|\mathbf{0}, \tilde{R}_h).
\]

We assume a block fading channel where the channel matrix \( \mathbf{\tilde{H}}' \) remains constant for the duration of a transmission block which includes several transmission vectors.

The received vector \( \mathbf{\tilde{y}} \) is given by

\[
\mathbf{\tilde{y}} = \mathbf{\tilde{H}}'\mathbf{\tilde{u}} + \mathbf{\tilde{n}},
\]

where \( \mathbf{\tilde{y}} \in \mathbb{C}^{N_r \times 1} \), and \( \mathbf{\tilde{n}} \in \mathbb{C}^{N_r \times 1} \) is the zero-mean white Gaussian noise vector with \( \mathbf{\tilde{n}} \sim \mathcal{CN}(\mathbf{\tilde{n}}|\mathbf{0}, \sigma_n^2 I_{N_r}) \). Assuming independent and identically distributed (iid) transmitted symbols, the a posteriori distribution of the transmitted symbols is given by

\[
p \left( \mathbf{\tilde{u}}|\mathbf{\tilde{y}}, \mathbf{\tilde{H}}' \right) \propto \mathcal{N} \left( \mathbf{\tilde{y}}|\mathbf{\tilde{H}}'\mathbf{\tilde{u}}, \sigma_n^2 I_{N_r} \right) \prod_{i=1}^{N_t} \mathbb{I}_{\tilde{u}_i \in \tilde{A}_M}
\]

in which \( \mathbb{I}_A \) is the indicator function of the event \( A \).

We denote the receiver’s estimate of the channel matrix by \( \hat{\mathbf{H}} \). Therefore, the receiver’s view of the model in (2.1) is given by

\[
\hat{\mathbf{y}} = \hat{\mathbf{H}}\mathbf{\hat{u}} + \hat{\mathbf{n}}.
\]

Consequently, the receiver assumes that the a posteriori distribution of the transmitted

\(^3\)This model is also applicable to a multi-user system in which \( N_t \) single-antenna users synchronously transmit to an \( N_r \)-antenna receiver.
symbols is given by
\[ p\left(\tilde{u}|\tilde{y}, \tilde{H}\right) \propto \mathcal{N}\left(\tilde{y}|\tilde{H}\tilde{u}, \sigma_n^2 I_{N_r}\right) \prod_{i=1}^{N_t} \mathbb{I}_{\tilde{u}_i \in \tilde{A}_M}. \] (2.4)

The distributions in (2.2) and (2.4) have a multiplicative form with respect to the unknown variables which makes it suitable for employing the EP algorithm [31]. However, it should be noted that the receiver assumes the a posterior distribution in (2.4) and it is to this form that the EP algorithm will be applied. In Section 2.4.1 we describe the deleterious consequences of this approach.

2.3 Expectation Propagation

EP is an iterative algorithm for finding the best approximation to a desired distribution from within a tractable family of distributions.

Following the proposed algorithm in [38] and [31], suppose the parameter \( \theta \) must be estimated from some independent measurements \( x_1, \ldots, x_n \). As is common in Bayesian estimation, it is assumed that the prior distribution of \( \theta \) is known. Therefore the posterior distribution is given by
\[ p(\theta|x_1, \ldots, x_n) \propto p(\theta) \prod_{i=1}^{n} p(x_i|\theta) \Delta \prod_{i=0}^{n} p_i(\theta) \] (2.5)

where \( p_0(\theta) \triangleq p(\theta) \) and \( p_i(\theta) \triangleq p(x_i|\theta) \) for \( i = 1, 2, \ldots, n \). EP exploits this factorized structure for approximating the above conditional distribution by a distribution from the exponential family, \( q(\theta) \), of the form
\[ q(\theta) \propto \prod_{i=0}^{n} q_i(\theta) \] (2.6)

where \( q_i(\theta), i = 0, 1, \ldots, n \) is from an exponential family. Several properties of the exponential family are helpful in simplifying the computations. Two of these properties are extensively used in the computations involved in EP. First is that as in (2.6), multiplication
(or division) of two exponential distributions results in an exponential distribution. Moreover, the parameters of the resulting distribution are easily computed from the parameters of the constituent distributions. Next, the EP algorithm tries to iteratively find the closest \( q(\theta) \) to the distribution \( p(\theta|x_1, \ldots, x_n) \) where closeness is in terms of the Kullback–Leibler divergence. Therefore, \( q(\theta) \) is the solution of the following optimization problem:

\[
q^*(\theta) = \arg \min_{q \in \mathcal{F}} KL(p(\theta|x_1, \ldots, x_n) || q(\theta))
\]  

(2.7)

where \( \mathcal{F} \) is a family of exponential distributions. It turns out that when \( \mathcal{F} \) is the exponential family with sufficient statistics \( T_1(\theta), T_2(\theta), \ldots, T_S(\theta) \), then the solution of (2.7) is obtained from the moment matching condition, namely

\[
E_q[T_i(\theta)] = E_p[T_i(\theta)], \quad i = 1, 2, \ldots, S
\]

(2.8)

In other words in each step of the optimization we need to match the moments between \( q(\theta) \) and \( p(\theta|x_1, \ldots, x_n) \). For example if we choose \( q(\theta) \) from the family of normal distributions, this is equivalent to equating the mean and variance of \( q(\theta) \) and \( p(\theta|x_1, \ldots, x_n) \). However, EP implements this process in a subtle way, in which instead of finding the best \( q(\theta) \) at once, it finds the best factors of \( q(\theta) \) one by one and refines them through successive iterations. At first, the algorithm starts by initializing all the factors \( q_i(\theta) \) and consequently \( q(\theta) \) itself. Denoting the computed \( q(\theta) \) at the \( l \)th iteration by \( q^{(l)}(\theta) \), then all the factors of \( q^{(l)}(\theta) \) are updated as follows. To update the \( i \)-th factor, a so called cavity distribution\(^4\) is derived, in which the effect of the \( i \)-th factor is eliminated from \( q^{(l)}(\theta) \). Therefore, the \( i \)-th cavity PDF is given by

\[
q^{\backslash i}(\theta) = \frac{q^{(l)}(\theta)}{q_i^{(l)}(\theta)}
\]

(2.9)

Then by combining \( p_i(\theta) \), the \( i \)-th factor of \( p(\theta|x_1, \ldots, x_n) \), and this cavity factor, a new

\(^4\)Also known as partial belief.
intermediate distribution is obtained as

\[
\hat{p}_i(\theta) = \frac{1}{Z_i} q^\theta(\theta)p_i(\theta)
\]  \hspace{1cm} (2.10)

in which \( Z_i = \mathbb{E}_{q^\theta}[p_i(\theta)] = \int_{-\infty}^{+\infty} p_i(\theta) q^\theta(\theta) \, d\theta \). Since in general \( p_i(\theta) \) and consequently \( \hat{p}_i(\theta) \) are not members of the exponential family, the algorithm now finds the closest distribution from the exponential family, \( q^{\text{new}}(\theta) \), to \( \hat{p}_i(\theta) \) using the moment matching condition. After calculating \( q^{\text{new}}(\theta) \), the refined version of the \( i \)-th factor is obtained as

\[
q_i^{(l+1)}(\theta) = Z_i \frac{q^{\text{new}}(\theta)}{q^\theta(\theta)}
\]  \hspace{1cm} (2.11)

After updating all the factors \( q_i^{(l+1)}(\theta) \), \( i = 0, 1, \ldots, n \), \( q^{(l+1)}(\theta) \) is obtained using (2.6), and the process is repeated with the next iteration and until a termination criterion is satisfied. The above procedure is summarized in Algorithm 1. Finally, if we denote the output of the EP algorithm by \( \hat{q}(\theta) \), the parameter \( \theta \) is estimated as \( \hat{\theta} = \mathbb{E}_{\hat{q}}[\theta] \).

---

**Data:** The main conditional PDF from (2.5)

**Result:** A member of exponential family as (2.6) which is closest to (2.5)

**Algorithm 1:** EP algorithm

begin
  Initialize all \( q_i \) factors;
  Calculate \( q \) by (2.6);
  while termination criteria has not been met do
    for \( i=0,\ldots,n \) do
      Calculate the cavity PDF by (2.9);
      Calculate the new intermediate PDF by (2.10);
      Find \( q^{\text{new}} \) by moment matching;
      Update the \( i \)-th factor by (2.11);
    end
  end
end

\[\text{Algorithm 1: EP algorithm}\]
2.4 EP algorithm for imperfect CSI

2.4.1 Motivation

In Fig. 2.1 we show the performance of the EP algorithm in terms of symbol error rate (SER) vs. SNR for the cases of perfect and imperfect CSI. For the case of imperfect CSI, the CSI is estimated from a pilot sequence using MMSE estimation. The pilot sequence is assumed to be orthogonal as described in more detail in Section 2.5. The performance of the CSI estimator is also shown in terms of normalized estimation error $\delta_h$ vs. SNR, where $\delta_h \triangleq 10 \log_{10} \left( \frac{||\tilde{h}' - \hat{h}||^2}{||\tilde{h}'||^2} \right)$, where as before, $\tilde{h}' = \text{vec}(\tilde{H}')$ and $\hat{h} = \text{vec}(\hat{H})$. It is assumed that the pilots are transmitted with the same power as the information symbols. Therefore the SNR represents the SNR of the pilot signals as well as the information symbols. Clearly as SNR increases, channel estimation improves and the estimation error is reduced. However, as the figure shows, the performance of EP with the imperfect CSI has a much lower slope and the performance loss with respect to the case of perfect CSI increases with SNR. In particular for $\text{SER}=10^{-5}$, the performance loss is about 15 dB. In this figure (on the right hand side) we also show the channel estimation error $\delta_h$ vs. SNR (of the pilot sequence). Therefore this figure can also be viewed as a graph of SER vs. channel estimation error. For example for an SNR of 35 dB, the graph of EP detector with imperfect CSI shows that $\text{SER} \approx 10^{-4}$ and the axis on the right shows that the estimation error $\delta_h \approx -39$ dB. Therefore, we conclude that for the estimation error of $-39$ dB, $\text{SER} \approx 10^{-4}$. However, it is important to note here that this value of $\delta_h$ is the actual estimation error that a practical system will experience when the pilot symbols have SNR=35 dB and MMSE estimation is used.

To further illustrate the sensitivity of the EP detector to channel estimation errors, the SER performances of MMSE and EP detectors vs. $\delta_h$ are compared in Fig. 2.2 for a $20 \times 20$ MIMO system. The figure shows that while the EP detector outperforms the MMSE detector for all values of $\delta_h$, its performance is significantly more sensitive to channel estimation error, and that for the EP detector, SER increases sharply with channel estimation error.
Our motivation in this paper is to improve the EP algorithm by incorporating channel estimation into this algorithm so as to recover some of this performance loss.

Figure 2.1: Decoding performance of the EP decoder and the channel estimation error for 12 × 12 antenna configuration and 16-QAM modulation.

Figure 2.2: Decoding performance of MMSE and EP decoders versus the channel estimation mean square error for 20 × 20 antenna configuration and 16-QAM modulation.

The reason for this behavior of the EP detector at high SNRs is discussed below. Since
the receiver’s view of the a posteriori distribution is given by (2.4), the EP algorithm starts by replacing the non-Gaussian factors in (2.4) by (unnormalized) Gaussian factors to get

$$q(\tilde{u}) \propto N\left(\tilde{y}\mid \tilde{H}\tilde{u}, \sigma^2 I_{N_r}\right) \prod_{i=1}^{N_t} e^{\gamma_i \tilde{u}_i - \Gamma_i \tilde{u}_i^2 / 2}$$ (2.12)

The constants $\gamma_i$ and $\Gamma_i > 0$ are then computed iteratively from the EP algorithm [32]. However, as mentioned previously, the true a posteriori distribution is given by (2.2). In other words, the actual mean of the received vector is located at $\tilde{H}'\tilde{u}$. However, due to the imperfect CSI, the receiver search area is centered around $\tilde{H}\tilde{u}$, as shown in Fig. 2.3(a). As SNR increases, the distance between the actual mean and the center of the search area, given by $\| (\tilde{H}' - \tilde{H})\tilde{u} \|$, increases\(^5\). Equivalently we may consider that the distance remains the same but the search area becomes smaller\(^6\). This makes it more difficult for EP to find a good approximation to the true a posterior distribution. As a result the performance is degraded. Furthermore, increasing the SNR does not alleviate this problem. Obviously, as SNR goes to infinity, the two SER curves meet. However, as our results show, this does not occur for practical values of SNR.

In order to address this problem and to modify the EP algorithm for the case of imperfect CSI, in the next section we discuss the problem of MIMO channel estimation based on a pilot sequence. We will show that by taking into consideration the channel estimation error, the search area can be aligned toward the actual mean as in Fig. 2.3(b), which leads to a much better detection performance and lower sensitivity of the algorithm to imperfect CSI.

### 2.4.2 Channel estimation

Due to its simplicity and accuracy, MMSE is commonly used in many pilot-based channel estimation applications. Therefore, we assume that at the receiver CSI is obtained

\(^5\)In practice, an increase in SNR is due to an increase in transmit power $E_s$.

\(^6\)In other words, we may assume that the transmit power remains constant and the increase in SNR is due to a reduction in noise power.
using the pilot-based MMSE channel estimation algorithm.

Denote the transmitted pilot matrix by \( P = [p(1), \ldots, p(\tau)] \in \mathbb{C}^{N_t \times \tau} \) where \( \tau \) denotes the length of the pilot sequence. Therefore according to (2.1), the received matrix is given by \( \tilde{Y} = \tilde{H}' P + \tilde{N} \), in which \( \tilde{Y} \in \mathbb{C}^{N_r \times \tau} \). Applying matrix vectorization to both sides of this equation results in \( \tilde{y} = \tilde{P} \tilde{h}' + \tilde{n} \), where \( \tilde{y} \triangleq \text{vec}(\tilde{Y}) \), \( \tilde{h}' \triangleq \text{vec}(\tilde{H}') \), \( \tilde{n} \triangleq \text{vec}(\tilde{N}) \), and \( \tilde{P} \triangleq P^T \otimes I_{N_r} \). Considering that \( \tilde{h}' \sim \mathcal{CN}(\tilde{h}'|0, \tilde{R}_h) \) and \( \tilde{n} \sim \mathcal{CN}(\tilde{n}|0, \sigma_n^2 I_{\tau N_r}) \), the MMSE estimate of \( \tilde{h}' \) is given by [39]

\[
\tilde{h} = \tilde{R}_h \tilde{P}^H (\tilde{P} \tilde{R}_h \tilde{P}^H + \sigma_n^2 I_{\tau N_r})^{-1} \tilde{y}
\] (2.13)

The receiver uses the estimated channel matrix \( \tilde{H} \) instead of the actual channel matrix \( \tilde{H}' \). Denoting \( E \) as the estimation error, we can write \( \tilde{H}' = \tilde{H} + E \), or in the vector form, \( \tilde{h}' = \tilde{h} + e \), where \( e = \text{vec}(E) \). Since \( \tilde{h} \) is obtained from a linear operation on \( \tilde{y} \), \( \tilde{h} \) is a multivariate Gaussian vector. Therefore, the estimation error \( e \) is also a zeros-mean Gaussian random vector. From (2.13), The covariance matrix of \( e \) can be calculated as

\[
R_e = \tilde{R}_h - \tilde{R}_h \tilde{P}^H (\tilde{P} \tilde{R}_h \tilde{P}^H + \sigma_n^2 I_{\tau N_r})^{-1} \tilde{P} \tilde{R}_h
\] (2.14)

Now, if we denote \( E = [e_1, \ldots, e_{N_t}] \), then \( e = [e_1^T, \ldots, e_{N_t}^T]^T \). Therefore, the covariance
matrix of $\mathbf{e}$ can be written as

$$R_e = \begin{bmatrix}
R_{1,1} & \cdots & R_{1,N_t} \\
\vdots & \ddots & \vdots \\
R_{N_t,1} & \cdots & R_{N_t,N_t}
\end{bmatrix}$$

(2.15)

in which $R_{i,j} \triangleq \mathbb{E}[e_i e_j^H]$.

It can be verified that $R_E \triangleq \mathbb{E}[\mathbf{E} \mathbf{E}^H] = \sum_{i=1}^{N_t} R_{i,i}$. Therefore, after calculating $R_e$ from (2.14), $R_E$ can be calculated by adding the $N_t$ matrices of size $N_r \times N_r$ located on the main diagonal of $R_e$.

From the system model in (2.1), we can write

$$\tilde{\mathbf{y}} = \tilde{\mathbf{H}} \tilde{\mathbf{u}} + \tilde{\mathbf{w}}$$

(2.16)

where $\tilde{\mathbf{w}} \in \mathbb{C}^{N_r \times 1}$ is a new additive noise vector defined as $\tilde{\mathbf{w}} = E \tilde{\mathbf{u}} + \tilde{\mathbf{n}}$. Assuming a symmetric modulation set such as QAM, for which $\mathbb{E}[\tilde{\mathbf{u}}] = \mathbf{0}$, we get $\mathbb{E}[\tilde{\mathbf{w}}] = \mathbf{0}$ and

$$\tilde{R}_w = E_s R_E + \sigma_n^2 I_{N_r},$$

(2.17)

Considering the fact that the off-diagonal elements of $R_E$ may be non-zero, $\tilde{\mathbf{w}}$ must be treated as colored noise. In the case of perfect CSI, the channel estimation error is zero and, consequently, $\tilde{R}_w = \sigma_n^2 I_{N_r}$. In this case the EP algorithm has very good performance and in fact outperforms other algorithms including GTA [32]. However, in the case of imperfect CSI, $R_w$ is given by (2.17) and as discussed previously, the EP algorithm has a significant performance loss. In the next section we present a Modified EP algorithm for colored noise which is very effective in reducing the sensitivity of the EP algorithm to channel estimation errors.
To simplify notation, we transform (2.16) into an all-real equation as follows

$$
\begin{bmatrix}
\mathcal{R}(\tilde{y}) \\
\mathcal{I}(\tilde{y})
\end{bmatrix}
= \begin{bmatrix}
\mathcal{R}(\tilde{H}) & -\mathcal{I}(\tilde{H}) \\
\mathcal{I}(\tilde{H}) & \mathcal{R}(\tilde{H})
\end{bmatrix}
\begin{bmatrix}
\mathcal{R}(\tilde{u}) \\
\mathcal{I}(\tilde{u})
\end{bmatrix}
+ \begin{bmatrix}
\mathcal{R}(\tilde{w}) \\
\mathcal{I}(\tilde{w})
\end{bmatrix}
$$

(2.18)

Equivalently, this can be written as $y = Hu + w$ with $y \in \mathbb{R}^{2N_r \times 1}$, $H \in \mathbb{R}^{2N_r \times 2N_t}$, $u \in \mathbb{R}^{2N_t \times 1}$, and finally $w \in \mathbb{R}^{2N_r \times 1}$. In this model, the elements of $u$ belong to $\mathcal{A}_M = \mathcal{R}(\tilde{A}_M) \cup \mathcal{I}(\tilde{A}_M)$. In the case of symmetric M-ary QAM, $\mathcal{A}_M$ can be considered as the set of underlying PAM symbols with average energy of $0.5E_s$. Moreover, the covariance matrix of $w$ is given by

$$R_w = \begin{bmatrix}
\frac{1}{2}R_w & 0 \\
0 & \frac{1}{2}R_w
\end{bmatrix}
$$

(2.19)

Similar to (2.4), the a posteriori PDF for this model is given by

$$p(u|y, H) \propto \mathcal{N}(y|Hu, R_w) \prod_{i=1}^{2N_t} \mathbb{I}_{u_i \in \mathcal{A}_M}.
$$

(2.20)

In the following section the proposed algorithm in [32] is extended into this more general model.

### 2.4.3 EP formulation for correlated noise channel

Following the standard methodology of EP algorithm introduced in Section 2.3, the algorithm exploits the factorized form of (2.20) by replacing each factor by a member of the exponential family of distributions. Next, the algorithm refines each factor by applying the moment matching condition. Therefore, we replace each factor $\mathbb{I}_{u_i \in \mathcal{A}_M}$ in (2.20) by a Gaussian PDF $q_i(u_i) = \mathcal{N}(u_i|m_i, \psi_i)$, in which $m_i$ and $\psi_i \geq 0$ are the mean and variance of the distribution, respectively. As a result, the a posteriori PDF in (2.20) can be approximated by $q(u) \propto \mathcal{N}(y|Hu, R_w) \prod_{i=1}^{2N_t} q_i(u_i)$, which we write as

$$q(u) \propto \mathcal{N}(y|Hu, R_w) \exp(u^T m - \frac{1}{2}u^TVu),
$$

(2.21)
where \( \mathbf{m} = [m_1/\psi_1, \ldots, m_{2N_t}/\psi_{2N_t}]^T \), and \( V \) is a diagonal matrix given by \( V = \text{diag}(1/\psi_1, \ldots, 1/\psi_{2N_t}) \).

Now (2.21) can be written as

\[
q(\mathbf{u}) \propto \mathcal{N}(\mathbf{u}|\mathbf{\mu}, \Sigma)
\]

(2.22)

with the covariance matrix \( \Sigma \) and the mean vector \( \mathbf{\mu} \) where

\[
\Sigma = (H^T R_w^{-1} H + V)^{-1}
\]

(2.23)

and,

\[
\mathbf{\mu} = \Sigma(H^T R_w^{-1} \mathbf{y} + \mathbf{m})
\]

(2.24)

Since the factors \( q_i(u_i), \ i = 1, 2, \ldots, N_t \) depend on distinct variables, they can be updated individually and in parallel by updating the mean and variance pair \( (\mathbf{m}_i, \psi_i) \) [40]. After updating all the factors, \( q(\mathbf{u}) \) can be updated from (2.21).

As \( q(\mathbf{u}) \) is a multivariate Gaussian distribution, its marginal PDFs are also Gaussian. Let \( f_i(u_i) = \mathcal{N}(u_i|\mu_i, \nu_i) \) denote the marginal PDF of \( u_i \), where \( \mu_i = \mu(i) \) and \( \nu_i = \Sigma(i, i) \).

EP uses \( f_i(u_i) \) for tuning the \( i \)-th corresponding factor. Towards this, the \( i \)-th cavity distribution is calculated as \( q^{\lambda i}(u_i) = f_i(u_i)/q_i(u_i) \). It can be easily shown that \( q^{\lambda i}(u_i) \propto \mathcal{N}(u_i|\mu^{\lambda i}, \nu^{\lambda i}) \), where

\[
\nu^{\lambda i} = (\nu_i^{-1} - \psi_i^{-1})^{-1}
\]

(2.25)

and

\[
\mu^{\lambda i} = \nu^{\lambda i}(\mu_i/\nu_i - m_i/\psi_i).
\]

(2.26)

Next, by combining the \( i \)-th factor from (2.20) and the corresponding cavity distribu-
tion, we compute the following intermediate PDF

$$
\hat{p}_i(u_i) = \frac{1}{Z_i} q^{|i}(u_i) \mathbb{I}_{u_i \in A_M} \tag{2.27}
$$

in which $Z_i = \mathbb{E}_{q^{|i}}[\mathbb{I}_{u_i \in A_M}]$. Now using the moment matching condition, $f_i(u_i)$ is updated by equating its first and second moments with the PDF $\hat{p}_i(u_i)$. Accordingly, the new moments of $f_i(u_i)$ are calculated as $\mu_i^{\text{new}} = \mathbb{E}_{\hat{p}_i}[u_i]$ and $\nu_i^{\text{new}} = \mathbb{E}_{\hat{p}_i}[u_i^2] - (\mu_i^{\text{new}})^2$. It can be verified that

$$
Z_i = \sum_{a \in A_M} q^{|i}(a) \tag{2.28}
$$

$$
\mathbb{E}_{\hat{p}_i}[u_i] = \frac{1}{Z_i} \sum_{a \in A_M} a q^{|i}(a) \tag{2.29}
$$

$$
\mathbb{E}_{\hat{p}_i}[u_i^2] = \frac{1}{Z_i} \sum_{a \in A_M} a^2 q^{|i}(a) \tag{2.30}
$$

After updating $f_i^{\text{new}}(u_i)$, the new $q_i^{\text{new}}(u_i)$ is obtained from $q_i^{\text{new}}(u_i) \propto f_i^{\text{new}}(u_i)/q^{|i}(u_i)$. Therefore, the values for the new pair $(m_i^{\text{new}}, \psi_i^{\text{new}})$ are given by

$$
\psi_i^{\text{new}} = \left((\nu_i^{\text{new}})^{-1} - (\nu^{|i})^{-1}\right)^{-1}, \tag{2.31}
$$

and

$$
m_i^{\text{new}} = \psi_i^{\text{new}} (\mu_i^{\text{new}}(\nu_i^{\text{new}})^{-1} - \mu^{|i}(\nu^{|i})^{-1}). \tag{2.32}
$$

After obtaining all the pairs $(m_i^{\text{new}}, \psi_i^{\text{new}})$, $i = 1, 2, \cdots, 2N_t$, in parallel, the updates $\Sigma^{\text{new}}$ and $\mu^{\text{new}}$ and $q^{\text{new}}(u)$ can be calculated from (2.23), (2.24) and (2.22), respectively. The above procedure is now repeated with this new distribution $q^{\text{new}}(u)$ until a termination criterion is satisfied.

In order to improve the stability of the update rules in (2.31)-(2.32), when $\left((\nu_i^{\text{new}})^{-1} - (\nu^{|i})^{-1}\right)^{-1} \geq$
\[ \psi_i^{\text{new}} = \beta \left( (\nu_i^{\text{new}})^{-1} - (\nu_i^i)^{-1} \right)^{-1} + (1 - \beta) \psi_i \] (2.33)

and,

\[ m_i^{\text{new}} = \beta \frac{\mu_i^{\text{new}}}{\nu_i^{\text{new}} - \nu_i^i} + (1 - \beta) m_i \] (2.34)

where \( 0 < \beta < 1 \).

At the end of the iterations, an estimate of the transmitted symbols denoted by \( \hat{\mathbf{u}} = [\hat{u}_1, \hat{u}_2, \cdots, \hat{u}_{N_t}]^T \) is obtained as follows\(^7\). For each \( i = 1, 2, \cdots, N_t \),

\[ \Re(\hat{u}_i) = \arg \min_{u \in \Re(\mathcal{A}_M)} |u - \mu(i)|^2 \] (2.35)

\[ \Im(\hat{u}_i) = \arg \min_{u \in \Im(\mathcal{A}_M)} |u - \mu(N_t + i)|^2. \] (2.36)

## 2.5 Simulation Results and Observations

In this section, we present several simulation results to demonstrate the effectiveness of the proposed modification for the EP detector.

### 2.5.1 Simulation setup

Our simulation setup is as follows. Given the channel covariance matrix \( R_h \), the simulation starts by generating a channel matrix \( \bar{H}' \in \mathbb{C}^{N_r \times N_t} \) such that \( \bar{h}' = \text{vec}(\bar{H}') \sim \mathcal{CN}( \bar{h}' | \mathbf{0}, \bar{R}_h ) \). Next, a block of symbols starting with the pilot vectors followed by the information symbols is generated and transmitted over this channel (according to (2.1)) which is assumed to remain constant throughout the transmitted block. The pilots are assumed to be known at the receiver. Using the received signal corresponding to the transmitted pilots, the receiver estimates the channel matrix \( \bar{H} \) using the MMSE algorithm in (2.13). Next, the receiver detects the information symbols using the estimated channel matrix \( \bar{H} \). The SER performance of the receiver is evaluated by repeating this procedure.

\(^7\)Note that for \( i = 1, 2, \cdots, N_t, \hat{u}_i \in \mathcal{A}_M \).
We have considered two different MIMO channel models. First we assume an uncorrelated channel model where $\tilde{R}_h = I_{N_t N_r}$. Next we consider the Kronecker model where the channel covariance matrix is expressed as the Kronecker product of the covariance matrices of the transmitter side (denoted by $\tilde{R}_t$) and the receiver side (denoted by $\tilde{R}_r$), i.e., $\tilde{R}_h = \tilde{R}_t \otimes \tilde{R}_r$ [41]. For each of the covariance matrices $\tilde{R}_t$ and $\tilde{R}_r$ the following exponential model is considered:

$$\tilde{R}_t = \begin{bmatrix}
1 & \rho_1 & \ldots & \rho_{N_t-1}^t \\
\rho_1 & 1 & \ldots & \rho_{N_t-2}^t \\
\vdots & & & \\
\rho_{N_t-1}^t & \rho_{N_t-2}^t & \ldots & 1
\end{bmatrix} \tag{2.37}$$

and

$$\tilde{R}_r = \begin{bmatrix}
1 & \rho_1 & \ldots & \rho_{N_r-1}^r \\
\rho_1 & 1 & \ldots & \rho_{N_r-2}^r \\
\vdots & & & \\
\rho_{N_r-1}^r & \rho_{N_r-2}^r & \ldots & 1
\end{bmatrix}. \tag{2.38}$$

The MMSE channel estimation uses $\tau$ pilot symbols where, as before, the pilot matrix is denoted by $P$. It is shown in [42] that for an uncorrelated channel, the best MMSE estimation is achieved if the orthogonality condition holds for the pilot matrix,$^8$ i.e.,

$$PP^H \propto \tau I_{N_t} \tag{2.39}$$

Moreover, to achieve the maximum channel capacity, the optimal choice for $\tau$ is given by $\tau = N_t$ [42]. Therefore in the following simulations we first assume that $PP^H \propto N_t I_{N_t}$. However, in order to investigate the effect of non-orthogonal pilots on the performance of the proposed algorithm, we also present simulation results for semi-orthogonal pilots.

Signal to noise ratio (SNR) is defined as $10 \log_{10}(N_t E_s/\sigma_n^2)^9$ and the modulation scheme

---

$^8$We are not aware of an equivalent result for correlated channels.

$^9$Note that in the given definition of SNR, the total received power from all transmitters over all the receiving antennas is considered. Therefore, the SNR values are larger than the actual ratio of signal energy
in all the simulations is 16-QAM. The smoothing parameters are chosen as $\beta = 0.2$ and $\epsilon = 5 \times 10^{-7}$ and the Kronecker channel parameters are $\rho_t = 0.1$ and $\rho_r = 0.4$. In all of our simulations each value of SER is evaluated using at least $10^7 N_t$ transmitted symbols.

### 2.5.2 Numerical results

In the following figures, the EP detector in [32] and the proposed Modified EP detector in this paper are referred to as $EP$, and $Modified EP$, respectively. 

![Figure 2.4: Detection performance for the MIMO system with 16-QAM modulation and orthogonal pilot vectors with $N_r = N_t = 32$ and uncorrelated MIMO channel.](image)

Figs. 2.4 and 2.5 show the SER vs SNR for an $N_r \times N_t = 32 \times 32$ and $64 \times 64$ MIMO system, respectively, for the MMSE, MMSE-SIC, EP and Modified EP detectors and for the cases of perfect and imperfect CSI. The uncorrelated MIMO channel is assumed. In the case of imperfect CSI, channel estimation is performed using the orthogonal pilot sequences where the SNR of the pilot sequence is the same as the SNR for information symbols shown on the horizontal axis. The EP and Modified EP decoders were run for 10 iterations each. It can be seen that for both antenna configurations, with imperfect CSI, the performance of all detectors is degraded with respect to the case when perfect CSI is available. However,

\[
\text{SNR} = 10 \log_{10}\left(\frac{E_s}{\sigma_n^2}\right) + 10 \log_{10}(N_t) \text{.}
\]

---
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the results also show that the EP algorithm is much more sensitive to the CSI errors than MMSE and MMSE-SIC.

Examining the covariance matrix of the total error given in (2.17), we find that at low SNR values the noise plays a dominant role over the CSI estimation errors. Therefore, as Figs 2.4 and 2.5 show, at very low SNR values the SER performances of EP and Modified EP detectors are close. However, as SNR increases, the term in (2.17) related to channel estimation error becomes more dominant. In this case, without compensating for the effect of channel estimation errors, the EP algorithm does not converge to the correct symbol values. This deteriorates the SER performance such that for higher SNR values, the SER curves reach a plateau or even start to rise. On the other hand, these results also show that the slope of the SER vs. SNR plots for the Modified EP detector with imperfect CSI is similar to that of the EP detector with perfect CSI, and that the Modified EP detector provides a much better performance at higher SNR values. For example, Fig. 2.4 shows that for SER of $10^{-4}$, the Modified EP detector outperforms the EP detector by about 5 dB. Moreover, at SNR= 36 dB, the performance of EP starts to deteriorate.

Figure 2.5: Detection performance for the MIMO system with 16-QAM modulation and orthogonal pilot vectors with $N_r = N_t = 64$ and uncorrelated MIMO channel.
As discussed previously, Fig. 2.3(b) provides an intuitive explanation for the performance improvements of the Modified EP detector. As shown in this figure, the Modified EP detector aligns its search area to the direction of the estimation error by employing the proper error covariance matrix $R_w$ and, as a result performs significantly better at higher SNR values.

Figs. 2.6, 2.7 and 2.8 show the SER vs SNR for an $N_r \times N_t = 12 \times 12$, 20 $\times$ 20, and 32 $\times$ 32 MIMO system, respectively, for the MMSE, MMSE-SIC, EP and Modified EP detectors and for the cases of perfect and imperfect CSI, where the Kronecker channel model is assumed. Channel estimation in the case of imperfect CSI is the same as in Figs. 2.4 and 2.5. The EP and Modified EP decoders were run for 10 iterations each. It can be seen that as in the case of uncorrelated channels, the EP algorithm is much more sensitive to CSI errors than MMSE and MMSE-SIC.

![Graph showing SER vs SNR for different detectors and channel conditions.]

Figure 2.6: Detection performance for the MIMO system with 16-QAM modulation and orthogonal pilot vectors with $N_r = N_t = 12$ over the correlated channel.

Comparing the results in Figs. 2.6-2.8 reveals that the sensitivity of the EP algorithm to channel estimation errors increases for larger antenna arrays. It can be seen that for this correlated channel model, again the proposed modified EP detector helps recover a
Figure 2.7: Detection performance for the MIMO system with 16-QAM modulation and orthogonal pilot vectors with $N_r = N_t = 20$ over the correlated channel.

A great deal of performance loss of the EP detector. For example, Fig. 2.7 shows that for $N_r = N_t = 20$ and SER of $3 \times 10^{-4}$, the Modified EP detector outperforms the EP detector by about 5 dB. Moreover, the improvements are larger at higher SNR values.

Fig. 2.9 shows the performances of MMSE, MMSE-SIC, EP and Modified EP in the case of imperfect CSI for an $80 \times 80$ MIMO system and the Kronecker channel model. As indicated in the figure, the EP and Modified EP algorithms are evaluated for 2 and 4 iterations. This figure illustrates the effectiveness of the proposed method for large scale systems. For example, for SER of $3 \times 10^{-4}$, the proposed Modified EP algorithm outperforms the EP algorithm by more than 3 dB.

It is interesting to note from Fig. 2.9 (as well as in some cases in the previous figures), that the successive interference cancellation technique is not effective and the MMSE decoder outperforms MMSE-SIC decoder. The reason is that for the large value of $N_t = 80$, and the given values of SNR in this figure, the ratio of $E_s/\sigma_n^2$ is small (e.g., for SNR=30 dB, $E_s/\sigma_n^2 = 10.97$ dB), and for such small values of $E_s/\sigma_n^2$, successive interference cancellation is not effective resulting in poor performance for MMSE-SIC.
As discussed previously, orthogonal pilots result in the best MMSE estimation for uncorrelated channels. However, orthogonal codes are not available for arbitrary values of $N_t$\textsuperscript{10}. Using non-orthogonal pilot sequences increases the channel estimation error. Therefore considering non-orthogonal pilots can also emulate the pilot contamination scenario in massive MIMO systems which inevitably results in increased channel estimation error.

For the above reasons, in the next two simulations we assume semi-orthogonal pilot sequences which are generated using Gold sequences [43, 24]. As in the previous simulations, we assume $\tau = N_t$ and the channel model is the same as that described in (2.37)-(2.38). Channel estimation is performed using the pilot sequences as described in Section 2.4.2, and the EP and Modified EP detectors are implemented using the estimated CSI. The EP and Modified EP detectors are simulated with 4 iterations.

Fig. 2.10 shows the SER vs. SNR for the $N_r \times N_t = 32 \times 25$ and $100 \times 25$ MIMO system.

\textsuperscript{10}While OFDM-based wideband MIMO standards, such as LTE use temporal and frequency orthogonality for pilots, here we assume the pilot symbols of all transmit antennas (or users) are transmitted simultaneously in the same frequency band. In other words, orthogonality among the pilot sequences is provided by codeword orthogonality. It is well known that such orthogonal codes (e.g., Walsh-Hadamard codes) do not exist for arbitrary values of $N_t$ [24].
Figure 2.9: Detection performance for the MIMO system with 16-QAM modulation and orthogonal pilot vectors with $N_r = N_t = 80$ over the correlated channel. Configurations. It can be seen that in both configurations, for a large range of SNR values, the EP detector does not converge. After increasing SNR above a certain threshold (about 65 dB for the $32 \times 25$ configuration and 55 dB for the $100 \times 25$ configuration), the EP detector starts to improve and its SER decreases sharply. In contrast, the Modified EP detector presents a more robust performance against channel estimation errors and outperforms the EP detector for all SNR values. In particular, for SER $= 10^{-4}$, the performance gain of the Modified EP algorithm is more than 20 dB for both configurations. Fig. 2.11 shows a similar result for a $200 \times 30$ MIMO system. Similar conclusions can be drawn in this case.
Figure 2.10: Decoding performance of $32 \times 25$ and $100 \times 25$ MIMO systems, with imperfect CSI, 16-QAM modulations and non-orthogonal pilot vectors.

Figure 2.11: Decoding performance of $200 \times 30$ MIMO system, with imperfect CSI, 16-QAM modulations and non-orthogonal pilot vectors.
Chapter 3
Noncoherent SIMO Detection by Expectation Propagation

3.1 Introduction

The advantages envisioned from using large antenna arrays have made massive multiple-input multiple-output (MIMO) systems a promising technology for future wireless standards [9, 10]. Massive MIMO systems are expected to provide unprecedented gains in spectral and energy efficiency along with low-complexity linear processing. One of the roadblocks to achieving the promise of massive MIMO systems is the need for accurate knowledge of channel state information (CSI) at the receiver for a large number of channels [44]. Acquiring CSI through transmission of pilot sequences, as is common in many wireless standards, is a resource-consuming task. Since the number of transmitters determines the minimum length of the pilot sequence, increasing the number of antennas in massive MIMO systems intensifies this issue. In particular, the required time for transmitting pilot symbols over the forward link of a massive MIMO system may exceed the nominal coherence time of the channel. Consequently, deployment of massive MIMO systems in frequency division duplexing (FDD) mode is still an open problem [10]. Even in time division duplexing (TDD) mode, due to lack of enough orthogonal sequences, pilots must be shared among cells, giving rise to the so-called pilot contamination problem [9]. This challenge has motivated many researchers to investigate efficient noncoherent or pilotless symbol detection algorithms.

Noncoherent techniques based on sphere decoding determine an efficient search radius in order to reduce the detection complexity [45, 46]. However, sphere decoding based algorithms still suffer from the well-known drawback of high complexity at low SNR values. A noncoherent SIMO detection over uncorrelated Rician fading channel is proposed in [47]. The suggested algorithm is based on a proposed modulation technique in which information
is carried in the power of the transmitted symbols. Since the proposed method relies on averaging the received power over all the receiving antennas, it may need unreasonably large antenna arrays to achieve the desired performance. Therefore, the authors suggest deploying a random code to improve detection performance for smaller antenna arrays [48]. Also, boundary regions in the suggested algorithm are determined by prior knowledge of the channel statistics. As a result, the overall performance strongly depends on the quality of prior knowledge about the Rician channel factor $K$ and the noise power. In [49] the authors propose an optimal constellation for achieving the minimum noncoherent detection error, where the dependency on large scale channel statistics is reduced by applying proper constellation design. Another algorithm in [50] proposes a noncoherent scheme for large scale SIMO systems based on the knowledge of the average received powers from different users. The authors present a specific constellation design such that the receiver can separate the users.

In this paper we propose a noncoherent detection scheme for SIMO systems based on the expectation propagation (EP) algorithm [38, 31]. The proposed EP detector iteratively searches for the best approximation of the joint probability density function (pdf) of the channel coefficients and the transmitted symbols. The output pdf is used for direct estimation of the channel coefficients, as well as the transmitted symbols. We show that for block fading channels, the proposed detector outperforms the pilot-based MMSE detector for both Rayleigh and Rician channels (without prior knowledge of Rician channel factor), for block sizes as small as two symbols. This makes this detector suitable for fast fading channels with very short coherence time. In addition, numerical results show that the performance of this detector converges to that of the optimal maximum likelihood (ML) detector with perfect channel state information (CSI), when the size of the transmitted block increases. Finally, the proposed method does not rely on specific signal constellations and can be used for any differential modulation scheme.

The rest of this chapter is organized as follows. The system model is presented in
3.2 System Model

Consider a SIMO system with \( N_r \) receiving antennas. The transmitted symbol at \( t \)-th channel use, denoted by \( \tilde{s}_t \), belongs to an M-ary modulation constellation \( \mathcal{A}_M \) with average energy \( E_s \). The channel vector denoted by \( \tilde{h} \in \mathbb{C}^{N_r \times 1} \) is a circularly symmetric Gaussian random vector with mean vector \( \tilde{m}_0 \) and covariance matrix \( \tilde{V}_0 \), i.e., \( \tilde{h} \sim \mathcal{CN}(\tilde{m}_0, \tilde{V}_0) \).

Note that for modeling the Rician fading channel with factor \( K \), we can choose elements of the mean vector such that \( |\tilde{m}_0|_2^2 = K/(K+1) \), and the covariance matrix as \( \tilde{V}_0 = 1/(K+1)I_{N_r} \).

We assume a narrowband block fading channel where \( \tilde{h} \) remains constant for the duration of \( T \) transmitted symbols. The \( t \)-th received vector \( \tilde{y}_t \) is given by

\[
\tilde{y}_t = s_t \tilde{h} + \tilde{w}_t
\]

where \( \tilde{y}_t \in \mathbb{C}^{N_r \times 1} \), and \( \tilde{w}_t \sim \mathcal{CN}(\tilde{w}_t|\mathbf{0}, \sigma_w^2 I_{N_r}) \). To simplify notation, we consider the
all-real equivalent of (3.1) as follows

$$
\begin{bmatrix}
\mathcal{R}(\tilde{y}_t) \\
\mathcal{I}(\tilde{y}_t)
\end{bmatrix} = \left( \begin{bmatrix}
\mathcal{R}(s_t) & -\mathcal{I}(s_t) \\
\mathcal{I}(s_t) & \mathcal{R}(s_t)
\end{bmatrix} \otimes I_{N_r} \right) \begin{bmatrix}
\mathcal{R}(\tilde{h}) \\
\mathcal{I}(\tilde{h})
\end{bmatrix} + \begin{bmatrix}
\mathcal{R}(\tilde{w}_t) \\
\mathcal{I}(\tilde{w}_t)
\end{bmatrix}.
\tag{3.2}
$$

Equivalently, this can be written as

$$
y_t = S_t h + w_t
\tag{3.3}
$$

with $y_t \in \mathbb{R}^{2N_r \times 1}$, $h \in \mathbb{R}^{2N_r \times 1}$, $S_t \in \mathbb{R}^{2N_r \times 2N_r}$, and finally $w_t \in \mathbb{R}^{2N_r \times 1}$. For the new channel vector $h$ we have $h \sim p(h) = \mathcal{N}(h|m_0,V_0)$, where $m_0 = [\mathcal{R}(\bar{m}_0)^T \mathcal{I}(\bar{m}_0)^T]^T$ and $V_0 = \frac{1}{2}I_2 \otimes \bar{V}_0$. Similarly, $w_t \sim \mathcal{N}(w_t|0,\frac{1}{2}\sigma_w^2 I_{2N_r})$.

Assume a block of $T$ independent transmitted symbols denoted as $s \triangleq [s_1, \ldots, s_T]$. Using (3.3), the corresponding received vectors are given by $Y \triangleq [y_1 \ldots y_T]$. We are interested in a noncoherent detector where the channel vector $h$ is unknown and must be estimated along with the transmitted symbols $s$. The posterior joint distribution of the unknown vectors $s$ and $h$ is given by

$$
p(s, h|Y) \propto p(s, h)p(Y|s, h)
\propto \left( p(h) \prod_{t=1}^{T} p(s_t) \right) \prod_{t=1}^{T} p(y_t|s_t, h)
\tag{3.4}
$$

in which $p(s_t)$ is the probability mass function (pmf) of the $t$-th transmitted symbol. Since the matrix $S_t$ only depends on the single symbol $s_t$, we have $p(y_t|s_t, h) = p(y_t|s_t, h) = \mathcal{N}(y_t|S_t h, \frac{1}{2}\sigma_w^2 I_{2N_r})$.

The optimum receiver finds the maximizer of (3.4), i.e.,

$$(s, h)^* = \arg \max_{s \in \mathcal{A}_T^T, h \in \mathbb{R}^{2N_r}} p(s, h|Y)
\tag{3.5}$$

Due to the complexity of (3.4), finding the optimum solution is generally very difficult and
requires multidimensional integration. The proposed EP algorithm in the next section exploits the multiplicative nature of (3.4) to find a simpler approximation for the conditional joint distribution of \((s, h)\) such that the marginals can be calculated with much less effort.

### 3.3 EP formulation for noncoherent detection

Let \(\mathcal{F}\) denote a family of exponential distributions. Using EP we exploit the factorized structure of (3.4) to approximate the posterior distribution \(p(s, h|Y)\) with distributions from \(\mathcal{F}\) (for a review of the EP algorithm please refer to [51]). To this end we propose the following approximation for \(p(s, h|Y)\),

\[
q'(s, h) \propto \left( p(h) \prod_{t=1}^{T} p(s_t) \right) q(s, h) \tag{3.6}
\]

in which \(q(s, h) \in \mathcal{F}\) may be considered as the approximation to the likelihood function \(p(Y|s, h)\). As such, \(q(s, h)\) can be used for maximum likelihood estimation. However, the receiver can use the prior pdfs to perform a Bayesian estimation from (3.6). Therefore, we only need to apply the EP algorithm to the likelihood pdf of the received vectors.

We also note that since the channel vector is continuous and the transmitted symbols are discrete, this will be a hybrid model [51]. The proposed approximation \(q(s, h)\) can be further factorized as

\[
q(s, h) \propto \prod_{t=1}^{T} q_t(s_t, h) \propto \prod_{t=1}^{T} q_t(s_t)q_t(h) \propto q(h)q(s) \tag{3.7}
\]

in which, \(q_t(s_t, h) \propto q_t(s_t)q_t(h), q(h) \propto \prod_{t=1}^{T} q_t(h)\) and \(q(s) = \prod_{t=1}^{T} q_t(s_t)\). We note that if we select each factor \(q_t(h)\) from \(\mathcal{F}\), then \(q(h) \in \mathcal{F}\), and consequently, \(q(s, h) \in \mathcal{F}\).

We assume that all \(q_t(h)\) factors are multivariate Gaussian pdfs, i.e.,

\[
q_t(h) = \mathcal{N}(h|m_t(t), V_t(t)). \tag{3.8}
\]
Therefore \( q(h) = \mathcal{N}(h|m_h, V_h) \), where

\[
V_h = \left( \sum_{t=1}^{T} V_h(t)^{-1} \right)^{-1} \tag{3.9}
\]

and

\[
m_h = V_h \sum_{t=1}^{T} V_h(t)^{-1} m_h(t). \tag{3.10}
\]

Also, each \( q_t(s_t) \) factor is assumed to be the pmf of its corresponding random symbol \( s_t \).

Considering the \( M \)-ary modulation constellation \( \mathcal{A}_M = \{a_1, \ldots, a_M\} \), the pmf for \( s_t \) is the set of probabilities as follows

\[
q_t(s_t) = \left\{ \mathbb{P}[s_t = a_1], \ldots, \mathbb{P}[s_t = a_M] \right\}. \tag{3.11}
\]

We use the \( t \)-th factor in the likelihood function, i.e., \( p(s_t, h|y_t) \), for refining the \( t \)-th approximating distribution, \( q_t(s_t, h) \). Toward this, the \( t \)-th cavity distribution is calculated as \( q^\wedge h_t(s_h) \propto q(s_h)/q_t(s_t, h) \propto q^\wedge h_t(s_h)q^\wedge h_t(s_t) \), where \( q^\wedge h_t(h) \propto q(h)/q_t(h) \) and \( q^\wedge h_t(s_t) = q(s_t)/q_t(s_t) = \prod_{i=1, i \neq t}^{T} q_i(s_i) \). It can be shown that \( q^\wedge h_t(h) \propto \mathcal{N}(h|m_h^\wedge t, V_h^\wedge t) \), where

\[
V_h^\wedge t = (V_h^{-1} - V_h(t)^{-1})^{-1} \tag{3.12}
\]

\[
m_h^\wedge t = V_h^\wedge t(V_h^{-1} m_h - V_h(t)^{-1} m_h(t)) \tag{3.13}
\]

Next, by combining the \( t \)-th factor of \( p(Y|s_t, h) \), given in (3.4), and the corresponding cavity distribution, we compute the following intermediate pdf

\[
\hat{p}_t(s_t, h) = \frac{1}{Z_t} q^\wedge h_t(s, h)p(y_t|s_t, h), \tag{3.14}
\]
where \( Z_t = \mathbb{E}_{q_t(s,h)}[p(y_t|s_t, h)] \) is the normalization constant and can be calculated as

\[
Z_t = \sum_{s_t \in A_M} \mathcal{N}(y_t|S_t^{\top}m_{ht}, S_t^{\top}V_{ht}S_t + \frac{1}{2}\sigma_w^2I_{2N_r})
\]  

(3.15)

Since \( \hat{p}_t(s, h) \) is not a member of the exponential family, it is replaced with the closest distribution in \( \mathcal{F} \), denoted as \( q^{new}(s, h) = q^{new}(h)q^{new}(s) \), where closeness is in the sense of Kullback-Leibler (K-L) divergence. Therefore,

\[
q^{new}(s, h) = \arg \min_{q(s, h) \in \mathcal{F}} \text{KL}(\hat{p}_t(s, h)||q(s, h))
\]  

(3.16)

It can be verified that the above optimization problem can be replaced with,

\[
q^{new}(h) = \arg \min_{q(h) \in \mathcal{F}} \text{KL}(\hat{p}_t(h)||q(h))
\]  

(3.17)

and,

\[
q^{new}(s) = \arg \min_{q(s)} \text{KL}(\hat{p}_t(s)||q(s))
\]  

(3.18)

where \( \hat{p}_t(s) \) and \( \hat{p}_t(h) \) are the respective marginal distributions of \( s \) and \( h \), derived from their joint distribution \( \hat{p}_t(s, h) \). In the following we will solve (3.17) and (3.18) separately and use the solutions for updating the distributions of the corresponding factors.

**Calculating \( q^{new}(h) \) and updating \( q_t(h) \)**

The marginal distribution of \( h \) is given by

\[
\hat{p}_t(h) = \sum_{s_t \in A_M} \hat{p}_t(s, h) = \frac{1}{Z_t} q^{\top}(h)\psi_t(h)
\]  

(3.19)

where \( \psi_t(h) \triangleq \sum_{s_t \in A_M} p(y_t|s_t, h) \), and the normalization constant \( Z_t = \mathbb{E}_{q_t(h)}[\psi_t(h)] \). Obviously, calculating \( Z_t \) by this formula will give us the same result as in (3.15). The intermediate distribution \( \hat{p}_t(h) \) should be approximated by a pdf of the form \( q(h) = \mathcal{N}(h|m_{ht}, V_{ht}) \).
which satisfies (3.17). It turns out that the solution is obtained from the so-called *moment matching condition* [38], resulting in the new moments of \( q(h) \) given by

\[
\mathbf{m}_h^{\text{new}} = \mathbf{m}_h^{\vee t} + V_h^{\vee t} \nabla m
\]  

(3.20)

and,

\[
V_h^{\text{new}} = V_h^{\vee t} - V_h^{\vee t} (\nabla m \nabla m^T - 2 \nabla v) V_h^{\vee t}
\]  

(3.21)

where, \( \nabla m \) and \( \nabla v \) are gradients defined as \( \nabla m \triangleq (\partial \log Z_t / \partial \mathbf{m}_h^{\vee t})^T \) and \( \nabla v \triangleq (\partial \log Z_t / \partial V_h^{\vee t})^T \), respectively. Using (3.15), it can be shown that (the proofs are omitted because of space limitation)

\[
\nabla m = \frac{1}{Z_t} \sum_{s_t \in A_M} \mathcal{N} \left( \mathbf{y}_t | S_t \mathbf{m}_h^{\vee t}, \Sigma_t \right) S_t^T \Sigma_t^{-1} \zeta_t
\]  

(3.22)

and,

\[
\nabla v = \frac{1}{2Z_t} \sum_{s_t \in A_M} \left[ \mathcal{N} \left( \mathbf{y}_t | S_t \mathbf{m}_h^{\vee t}, \Sigma_t \right) \times \left( S_t^T \Sigma_t^{-1} \zeta_t \zeta_t^T \Sigma_t^{-1} S_t - S_t^T \Sigma_t^{-1} S_t \right) \right]
\]  

(3.23)

where, \( \zeta_t = \mathbf{y}_t - S_t \mathbf{m}_h^{\vee t} \) and

\[
\Sigma_t = S_t V_h^{\vee t} S_t^T + \frac{1}{2} \sigma_w^2 I_{2N_r}.
\]  

(3.24)

After updating \( q(h) \), its \( t \)-th factor \( q_t(h) \), as in (3.8), is obtained from \( q_t^{\text{new}}(h) \propto q^{\text{new}}(h) / q^{\vee t}(h) \). Therefore, the new values for \( \mathbf{m}_h(t) \) and \( V_h(t) \) are given by

\[
V_h^{\text{new}}(t) = \left( (V_h^{\text{new}})^{-1} - (V_h^{\vee t})^{-1} \right)^{-1}
\]  

(3.25)

and,

\[
\mathbf{m}_h^{\text{new}}(t) = V_h^{\text{new}}(t) \left( (V_h^{\text{new}})^{-1} \mathbf{m}_h^{\text{new}} - (V_h^{\vee t})^{-1} \mathbf{m}_h^{\vee t} \right).
\]  

(3.26)
Note that these updates do not depend on a specific value of the transmitted symbol \( s_t \), and in fact a form of averaging over all possible values of this symbol appears in the formulas.

Calculating \( q_{\text{new}}^t(s) \) and updating \( q_t(s_t) \)

The marginal distribution of \( s \) is given by

\[
\hat{p}_t(s) = \int_h \hat{p}_t(s, h) dh = \frac{1}{Z_t} q^t(s) \mathcal{N}\left(y_t|S_t m_h^t, \Sigma_t\right)
\]

in which, \( \Sigma_t \) is given by (3.24). Therefore, the K-L divergence in (3.18) can be written as

\[
\text{KL}(\hat{p}_t(s)||q(s)) = \sum_{s \in \mathcal{A}_M^T} \hat{p}_t(s) \log \frac{\hat{p}_t(s)}{q(s)}
\]

(3.28)

\[
= \sum_{s_t \in \mathcal{A}_M} \frac{\mathcal{N}(y_t|S_t m_h^t, \Sigma_t)}{Z_t} \times \log \frac{\mathcal{N}(y_t|S_t m_h^t, \Sigma_t)}{q_t(s_t)}
\]

(3.29)

The minimizer of (3.29) for every \( s_t \in \mathcal{A}_M \) and \( t = 1, \ldots, T \) is given by

\[
q_{\text{new}}^t(s_t) = \frac{1}{Z_t} \mathcal{N}(y_t|S_t m_h^t, \Sigma_t)
\]

(3.30)

Note that solving (3.18) only updates the pmf of the \( t \)-th symbol, namely \( q_t(s_t) \).

Each EP iteration involves updating all the \( T \) factors of \( q_t(h) \) by (3.20) and (3.21) and \( q_{\text{new}}^t(s_t) \) in (3.30). After the EP algorithm converges, \( m_h \) is adopted as the Maximum likelihood (ML) estimate of the unknown channel, i.e, \( h' = m_h \). Consequently, the channel vector in (3.1) is given by

\[
\hat{h}' = m_h_{1:N_r} + jm_h_{N_r+1:2N_r}.
\]

(3.31)

Also, the following ML detection rule is employed for the transmitted symbols

\[
s_t' = \underset{a \in \mathcal{A}_M}{\arg \max} q_t(a), \quad t = 1, \ldots, T.
\]

(3.32)
As pointed out previously, the update rules for the moments of \( q_t(h) \) in (3.25) and (3.26) reveal that they are independent of the specific value of the symbol \( s_t \). In other words, refining the pdf factors for the channel is independent of refining the pdf factors for the transmitted symbols. This is to be expected since the channel vector is constant over all the received vectors\(^1\). Consequently, we do not need to updated the pmf of the symbols at each iteration. In fact, calculations of (3.30) for all symbols may be postponed to the end of the EP iterations, where the uncertainty about \( h \) is very small.

Now, at each iteration of the EP algorithm, the estimation of \( h \) gets closer to its actual value. This implies that the mean of \( q(h) \) approaches the actual value of the channel vector \( h \) and the elements of the covariance matrix of \( q(h) \) become smaller. Therefore, after an adequate number of iterations, the factors \( q_t(h) \) become almost identical and independent of \( t \). In other words, after a number of iterations, we will have \( \mathbf{m}_h(1) \approx \ldots \approx \mathbf{m}_h(T) \) and \( V_h(1) \approx \ldots \approx V_h(T) \). Inserting these values into (3.9) and (3.10), we get \( \mathbf{m}_h = \mathbf{m}_h(1) \) and \( V_h = V_h(1)/T \). Then, from (3.12) and (3.13) we can write, \( \mathbf{m}_h^\dagger = \mathbf{m}_h \) and \( V_h^\dagger = V_h(1)/(T-1) \approx V_h \). Therefore, (3.30) can be calculated after the final iteration of EP using these values of \( \mathbf{m}_h^\dagger \) and \( V_h^\dagger \). Moreover, since after an adequate number of iterations, the elements of \( V_h^\dagger \) will become very small, we can further simplify the calculation of \( q_t(s_t) \) by replacing \( V_h \) with the all-zero matrix. Finally, for every \( s_t \in \mathcal{A}_M \) and \( t = 1, \ldots, T \), the pmf of the transmitted symbols can be calculated from

\[
q_t(s_t) = \frac{\mathcal{N}(\mathbf{y}_t|\mathbf{S}_t \mathbf{m}_h, \frac{1}{2} \sigma_w^2 I_{2N_r})}{\sum_{s'_t \in \mathcal{A}_M} \mathcal{N}(\mathbf{y}_t|\mathbf{S}'_t \mathbf{m}_h, \frac{1}{2} \sigma_w^2 I_{2N_r})}
\]  

(3.33)

Therefore, the ML detection rule of (3.32) reduces to

\[
s'_t = \arg \min_{s_t \in \mathcal{A}_M} ||\mathbf{y}_t - \mathbf{S}_t \mathbf{m}_h||^2, \quad t = 1, \ldots, T.
\]  

(3.34)

\(^1\)Note that this may not be true in the case of fast fading channels where the channel vector may change from symbol to symbol. In this case estimation of the channel coefficients at time \( t \) and detection of the transmitted symbol at time \( t \) will be interconnected.
Since at this stage the channel vector $\tilde{h}'$ is already estimated and known, other alternative detection algorithms can also be used. For example, the receiver can employ the following MMSE detector

$$s'_t = \arg \min_{s_t \in \mathcal{A}_M} \left| s_t - \left( \tilde{h}' h' + \frac{\sigma^2_w}{E_s} \right)^{-1} \tilde{h}' \tilde{y}_t \right|, \quad t = 1, \ldots, T \quad (3.35)$$

The proposed procedure of channel estimation and symbol detection is summarized in Algorithm 2.

| Data: The block of $T$ received vectors and $p(y_t|s_t, h)$ distributions in (3.4) |
|---|
| Result: A member of exponential family as (3.7) which is the closest pdf to (3.4), an estimation of the channel vector, and detected symbols |

begin
  Initialize all $q_t(h)$ factors for $t = 1, \ldots, T$;
  Calculate $q(h)$ by (3.9) and (3.10);
  while termination criteria has not been met do
    for $t=1, \ldots, T$ do
      Calculate the cavity pdf by (3.12) and (3.13);
      Find $q^{new}(h)$ by (3.20) and (3.21);
      Update $q_t(h)$ by (3.25) and (3.26);
    end
  end
  Calculate the estimated channel vector by (3.31);
  Decode the symbols by ML rule in (3.34) or by MMSE rule in (3.35);
end

**Algorithm 2**: Noncoherent SIMO symbol detection by EP.

If the prior pdf $p(h)$ is available at the receiver, by considering $q'(h) \propto p(h)q(h)$ from (3.6), the Bayesian estimation of the channel vector can be obtained as $h'_B = (V_0^{-1} + V_h^{-1})^{-1}(V_0^{-1}m_0 + V_h^{-1}m_h)$. However, it is shown in the next section that the proposed noncoherent algorithm does not require any channel statistics such as the Rician K-factor.

The complexity of this algorithm is dominated by channel estimation part in equations (3.20), (3.21), (3.25), and (3.26), and is given by $O(ITMN^3)$, where $I$ denotes the number of iterations of the EP algorithm. Considering the complexity of MMSE channel estimator as $O(N^3)$ shows that the proposed EP algorithm is about $ITM$ times more
complex than the pilot-based MMSE algorithm. However, as we will show in Section 3.4, the EP-based noncoherent algorithm can outperform MMSE estimator with only a single iteration \((I = 1)\) over a fairly small block size \(T\). Therefore, the overall complexity of the algorithm is not significantly higher.

### 3.4 Numerical Results

In this section we investigate the channel estimation and symbol detection performances of the proposed algorithm for the ML detector in (3.34) and the MMSE detector in (3.35), which will be referred to as EP-ML and EP-MMSE, respectively. We compare the results with a coherent detector which first estimates the channel coefficients using the pilot-based MMSE algorithm and then uses that estimation for MMSE symbol detection. In all of our simulations, we have assumed a single pilot symbol for this coherent MMSE detector. To show the best possible achievable detection performance, we have also included the performance of the optimal ML receiver which has perfect knowledge of the CSI.

The differentially-encoded M-ary PSK modulation with symbol energy \(E_s\) is used in all the simulations. The signal-to-noise ratio (SNR) is defined as \(10 \log_{10}(E_s/\sigma_w^2)\). For evaluating the channel estimation accuracy, the normalized estimation error between the channel vector \(h\) and its estimate \(h'\) is considered as \(\delta_h = 10 \log_{10} (||h - h'||^2/||h||^2)\). Also, for measuring the accuracy in the estimation of the magnitude of the channel vector, we use \(\delta_{|h|} = 10 \log_{10} (|||h| - |h'||^2/||h||^2).\) For the EP algorithm, the mean vectors and covariance matrices of all the \(T\) factors of \(h\) are initialized as \(m_h(t) = y_1\) and \(V_h(t) = I_{2N_r}\), respectively.

Fig. 3.1 shows the channel estimation performance of the proposed EP and the pilot-based MMSE estimators vs SNR for a SIMO system with \(N_r = 100\) receiving antennas, which uses 8-DPSK modulation over Rayleigh fading channel \((K = 0)\). The EP algorithm is run for a single iteration, i.e., \(I=1\). As \(\delta_h\) curves show, the pilot-based MMSE estimator outperforms the EP algorithm for all SNR values. This is mainly due to the inherent

\(^{2}\)We assume that the channel power is one, i.e., \(E|h_i|^2 = 1\) for all \(i\).
inability of noncoherent algorithms (such as the proposed EP detector) to remove the phase ambiguity in the channel. Also, due to this issue, increasing the block size results in only minor improvements in $\delta_h$ as can be seen in Fig. 3.1. Clearly for symbol detection, the effects of phase ambiguity can be alleviated by using a differential coding scheme. On the other hand, the $\delta_{|h|}$ curves show the advantage of the noncoherent EP estimator in estimating the magnitude of the channel vector. This figure shows that for $T = 2$, the performance of EP converges to that of MMSE as SNR increases. Moreover, increasing $T$ from 2 to 20 and 50, results in estimation gains over the pilot-based MMSE of 10 dB and 15 dB, respectively. We would like to point out that the improved estimation of the magnitude of the channel is highly valuable in applications where power control is employed.

![Figure 3.1](image)

**Figure 3.1:** Channel estimation performance of a SIMO system with $N_r = 100$ and 8-DPSK, for pilot-based MMSE estimator, and the proposed EP estimator with $I = 1$ and block sizes $T = 2, 20, 50$.  

The SER performance of the SIMO system of Fig. 3.1 for coherent ML, coherent MMSE, and noncoherent EP detectors is depicted in Fig. 3.2. This figure shows that the proposed EP detector outperforms the coherent MMSE detector. Moreover, for large values of $T = 20, 50$, the performance of noncoherent EP-ML detector is very close to the optimal
Figure 3.2: Detection performance of a SIMO system with $N_r = 100$ and 8-DPSK modulation, for coherent ML detector, coherent MMSE detector, and noncoherent EP detector with $I = 1$ and block sizes $T = 2, 20, 50$.

ML detector as SNR increases. Interestingly, this figure also shows that even for a block size of $T = 2$ symbols and with a single iteration, the proposed EP detector outperforms the pilot-based MMSE detector. It is important to note that the computational complexity of the detection method will be very small for such small values of $T$ and $I$. In addition, the proposed method can also be used for fast fading channels with channel coherence times as low as two symbol durations.

Figs. 3.3 and 3.4 show the performance of channel estimation and symbol detection, respectively, for a SIMO system with $N_r = 100$ receiving antennas, $T = 5$ and 50 symbol blocks and 16-DPSK modulation over a Rayleigh fading channel. The number of iterations of the EP algorithm are $I = 1$ and $I = 4$. Fig. 3.3 shows that EP outperforms MMSE in the estimation of the magnitude of the channel coefficients. Moreover, increasing the number of iterations from 1 to 4 results in only a small improvement in the performance of EP. Fig. 3.4 shows that at $SER = 10^{-4}$, the noncoherent EP-ML/EP-MMSE outperforms the coherent MMSE by about 1 dB for $T = 5$ symbol blocks and EP-ML outperforms coherent
MMSE by about 3 dB for $T = 50$. This figure also shows that by increasing the size of the blocks to 50 symbols, SER performance of EP-ML converges to that of the optimal ML receiver. Comparing the SER curves of the two EP detectors reveals that increasing $T$ results in only a small improvement in the performance of EP-MMSE. As before, increasing the number of iterations has a negligible effect on the SER performance.

Fig. 3.5 shows the SER performance of three SIMO configurations with $N_r = 10, 30,$ and 60 antennas which use the proposed EP detector over a Rician fading channel with a Rician factor of $K = 10$. Blocks of length $T = 5$ with 8-DPSK modulation are considered. Also all EP algorithms are assumed to work with $I = 1$ iteration and without any prior knowledge of $K$. This figure shows that for all configurations the proposed noncoherent algorithm outperforms the coherent MMSE detector.

Figure 3.3: Channel estimation performance of a SIMO system with $N_r = 100$ and 16-DPSK modulation, for MMSE estimator with a single-symbol pilot, and EP estimators with block sizes $T = 5, 50$ and two different iterations $I = 1$ and $I = 4$. 
Figure 3.4: Detection performance of a SIMO system with $N_r = 100$ and 16-DPSK modulation, for MMSE estimator with a single-symbol pilot, and EP estimators with block sizes $T = 5, 50$ and two different iterations $I = 1$ and $I = 4$.

Figure 3.5: Detection performance of coherent MMSE and noncoherent EP detectors over Ricain fading channel with $K = 10$, 8-DPSK modulation, $I = 1$, $T = 5$, and three different antenna configurations.
Chapter 4
Joint Channel Estimation and Symbol Detection for Multi-Cell Massive MIMO Using Expectation Propagation

4.1 Introduction

Since the gains offered by multiple-input multiple-output (MIMO) systems scale with the number of transmitting and receiving antennas, research on high-order MIMO (also referred to as massive MIMO) systems has been accelerating in recent years [8, 9, 10, 11]. Massive MIMO is a multi-user MIMO (MU-MIMO) system in which the base station (BS) is equipped with an order-of-magnitude larger number of antennas compared to the traditional MIMO systems. Early studies have demonstrated the benefits of massive MIMO systems [12], and some field trials have been carried out to show the possibilities and limitations of this technology [13, 14, 15].

In order to realize the potential advantages of massive MIMO systems, several technical challenge must be addressed. Chief among them is the fact that symbol detection in the receiver requires accurate knowledge of channel state information (CSI) for a large number of channels [44]. Acquiring the CSI through transmission of pilot sequences, as is common in many wireless standards, is a resource-intensive process, due to the large number of channels involved. Moreover, since the number of transmitter antennas determines the minimum length of the pilot sequence, increasing the number of antennas in massive MIMO systems increases the length of pilot sequences. In particular, the required time for transmitting pilot symbols over the forward link may exceed the nominal coherence time of the channel. Consequently, deployment of massive MIMO systems in frequency division duplexing (FDD) mode remains an open problem [11]. Even in time division
duplexing (TDD) mode, due to lack of enough orthogonal sequences, pilots must be shared among the cells, giving rise to the so-called pilot contamination problem [9, 52]. This has motivated many researchers to investigate efficient noncoherent or pilotless symbol detection algorithms which do not require pilot transmission for CSI acquisition.

Noncoherent detection for single-input multiple-output (SIMO) systems is suggested in several previous works. For instance, [45] and [46] propose techniques based on sphere decoding with an efficient search radius. Another noncoherent technique based on a proposed modulation technique in which information is carried in the power of the transmitted symbols over uncorrelated Rician fading channel, is suggested in [47] and [48]. In [49] the authors propose an optimal constellation for achieving the minimum noncoherent detection error, where the dependency on large scale channel statistics is reduced by applying proper constellation design. Another algorithm in [50] proposes a noncoherent scheme for large scale SIMO systems based on the knowledge of the average received powers from different users. In [53] we have developed a joint channel estimation and symbol detection algorithm for SIMO systems based on Expectation Propagation (EP). It is shown in this work that the proposed detector outperforms the pilot-based MMSE detector for both Rayleigh and Rician fading channels.

When the ratio of the number of transmitting antennas to the number of receiving antennas is small, as is common in the forward link of massive MIMO systems, there will be a large degree of freedom which can be exploited by noncoherent algorithms. For example, [54] suggests a noncoherent channel estimation technique for multi-cell massive MIMO systems based on the eigenvalue decomposition (EVD) of the correlation matrix of the received vectors. However, the proposed algorithm is sensitive to the size of the antenna array as well as the accuracy of the empirically calculated correlation matrix of the received vectors. A noncoherent algorithm based on subspace projection and random matrix theory is suggested in [55, 56, 57]. Assuming that the number of users per cell remains fixed, the authors show that under certain conditions on the powers of the trans-
mitting users, the spectrum of the sample covariance matrix asymptotically decomposes into the signal eigenvalue spectrum and the interference-plus-noise eigenvalue spectrum as the number of BS antennas grows [56]. The limiting support of the two spectra are approximately characterized and a bound on the power difference of the signal and interference is determined in order for the two to become disjoint. It is noted in [58] that this bound is independent of the noise variance and, as a result, becomes inaccurate under low signal-to-noise ratio (SNR) regime. A new asymptotic condition on spectrum separability is then derived in [58] by considering the exact asymptotic characterization of interference-plus-noise spectrum. These algorithms reduce pilot contamination by appropriate power control and estimate the channel matrix of the desired cell. Finally [59] exploits the sparsity of the massive MIMO channels and transforms the channel estimation problem into learning on a Gaussian mixture model, which can be solved using algorithms such as Expectation Maximization.

Coherent MIMO detection based on EP was recently suggested in [32], where the performance of the algorithm is evaluated on the premise that perfect channel state information (CSI) is available at the receiver. However, as mentioned earlier, providing perfect CSI in massive MIMO systems is a challenging problem. At best, only a noisy estimate of the channel coefficients will be available at the receiver. Also, other detrimental effects, such as pilot contamination, aging and quantization errors, limit the accuracy of the CSI estimates. In [60] we show that although channel estimation improves by increasing the signal-to-noise ratio (SNR), surprisingly, at high SNR values, the rate of improvement of symbol error rate (SER) vs. SNR decreases. We investigate this behavior of the EP detector in the case of imperfect CSI and propose a modified detector in order to recover some of the performance loss of the EP detector. Simulation results verify that the proposed modification improves the performance of EP in the case of imperfect CSI, particularly in higher SNR regions, and that for the modified detector, the slope of the SER vs. SNR plots are similar.

\[ \text{SNR of the pilot and information sequences are assumed to be the same} \]
to the case of perfect CSI.

In this work we propose a noncoherent channel estimation and symbol detection technique for multi-cell massive MIMO systems based on the Expectation Propagation (EP) algorithm [38, 31]. Since the channel matrix and the transmitted vectors are both unknown, the proposed EP-based algorithm is applied on a hybrid model [51], and iteratively searches for the best approximation of the joint probability density function (PDF) of these unknowns. The output PDF is used for direct estimation of the channel coefficients, as well as the transmitted symbols. To overcome the inherent ambiguity of noncoherent estimators, we use the output of the EVD-based estimator in [54] to initialize the channel coefficients in our algorithm. This allows for the EP-based receiver to improve its performance over the EVD-based algorithm. We show that the proposed EP estimator outperforms the EVD-based algorithm in both channel estimation and symbol detection. Moreover, this approach diminishes the sensitivity of the EVD-based algorithm to the array and transmission block sizes.

The rest of this chapter is organized as follows. The system model is presented in Section 4.2. Section 4.3 covers a brief review of the EVD-based algorithm. The proposed algorithm is presented in Section 4.4. Finally, simulation results are presented in Section 4.5.

Notations: Throughout this paper, small letters ($x$) are used for scalars, bold small letters ($\mathbf{x}$) for vectors, and capital letters ($X$) for matrices. $\mathbb{R}$ and $\mathbb{C}$ represent the set of real and complex numbers, respectively. $\Re(z)$ and $\Im(z)$ denote the real and imaginary parts of the complex variable $z$. For a set of complex variables $A = \{z_1, z_2, \cdots\}$, we denote $\Re(A) \triangleq \{\Re(z_1), \Re(z_2), \cdots\}$ and $\Im(A) \triangleq \{\Im(z_1), \Im(z_2), \cdots\}$. The superscripts $(.)^T$, $(.)^H$, and $(.)^{-1}$ represent transpose, Hermitian transpose, and matrix inverse, respectively. Also, $\otimes$ and $\circ$ denote the matrix Kronecker and Hadamard products, respectively. For a probability density function (PDF) $p(.)$, $\mathbb{E}_p$ denotes the expectation operator with respect to $p(.)$. $I_N$ denotes the $N \times N$ identity matrix and $\text{diag}[\lambda_1, \lambda_2, \ldots, \lambda_n]$ denotes the $n \times n$
diagonal matrix with \( \lambda_1, \lambda_2, \ldots, \lambda_n \) as its main diagonal. Finally, \( \text{vec}(A) \), \( \|a\| \), and \( \|A\|_F \) denote the vectorization of the matrix \( A \), the \( \ell^2 \) norm of vector \( a \), and the Frobenius norm of matrix \( A \), respectively.

4.2 System Model

Consider a multi-user MIMO network consisting of \( L \) cells each served with its own BS and with \( K \) users in each cell. Assume the base stations have \( M \) antennas and all users have single-antenna transceivers. A simple schematic of this network is demonstrated in Fig. 4.1. The channel gain between the \( m \)-th antenna of the \( l \)-th BS and the \( k \)-th user located in the \( i \)-th cell is denoted by \( \tilde{h}_{limk} \). Each channel coefficient \( \tilde{h}_{limk} \) can be decomposed into two parts as

\[
\tilde{h}_{limk} = \tilde{g}_{limk} \sqrt{\beta_{lik}},
\]

(4.1)

in which, \( \tilde{g}_{limk} \) denotes the fast fading coefficient from the \( k \)-th user in cell \( i \) to the \( m \)-th antenna of BS \( l \), and \( \beta_{lik} \) represents the geometric attenuation and the shadowing effects which is assumed to be independent of the antenna index \( m \) and to be constant and known a priori.

![Figure 4.1: Multi-cell multi-user MIMO network.](image)

The \( M \times 1 \) fast fading vector from user \( k \) in cell \( i \) to the BS antenna array at cell \( l \) is denoted by \( \tilde{g}_{lik} = [\tilde{g}_{li1k}, \tilde{g}_{li2k}, \ldots, \tilde{g}_{liMk}]^T \), and the \( M \times K \) fading matrix from all the users of cell \( i \) to the \( l \)-th BS is denoted by \( \tilde{G}_{li} = [\tilde{g}_{li1}, \ldots, \tilde{g}_{liK}] \). Consequently, the total channel
gain between users in cell \( i \) and the BS in cell \( l \) will be an \( M \times K \) matrix denoted by \( \tilde{H}_{li} \) and given by

\[
\tilde{H}_{li} \triangleq \tilde{G}_{li}D_{li}^{\frac{1}{2}}
\] (4.2)

where \( D_{li} \triangleq \text{diag}[\beta_{li1}, \beta_{li2}, \ldots, \beta_{liK}] \).

Assuming that the fast fading coefficients between different channels and/or users are independent and identically distributed (iid) with \( \mathbb{E}[\tilde{g}_{limk}\tilde{g}_{lj'm_k't}] = \delta_{ll'}\delta_{ii'}\delta_{mm'}\delta_{kk'} \), we get

\[
\mathbb{E}[\tilde{G}_{li}\tilde{G}_{lj}^H] = K_I M \delta_{ij}.
\]

Therefore,

\[
\mathbb{E}[\tilde{H}_{li}\tilde{H}_{lj}^H] = \mathbb{E}[\tilde{H}_{li}\tilde{H}_{li}^H] \delta_{ij} = \mathbb{E}[\tilde{G}_{li}D_{li}\tilde{G}_{li}^H] \delta_{ij} = \sum_{k=1}^{K} \beta_{lik} \mathbb{E}[\tilde{g}_{lik}\tilde{g}_{lik}^H] \delta_{ij} = \left( \sum_{k=1}^{K} \beta_{lik} \right) I_M \delta_{ij} \quad (4.4)
\]

Without loss of generality, suppose we are interested in the first cell, i.e., \( l = 1 \). Therefore, the received vector at this BS at \( t \)-th channel use is given by

\[
\tilde{y}_1(t) = \sum_{i=1}^{L} \tilde{H}_{i1}\tilde{s}_i(t) + \tilde{w}_1(t)
\] (4.5)

\[
= \tilde{H}_{11}\tilde{s}_1(t) + \sum_{i=2}^{L} \tilde{H}_{i1}\tilde{s}_i(t) + \tilde{w}_1(t)
\] (4.6)

where \( \tilde{s}_i(t) = [\tilde{s}_{i1}(t), \tilde{s}_{i2}(t), \ldots, \tilde{s}_{iK}(t)]^T \) is the vector of transmitted symbols by users in cell \( i \). The symbols \( \tilde{s}_{ij}(t) \) are assumed to be independently selected from an \( \mathcal{M} \)-ary modulation constellation denoted as \( \tilde{A}_M \), with zero mean and average energy \( E_s \). Therefore we have

\[
\mathbb{E}[\tilde{s}_i(t)\tilde{s}_j(t)^H] = E_s \delta_{ij} I_K.
\]

Also, \( \tilde{w}_l(t) \sim \mathcal{CN}(\tilde{w}_l|0, I_M) \) is the circularly symmetric additive white Gaussian noise at the \( l \)-th BS and are assumed to be independent for different BS’s. Setting \( \tilde{w}_1'(t) \triangleq \sum_{i=2}^{L} \tilde{H}_{i1}\tilde{s}_i(t) + \tilde{w}_1(t) \) as the combination of interference plus noise at BS 1, we can write

\[
\tilde{y}_1(t) = \tilde{H}_{11}\tilde{s}_1(t) + \tilde{w}_1'(t)
\] (4.7)
We can treat $\tilde{w}'_1(t)$ as a new additive noise vector. The mean of $\tilde{w}'_1(t)$ is given by $E[\tilde{w}'_1(t)] = 0$ and its covariance matrix can be calculated as follows.

\[
R'_w \triangleq E[\tilde{w}'_1(t)(\tilde{w}'_1(t))^H]
\]

\[
= \sum_{i=2}^{L} \sum_{j=2}^{L} E\left[\tilde{H}_{1i}E[\tilde{s}_i(t)\tilde{s}_j(t)^H]\tilde{H}_{1j}^H\right] + I_M
\]

\[
= E_s \sum_{i=2}^{L} E\left[\tilde{H}_{1i}\tilde{H}_{1i}^H\right] + I_M
\]

\[
= E_s \sum_{i=2}^{L} \left(\sum_{k=1}^{K} \beta_{1ik}I_M\right) + I_M
\]

\[
= \left(\sum_{i=2}^{L} \sum_{k=1}^{K} \beta_{1ik} + 1\right)I_M
\]

Assuming that the product $KL$ is large, we invoke the central limit theorem and assume that the multi-user interference $\sum_{i=2}^{L} \tilde{H}_{1i}\tilde{s}_i(t)$ is a Gaussian random vector. It then follows that the received vector at the first BS is given by (4.7), where $\tilde{w}'_1(t) \sim \mathcal{CN}\left(\tilde{w}'_1|0,\sigma'^2_w I_M\right)$, and where

\[
\sigma'^2_w \triangleq E_s \sum_{i=2}^{L} \sum_{k=1}^{K} \beta_{1ik} + 1
\]

To simplify our notations, for the received vector of the target BS in a multi-cell multi-user model at $t$-th channel use, in the sequel we rewrite (4.7) as

\[
\tilde{y}_t = \tilde{H}\tilde{s}_t + \tilde{w}'_t,
\]

in which, $\tilde{s}_t \in \tilde{A}_M^K$ is the vector of transmitted symbols with entries in $\tilde{A}_M$, $\tilde{H} \in \mathbb{C}^{M \times K}$ is the channel matrix, and $\tilde{w}'_t \in \mathbb{C}^{M \times 1}$ is the additive noise vector such that $\tilde{w}'_t \sim \mathcal{CN}(\tilde{w}'_t|0,\sigma'^2_w I_M)$ with $\sigma'^2_w$ given in (4.13).

By applying the vectorization property $\text{vec}(ABC) = (C^T \otimes A)\text{vec}(B)$, (4.14) can be expressed as

\[
\tilde{y}_t = \tilde{S}_t\tilde{h} + \tilde{w}'_t
\]
in which, $\tilde{S}_t \triangleq \tilde{s}_t^T \otimes I_M$ and $\tilde{h} \triangleq \text{vec}(\tilde{H})$. The all-real equivalent of (4.15) is given by

$$
\begin{bmatrix}
\Re(\tilde{y}_t) \\
\Im(\tilde{y}_t)
\end{bmatrix} = \begin{bmatrix}
\Re(\tilde{S}_t) & -\Im(\tilde{S}_t) \\
\Im(\tilde{S}_t) & \Re(\tilde{S}_t)
\end{bmatrix}
\begin{bmatrix}
\Re(\tilde{h}) \\
\Im(\tilde{h})
\end{bmatrix} + \begin{bmatrix}
\Re(\tilde{w}'_t) \\
\Im(\tilde{w}'_t)
\end{bmatrix}
$$

(4.16)

Denoting $\mathbf{y}_t \triangleq (\Re(\tilde{y}_t^T) \ \Im(\tilde{y}_t^T))^T$, $\tilde{S}_t \triangleq \begin{bmatrix}
\Re(\tilde{S}_t) & -\Im(\tilde{S}_t) \\
\Im(\tilde{S}_t) & \Re(\tilde{S}_t)
\end{bmatrix}$, $\mathbf{h} \triangleq \left(\Re(\tilde{h}^T) \ \Im(\tilde{h}^T)\right)^T$, and $\mathbf{w}'_t \triangleq (\Re(\tilde{w}'_t^T) \ \Im(\tilde{w}'_t^T))^T$, (4.16) can be written as

$$
\mathbf{y}_t = \tilde{S}_t \mathbf{h} + \mathbf{w}'_t.
$$

(4.17)

Finally it follows from the properties of circularly symmetric Gaussian random vectors that $\mathbf{w}'_t \sim \mathcal{N}(\mathbf{w}'|\mathbf{0}, \frac{1}{2} \sigma_w^2 I_{2M})$.

For the noncoherent detector being considered here, the channel vector, $\mathbf{h}$, as well as the transmitted symbols, $S_t$, are unknown. Therefore, a joint symbol detection and channel estimation algorithm must be employed at the receiver to estimate the channel vector and detect the transmitted symbols.

Consider a block of $T$ transmitted vectors $\tilde{S} \triangleq [\tilde{s}_1, \ldots, \tilde{s}_T]$ and the corresponding received vectors $\mathbf{Y} \triangleq [\mathbf{y}_1 \ \ldots \ \mathbf{y}_T]$. We assume a block fading channel where the channel matrices remain unchanged for the duration of a transmission block consisting of $T$ transmitted symbols. The posterior distribution of $\tilde{S}$ and $\mathbf{h}$ is given by

$$
p(\tilde{S}, \mathbf{h}|\mathbf{Y}) \propto p(\tilde{S}, \mathbf{h})p(\mathbf{Y}|\tilde{S}, \mathbf{h})
\propto \left(p(\mathbf{h}) \prod_{t=1}^T p(\tilde{s}_t)\right) \prod_{t=1}^T p(\mathbf{y}_t|\tilde{s}_t, \mathbf{h})
$$

(4.18)

in which $p(\tilde{s}_t)$ is the probability mass function (pmf) of the $t$-th transmitted vector, $p(\mathbf{h})$ is the prior PDF of the channel vector, and $p(\mathbf{y}_t|\tilde{s}_t, \mathbf{h})$ is the a posteriori distribution of the
The optimum receiver finds the unknowns as the maximizers of (4.18), namely,

$$(\tilde{S}, h)^* = \arg \max_{\tilde{S} \in \mathcal{A}_M \times \mathcal{T}, h \in \mathbb{R}^{2M}} p(\tilde{S}, h | Y)$$

The optimization in (4.19) is not tractable due to the complexity of the posterior distribution in (4.18). In fact, the optimization requires the computation of marginal distributions which demand extensive multi-dimensional numerical integrations. In Section 4.4, we develop an estimation technique based on the EP algorithm. This approach exploits the multiplicative nature of (4.18) to find an approximation for the posterior distribution of $(\tilde{S}, h)$ so that the marginals can be easily computed.

### 4.3 Review of the EVD-Based Massive MIMO Channel Estimation

A channel estimation algorithm based on the existing degrees of freedom in massive MIMO systems is suggested in [54]. The proposed algorithm estimates the channel vectors from the eigenvectors of the sample correlation matrix of the received vectors at the BS.

Suppose that we are interested in estimating the channel matrix of the first cell in the multi-user multi-cell network. The received vector at the first BS at time $t$ is given by (4.5). The correlation matrix of this vector is given by

$$R_y \triangleq \mathbb{E}[\tilde{y}_1(t)\tilde{y}_1^H(t)]$$

$$= \mathbb{E}\left[\left(\sum_{i=1}^L \tilde{H}_{1i}\tilde{s}_i(t) + \tilde{w}_1(t)\right)\left(\sum_{j=1}^L \tilde{H}_{1j}\tilde{s}_j(t) + \tilde{w}_1(t)\right)^H\right]$$

$$= E_s \sum_{i=1}^L \tilde{H}_{1i}\tilde{H}_{1i}^H + I_M = E_s \sum_{i=1}^L \tilde{G}_{1i}\tilde{D}_{1i}\tilde{G}_{1i}^H + I_M$$

(4.20)

---

3Note that the matrix $S_t$ only depends on the vector $\tilde{s}_t$. Therefore, for the conditional PDF of $y_t$, we can write $p(y_t | S_t, h) = p(y_t | \tilde{s}_t, h)$. 

---
Under the so-called favorable propagation condition, [9], the channel vectors of different terminals will be mutually orthogonal, i.e., as $M \to \infty$,

$$\frac{1}{M} \bar{G}_{ll}^H \bar{G}_{lj} \to I_K \delta_{lj}$$  \hspace{1cm} (4.21)$$

Therefore, multiplying $R_y$ by $\bar{G}_{11}$ and using (4.21) we get

$$R_y \bar{G}_{11} \approx E_s \sum_{i=1}^{L} \bar{G}_{1i} D_{1i} \bar{G}_{1i}^H \bar{G}_{11} + \bar{G}_{11}$$

$$= \bar{G}_{11}(E_s MD_{11} + I_K).$$ \hspace{1cm} (4.22)$$

Note that $\Lambda_{11} \triangleq E_s MD_{11} + I_K$ is a diagonal matrix with $\{E_s M\beta_{11k} + 1, \ k = 1, \ldots, K\}$ as its main diagonal. Therefore, $R_y \bar{G}_{11} = \bar{G}_{11} \Lambda_{11}$ along with the pairwise orthogonality of columns of $\bar{G}_{11}$ shows that (4.22) can be considered as the characteristic equation of the correlation matrix $R_y$. Therefore, the $k$th column of $\bar{G}_{11}$ is proportional to the $k$th eigenvector of $R_y$ corresponding to the eigenvalue $E_s M\beta_{11k} + 1$. Assuming that $E_s M\beta_{11k} + 1, \ k = 1, 2, \ldots, K$ are distinct and known a priori, the ordering of the eigenvectors among the $K$ users can be determined up to a constant factor. In other words, if $U_1$ is the $M \times K$ matrix whose columns are the eigenvectors of $R_y$, then the estimate of $\bar{G}_{11}$, denoted by $\hat{G}_{11}$ is given by $\hat{G}_{11} = U_1 C_1$, where $C_1$ is a diagonal matrix. Since $C_1$ is unknown at the BS, it is estimated using a short pilot sequence.

Suppose each user transmits $\tau$ pilot symbols. Assuming that the pilots of different cells are mutually orthogonal, the received $M \times \tau$ matrix at the 1st BS is given by

$$\bar{Y}_1 = \bar{H}_{11} P_1 + \bar{W}_1$$ \hspace{1cm} (4.23)$$

where $P_1$ is the $K \times \tau$ matrix of pilots from the $K$ users in cell 1, and $\bar{W}_1$ is the noise matrix. The ambiguity matrix $C_1$ can now be estimated by solving the following optimization
problem

\[ \hat{C}_1 = \arg \min_{C_1 \in \Theta} \| \tilde{Y}_1 - U_1 C_1 D_{11}^{1/2} P_1 \|_F^2, \quad (4.24) \]

in which \( \Theta \) is the set of all \( K \times K \) diagonal matrices in \( \mathbb{C}^{K \times K} \).

Denoting \( J \triangleq \| \tilde{Y}_1 - U_1 C_1 D_{11}^{1/2} P_1 \|_F^2 \) and considering the optimization constraint, the derivative of \( J \) with respect to \( C_1 \) is given by

\[ \frac{\partial J}{\partial C_1} = (D_{11}^{1/2} P_1 P_1^H D_{11}^{1/2} C_1^H U_1^H U_1 - D_{11}^{1/2} P_1 \tilde{Y}_1^H U_1) \circ I_K \quad (4.25) \]

Solving \( \partial J/\partial C_1 = 0 \) leads to

\[ (\Xi \hat{C}_1^H \Phi) \circ I_K = \Psi \circ I_K, \quad (4.26) \]

in which, \( \Xi = D_{11}^{1/2} P_1 P_1^H D_{11}^{1/2} \), \( \Phi = U_1^H U_1 \), and \( \Psi = D_{11}^{1/2} P_1 \tilde{Y}_1^H U_1 \). Now, suppose the vector of \( K \) diagonal elements of \( \hat{C}_1 \) is denoted by \( \hat{c}_1 \). Then, it can be easily shown that the solution of (4.26) is

\[ \hat{c}_1 = (\Phi^H \circ \Xi^*)^{-1}(\Psi \circ I_K) 1_K, \quad (4.27) \]

in which, \( 1_K \) is a \( K \times 1 \) all-one vector.

After calculating the constant matrix, the channel can be estimated as

\[ \hat{H}_{11} = U_1 \hat{C}_1 D_{11}^{3/2} \quad (4.28) \]

In practice the correlation matrix \( R_y \) is not available and the sample covariance matrix is used instead. Using a block of \( N \) samples, the sample correlation matrix can be calculated as

\[ \hat{R}_y = \frac{1}{N} \sum_{n=1}^{N} \tilde{y}_1(n) \tilde{y}_1^H(n) \quad (4.29) \]

As mentioned in [54], error in the calculated sample correlation matrix due to the
limited block size \( N \) and lack of true channel mutual orthogonality, particularly for smaller antenna arrays, are two major sources of error in the proposed algorithm. In this paper we develop an EP-based noncoherent detector which is initialized with the output of the EVD-based detector. After a few iterations, the proposed detector significantly improves the performance of the EVD-based detector.

### 4.4 EP Formulation for Noncoherent Detection

Let \( \mathcal{F} \) denote a family of exponential distributions. Using EP we exploit the factorized structure of (4.18) to approximate the posterior distribution \( p(\tilde{S}, h|Y) \) with distributions from \( \mathcal{F} \) (for a review of the EP algorithm please refer to [38, 31]). To this end, we employ the following approximation for the posterior distribution \( p(\tilde{S}, h|Y) \),

\[
q'(\tilde{S}, h) = \left( p(h) \prod_{t=1}^{T} p(\tilde{s}_t) \right) q(\tilde{S}, h) \quad (4.30)
\]

in which \( q(\tilde{S}, h) \in \mathcal{F} \) is considered as an approximation to the likelihood function \( p(Y|\tilde{S}, h) \).

Since the channel vector is a continuous vector and the transmitted symbols are discrete random variables, this will be a hybrid model [51]. After calculating \( q(\tilde{S}, h) \) from EP as the best approximation (in \( \mathcal{F} \)) to \( p(Y|\tilde{S}, h) \), an approximation to the a posterior distribution can be calculated using (4.30). However, assuming independent, identically distributed (iid) transmitted vectors, the solution to (4.19) can be equivalently obtained from maximizing the likelihood function \( p(Y|\tilde{S}, h) \). Therefore, we do not need to evaluate (4.30). The transmitted vectors and channel coefficients can be estimated by maximizing \( q(\tilde{S}, h) \).

The proposed approximation \( q(\tilde{S}, h) \) is further written in a factorized form as follows.

\[
q(\tilde{S}, h) \propto \prod_{t=1}^{T} q_t(\tilde{s}_t, h) \propto \prod_{t=1}^{T} q_t(\tilde{s}_t) q_t(h) \quad (4.31)
\]

\[
q(\tilde{S}) q(h) \quad (4.32)
\]

in which, \( q(h) \propto \prod_{t=1}^{T} q_t(h) \) and \( q(\tilde{S}) = \prod_{t=1}^{T} q_t(\tilde{s}_t) \). We note that by selecting each factor
\( q_t(h) \) from \( \mathcal{F} \), we are ensured that their product, \( q(h) \), is also in \( \mathcal{F} \). Moreover, multiplying \( q(h) \) by the pmf \( q(\tilde{S}) \) will not change its structure. Therefore \( q(\tilde{S}, h) \) will also be in the family of exponential distributions.

We consider the family of multivariate Gaussian distributions for \( \mathcal{F} \). In particular, we assume that all \( q_t(h) \) factors are multivariate Gaussian with mean vector \( m_h(t) \) and covariance matrix \( V_h(t) \), i.e., \( q_t(h) = \mathcal{N}(h|m_h(t), V_h(t)) \). Therefore their product will be proportional to a multivariate Gaussian distribution \( q(h) = \mathcal{N}(h|m_h, V_h) \), with covariance matrix

\[
V_h = \left( \sum_{t=1}^{T} V_h(t)^{-1} \right)^{-1}
\]

and mean vector

\[
m_h = V_h \sum_{t=1}^{T} V_h(t)^{-1} m_h(t).
\]

Also, all \( q(\tilde{s}_t) \) factors are assumed to be pmf of their corresponding random vectors. Since \( \tilde{s}_t \) is a \( K \)-dimensional vector with elements from \( \tilde{A}_M \), for each possible vector \( \tilde{s}_t \), \( q(\tilde{s}_t) \) will be a set of \( M^K \) probabilities. Denoting the set of all \( K \)-tuples over \( \tilde{A}_M \) by \( A = \{a_1, \ldots, a_{M^K}\} \), then \( q(\tilde{s}_t) \) can be defined as follows

\[
q(\tilde{s}_t) = \left( \mathbb{P}[\tilde{s}_t = a_1], \ldots, \mathbb{P}[\tilde{s}_t = a_{M^K}] \right).
\]

EP uses the \( t \)-th factor in the likelihood function \( p(Y|\tilde{S}, h) \), i.e., \( p(y_t|\tilde{s}_t, h) \), for refining the \( t \)-th approximating distribution \( q_t(\tilde{s}_t, h) \). Toward this, the so called \( t \)-th cavity distribution is calculated as

\[
q^\dagger(\tilde{S}, h) \propto \frac{q(\tilde{S}, h)}{q_t(\tilde{s}_t, h)} = \frac{q(h)q(\tilde{S})}{q_t(h)q_t(\tilde{s}_t)}
\]

\[
\propto q^\dagger(h)q^\dagger(\tilde{S})
\]
in which,
\[ q^t(h) \propto \frac{q(h)}{q_t(h)} = \frac{\mathcal{N}(h|m_h, V_h)}{\mathcal{N}(h|m_h(t), V_h(t))} \quad (4.38) \]
\[ \propto \mathcal{N}(h|m_h^t, V_h^t) \quad (4.39) \]
where it can be shown that
\[ V_h^t = (V_h^{-1} - V_h(t)^{-1})^{-1} \quad (4.40) \]
\[ m_h^t = V_h^t \left( V_h^{-1} m_h - V_h(t)^{-1} m_h(t) \right). \quad (4.41) \]
Moreover,
\[ q^t(\tilde{S}) \propto \frac{q(\tilde{S})}{q_t(\tilde{s}_t)} = \prod_{i=1}^{T} \frac{q_i(\tilde{s}_i)}{q_t(\tilde{s}_t)} \quad (4.42) \]
\[ \propto \prod_{i=1}^{T} q_i(\tilde{s}_i) \quad (4.43) \]
Combining the \( t \)-th factor in the likelihood function with the cavity distribution, we compute the following intermediate distribution.
\[ \hat{p}_t(\tilde{S}, h) = \frac{1}{Z_t} q^t(\tilde{S}, h)p(y_t|\tilde{s}_t, h) \quad (4.44) \]
where it is shown in Appendix F that the normalization constant \( Z_t \) is given by
\[ Z_t = \sum_{\tilde{s}_t \in \tilde{A}_M^t} \mathcal{N}\left(y_t|S_t m_h^t, \Sigma_t\right) \quad (4.45) \]
where \( \Sigma_t \triangleq S_t V_h^t S_t^T + \frac{1}{2} \sigma_w^2 I_{2M} \).

Since \( \hat{p}_t(\tilde{S}, h) \) is not a member of the exponential family, it should be mapped to the
closest distribution in $\mathcal{F}$, denoted by $q_{new}(\tilde{S}, h) = q_{new}(\tilde{S})q_{new}(h)$, such that

$$q_{new}(\tilde{S}, h) = \arg \min_{q(\tilde{S}, h) \in \mathcal{F}} \text{KL}(\hat{p}_t(\tilde{S}, h) \| q(\tilde{S}, h))$$  \hspace{1cm} (4.46)

$$= \arg \min_{q(\tilde{S}, h) \in \mathcal{F}} \text{KL}(\hat{p}_t(\tilde{S}, h) \| q(\tilde{S})q(h)). \hspace{1cm} (4.47)$$

It is shown in Appendix G that the above optimization problem can be divided into the following two separate optimizations:

$$q_{new}(h) = \arg \min_{q(h)} \text{KL}(\hat{p}_t(h) \| q(h)), \hspace{1cm} (4.48)$$

and

$$q_{new}(\tilde{S}) = \arg \min_{q(\tilde{S})} \text{KL}(\hat{p}_t(\tilde{S}) \| q(\tilde{S})). \hspace{1cm} (4.49)$$

where $\hat{p}_t(h)$ and $\hat{p}_t(\tilde{S})$ are the marginal distributions of $h$ and $\tilde{S}$, respectively, derived from their joint distribution $\hat{p}_t(\tilde{S}, h)$.

In the following we solve the optimizations in (4.48) and (4.49) in that order. It turns out that the solution of (4.48) is obtained from the so-called moment matching condition [38], and (4.49) can be solved directly.

**4.4.1 Calculation of $q_{new}(h)$ and updating of $q_t(h)$**

The marginal distribution of $h$ is given by

$$\hat{p}_t(h) = \sum_{\tilde{s}_1, \ldots, \tilde{s}_T \in \tilde{A}_M^T} \hat{p}_t(\tilde{S}, h)$$

$$= \frac{1}{Z_t} \sum_{\tilde{s}_1, \ldots, \tilde{s}_T \in \tilde{A}_M^T} q^t(\tilde{S}, h)p(y_t|\tilde{s}_t, h)$$

$$= \frac{1}{Z_t} q^t(h) \left( \sum_{\tilde{s}_1, \ldots, \tilde{s}_T \in \tilde{A}_M^T} q^t(\tilde{S})p(y_t|\tilde{s}_t, h) \right)$$

$$= 1$$
\[ = \frac{1}{Z_t} q^\dag_t(h) \sum_{\tilde{s}_t \in \tilde{A}^K_M} p(y_t | \tilde{s}_t, h) \]
\[ = \frac{1}{Z_t} q^\dag_t(h) \psi_t(h) \quad (4.50) \]

where in (4.50), \( \psi_t(h) \triangleq \sum_{\tilde{s}_t \in \tilde{A}^K_M} K_p(y_t | \tilde{s}_t, h) \), and \( Z_t = E_{q^\dag_t(h)}[\psi_t(h)] \). As expected, calculating \( Z_t \) from this gives the same result as in (4.45).

The intermediate distribution \( \hat{p}_t(h) \) is then approximated by
\[ q^{\text{new}}(h) = \mathcal{N}(h | m^{\text{new}}_h, V^{\text{new}}_h). \]

By using the standard assumed density filtering (ADF) update equations [31], we compute the new moments of \( q^{\text{new}}(h) \) as follows.

\[ m^{\text{new}}_h = m^\dag_t + V^\dag_t \nabla_m \]
\[ V^{\text{new}}_h = V^\dag_t - V^\dag_t (\nabla_m \nabla^T_m - 2 \nabla_v) V^\dag_t \quad (4.52) \]

where \( \nabla_m \triangleq \left( \frac{\partial \log Z_t}{\partial m^\dag_t} \right)^T \) and \( \nabla_v \triangleq \left( \frac{\partial \log Z_t}{\partial V^\dag_t} \right)^T \) are calculated from (4.45) as follows.

\[ \nabla_m = \frac{1}{Z_t} \left( \frac{\partial \log Z_t}{\partial m^\dag_h} \right)^T \]
\[ = \frac{1}{Z_t} \sum_{\tilde{s}_t \in \tilde{A}^K_M} \mathcal{N} \left( y_t | S_t m^\dag_h, \Sigma_t \right) S_t^T \Sigma_t^{-1} \zeta_t \]
\[ \quad (4.53) \]

and,

\[ \nabla_v = \frac{1}{Z_t} \left( \frac{\partial \log Z_t}{\partial V^\dag_t} \right)^T \]
\[ = \frac{1}{2Z_t} \sum_{\tilde{s}_t \in \tilde{A}^K_M} \mathcal{N} \left( y_t | S_t m^\dag_h, \Sigma_t \right) \]
\[ \times \left( S_t^T \Sigma_t^{-1} \zeta_t \zeta_t^T \Sigma_t^{-1} S_t - S_t^T \Sigma_t^{-1} S_t \right) \]
\[ \quad (4.54) \]

where, \( \zeta_t \triangleq y_t - S_t m^\dag_h \).
After $q^{new}(h)$ is obtained, we can update $q_t(h)$ to get

$$q_t^{new}(h) = \mathcal{N}(h|m_t^{new}(t), V_h^{new(t)})$$

where

$$q_t^{new}(h) \propto \frac{q^{new}(h)}{q^t(h)} = \frac{\mathcal{N}(h|m_t^{new}, V_h^{new})}{\mathcal{N}(h|m_t^t, V_h^t)}$$ (4.55)

It is straightforward to show that,

$$V_{h}^{new}(t) = \left((V_{h}^{new})^{-1} - (V_{h}^t)^{-1}\right)^{-1}$$ (4.56)

and,

$$m_{h}^{new}(t) = V_{h}^{new}(t) \left((V_{h}^{new})^{-1} m_{h}^{new} - (V_{h}^t)^{-1} m_t^t\right).$$ (4.57)

Note that these updates do not depend on a specific value of the transmitted vector $\tilde{s}_t$, and in fact a form of averaging over all possible values of this vector appears in (4.45), (4.50), (4.53) and (4.54).

4.4.2 Calculation of $q^{new}(\tilde{S})$ and updating of $q_t(\tilde{s}_t)$

The marginal distribution of $\tilde{S}$ can be calculated as follows:

$$\hat{p}_t(\tilde{S}) = \int_h \tilde{p}_t(\tilde{S}, h) dh$$

$$= \frac{1}{Z_t} \int_h q^t(\tilde{S}, h)p(y_t|\tilde{s}_t, h) dh$$

$$= \frac{1}{Z_t} q^t(\tilde{S}) \int_h \mathcal{N}\left(h|m_t^t, V_h^t\right)\mathcal{N}\left(y_t|S_t h, \frac{1}{2} \sigma_w^2 I_{2M}\right) dh$$

$$= \frac{1}{Z_t} q^t(\tilde{S}) \mathcal{N}\left(y_t|S_t m_t^t, \Sigma_t\right)$$

$$= \frac{1}{Z_t} \left(\prod_{i=1}^T q_i(\tilde{s}_i)\right) \mathcal{N}\left(y_t|S_t m_t^t, \Sigma_t\right)$$ (4.58)

Given this, the K-L divergence in (4.49) can be written as

$$KL(\hat{p}_t(\tilde{S})||q(\tilde{S})) = \sum_{\tilde{s}_1, \ldots, \tilde{s}_T \in \tilde{A}_M^K} \hat{p}_t(\tilde{S}) \log \frac{\hat{p}_t(\tilde{S})}{q(\tilde{S})}$$
\[
\sum_{\tilde{s}_1, \ldots, \tilde{s}_T \in \tilde{A}_M^K} \prod_{i=1, i \neq t}^{T} q_i(\tilde{s}_i) \frac{\mathcal{N}(y_t | \mathbf{s}_t \mathbf{m}_h^t, \Sigma_t)}{Z_t} \\
\times \left[ \log \frac{\mathcal{N}(y_t | \mathbf{s}_t \mathbf{m}_h^t, \Sigma_t)}{Z_t} - \log q_t(\tilde{s}_t) \right]
\]

\[= \sum_{\tilde{s}_t \in \tilde{A}_M^K} \frac{\mathcal{N}(y_t | \mathbf{s}_t \mathbf{m}_h^t, \Sigma_t)}{Z_t} \\
\times \left[ \log \frac{\mathcal{N}(y_t | \mathbf{s}_t \mathbf{m}_h^t, \Sigma_t)}{Z_t} - \log q_t(\tilde{s}_t) \right]
\]

The minimizer of (4.59) will be

\[q_t^{\text{new}}(\tilde{s}_t) = \frac{1}{Z_t} \mathcal{N}(y_t | \mathbf{s}_t \mathbf{m}_h^t, \Sigma_t); \quad \forall \tilde{s}_t \in \tilde{A}_M^K
\]

Note that solving (4.49) only updates the pmf of the t-th vector, namely \(\tilde{s}_t\).

Each iteration of the EP detector involves updating all the \(T\) factors of \(q_t(\mathbf{h})\) using (4.56) and (4.57) and updating \(q_t^{\text{new}}(s_t)\) using (4.60). After the EP algorithm converges, \(\mathbf{m}_h\) is selected as the maximum likelihood (ML) estimate of the unknown channel, i.e., \(\mathbf{h}' = \mathbf{m}_h\). Consequently, the channel vector in (4.15) is given by

\[\bar{\mathbf{h}}' = \mathbf{m}_{h,1:N_r} + j \mathbf{m}_{h,N_r+1:2N_r}.
\]

Moreover, the following ML detection rule can be employed for the transmitted symbols

\[\tilde{s}_t' = \arg \max_{a \in \tilde{A}_M^K} q_t(a), \quad t = 1, \ldots, T.
\]

**Remark 1.** As pointed out previously, the update rules for the moments of \(q_t(\mathbf{h})\) in (4.56) and (4.57) reveal that they are independent of the specific value of the symbol \(\tilde{s}_t\). In other words, refining the PDF factors for the channel is independent of refining the pmf factors for the transmitted vectors. This is to be expected since the channel vector is constant over
the $T$ received vectors. Consequently, it is not necessary to update the pmf of the transmitted vectors at each iteration of the EP algorithm while the moments of $q_t(h)$ are being updated using (4.56) and (4.57). In fact, calculations of (4.60) for all symbol vectors may be postponed to the end of the EP iterations, where a good estimate of $h$ is at hand. Therefore, the transmitted vectors can be detected by computationally efficient linear algorithms such as zero forcing (ZF) or minimum mean-squared error (MMSE). Denoting by $\hat{H}'$ the estimated channel matrix at the end of the EP algorithm, the MMSE estimates of the transmitted vectors in (4.14) are given by

$$\tilde{s}_t' = (\hat{H}'^H \hat{H}' + \sigma_w^2 I_M / E_s)^{-1} \hat{H}'^H \hat{y}_t, \quad t = 1, \ldots, T.$$  

(4.63)

The transmitted symbols can then be detected using a demodulator which maps each component of $\tilde{s}_t'$ to the nearest constellation point in $\tilde{A}_M$.

4.4.3 A Low-Complexity Approximation

A close examination of (4.45), (4.53) and (4.54) reveals that the estimation of $h$ is fairly complex due to the summations involving $M^K$ terms. In the following we describe a procedure which simplifies these computations. As the iterations of the EP algorithm proceed, we expect a reduction in the uncertainty regarding the channel coefficients. In other words, the mean vectors $m_h(t)$ approach the actual channel vector $h$, and the entries of the covariance matrices $V_h(t)$, and consequently $\Sigma_t$, become smaller. As a result, the Gaussian PDF $\mathcal{N}(y_t | S_t m_h^\dagger, \Sigma_t)$ will become very narrow and except for $y_t$ close to its mean $S_t m_h^\dagger$, the function will be negligible. This implies that the values of these PDFs are negligible except for a single symbol vector. Therefore in the summations in (4.45), (4.53) and (4.54) we can ignore all the terms except for a single dominant term. To find this dominant term and the corresponding symbol vector, we assume a vectorized MIMO system similar to (4.15), in which the channel vector is given by $m_h^\dagger$. Now the transmission
symbol is estimated using a simple linear detector, such as ZF. Let \( \tilde{x}_t \in A^K_M \) denote the vector which maximizes \( \mathcal{N}(y_t|S_t \mathbf{m}_h^t, \Sigma_t) \). Then (4.53) and (4.54) can be simplified to get

\[
\nabla_m \approx X_t^T \Sigma_t^{-1} \zeta_t,
\]

and

\[
\nabla_v \approx X_t^T \Sigma_t^{-1} \zeta_t \zeta_t^T \Sigma_t^{-1} X_t - X_t^T \Sigma_t^{-1} X_t,
\]

where,

\[
X_t = \begin{bmatrix}
\mathcal{R}(\tilde{x}_t^T \otimes I_M) & -\mathcal{J}(\tilde{x}_t^T \otimes I_M) \\
\mathcal{J}(\tilde{x}_t^T \otimes I_M) & \mathcal{R}(\tilde{x}_t^T \otimes I_M)
\end{bmatrix}.
\]

Inserting the above approximations for \( \nabla_m \) and \( \nabla_v \) into (4.51) and (4.52), the moments of \( q(h) \) can be updated. Furthermore, in order to improve the stability of these update rules, we employ the following smoothing mechanism [40]

\[
\mathbf{m}_h^{\text{new}} = \alpha (\mathbf{m}_h^t + V_h^{\text{new}} \nabla_m) + (1 - \alpha) \mathbf{m}_h
\]

and,

\[
V_h^{\text{new}} = \alpha (V_h^{\text{new}} - V_h^{\text{new}} (\nabla_m \nabla_m^T - 2 \nabla_v) V_h^{\text{new}}) + (1 - \alpha) V_h,
\]

where \( 0 < \alpha < 1 \) is a smoothing factor. After calculating \( q^{\text{new}}(h) \), the moments of the refined version of the \( t \)-th factor are obtained as in (4.56) and (4.57).

Algorithm 3 summarizes the proposed procedure. To alleviate the ambiguity in channel estimation and to start the algorithm with a good initial value, we use the output of an EVD-based estimator to initialize the mean values of the channel coefficients, \( \mathbf{m}_h(t) \).

The complexity of these operations is dominated by updating the moments of \( q^{\text{new}}(h) \) and \( q_t^{\text{new}}(h) \) in equations (4.56), (4.57), (4.67), and (4.68), which involve basic matrix operations such as multiplications and inversions. Accordingly, the complexity of the proposed
Data: A block of $T$ received vectors and $p(y_t|\tilde{s}_t, h)$ distributions in (4.18)
Result: A member of exponential family as in (4.30) which is the closest PDF to (4.18), an estimation of the channel vector, and detected transmitted symbols

begin
Estimate the channel with the EVD-based algorithm;
Initialize all $q_t(h)$ factors for $t = 1,\ldots,T$;
Calculate $q(h)$ using (4.33) and (4.34);
while termination criteria has not been met do
  for $t = 1,\ldots,T$ do
    Calculate the cavity PDF using (4.40) and (4.41);
    Estimate the maximizer vector $\tilde{x}_t$ by $m_{h}|t$;
    Calculate $\nabla_m$ and $\nabla_v$ by (4.64) and (4.65), respectively;
    Find $q_{new}(h)$ by (4.67) and (4.68);
    Update $q_t(h)$ by (4.56) and (4.57);
  end
end
Calculate the estimated channel vector by (4.61);
Detect the transmitted vectors using MMSE algorithm in (4.63);
end

Algorithm 3: Noncoherent MIMO symbol detection using expectation propagation.

The algorithm can be expressed as $O(IT(K^3M^3 + K^2M^2))$, where $I$ denotes the number of iterations of the EP algorithm.4

4.5 Numerical Results

In this section we investigate the channel estimation and symbol detection performances of the proposed EP algorithm, referred to as EP in the figures. We compare the result with those from EVD-based noncoherent channel estimator, which is referred to as EVD. For symbol detection we employ the MMSE algorithm for both EP and EVD receivers.

A cellular system with $L = 3$ cells, with each cell having $K = 3$ users is considered in the simulations. Without loss of generality, we consider the performance of the algorithms in the first cell. The shadowing factors for the 3 cells are chosen as $\beta_{11} = [0.98, 0.63, 0.47]$, $\beta_{12} = [0.36, 0.29, 0.05]$, and $\beta_{13} = [0.32, 0.14, 0.11]$.

4We assumed the complexity of the direct method for matrix multiplications and Gauss-Jordan elimination algorithm for matrix inversion. Therefore, the complexity of multiplying an $n \times p$ matrix by a $p \times m$ matrix is given by $O(npm)$, and the complexity of inverting an $n \times n$ matrix will be $O(n^3)$. 74
Figure 4.2: Channel estimation performance versus the receiver’s antenna-array size $M$, for EVD and EP estimators, with symbol block sizes $N = 20, 50, 100$ and EP block size $T = N$.

We consider QPSK modulation with $E_s = 20$ dB. The EVD algorithm is assumed to work with only one pilot vector, i.e., $\tau = 1$. The EP algorithm uses the EVD’s channel estimation result for initializing the mean vectors $m_h(t)$. Starting with a wide search area helps in convergence of the algorithm. Therefore, we suggest initializing the covariance matrices $V_h(t)$ with fairly large values, such as $100I_{2MK}$. In our numerical results the EP algorithm was run for only 2 iterations using the smoothing factor $\alpha = 0.5$, and was applied to the entire block, i.e., $T = N$. For evaluating the channel estimation accuracy, the normalized estimation error between the channel matrix $\tilde{H}_{11}$ and its estimate $\tilde{H}'_{11}$ is considered given by $\delta_h \triangleq 10 \log_{10} \left( \frac{\| \tilde{H}_{11} - \tilde{H}'_{11} \|^2_F}{\| \tilde{H}_{11} \|^2_F} \right)$.

Remark 2. In the multi-cell system model and considering the equivalent noise power in (4.13), it is evident that interference is the dominant term in (4.13). Increasing the symbol energy $E_s$ also increases the interference and hence has a negligible effect on the signal-to-interference-plus-noise ratio (SINR). For this reason we have not shown the performance...
Figure 4.3: SER performance versus the receiver’s antenna-array size $M$, for EVD and EP algorithms with symbol block sizes $N = 20, 50, 100$ and EP block size $T = N$.

of the algorithm versus SINR.

The channel estimation accuracy of the two noncoherent algorithms versus the number of receiving antennas, $M$, and the size of blocks, $N$, is depicted in Fig. 4.2. This figure shows that the performance of the two algorithms improve as $M$ or $N$ increases. This behavior originates from the improvements of the EVD algorithm with $M$ and $N$. As discussed in Section 4.3, as $M$ increases, the channel properties approach the favorable propagation condition, where the columns of the channel matrix become mutually orthogonal. Therefore, using larger array sizes leads to better channel estimation by EVD. On the other hand, increasing $N$ improves the accuracy of the empirically calculated sample correlation matrix in (4.29) resulting in improved channel estimation by EVD. Since the channel estimates from EVD are used as the initial values for $m_h(t)$, increases in $M$ or $N$ also result in improvements in the performance of the EP algorithm. Fig. 4.2 also shows that the EP algorithm significantly outperforms the EVD algorithm, and the improvement gain increases at higher values of $M$ or $N$. For example, for $M = 100$, channel estimation
using EP improves over EVD by 7.5 dB for \( N = 50 \) and by 10 dB for \( N = 100 \).

Fig. 4.3 shows the Symbol Error Rate (SER) performance of EVD and EP algorithms versus \( M \) for three different block sizes of \( N = 20, 50 \) and 100 symbols. This figure also clearly shows that the proposed EP algorithm outperforms EVD. More interestingly, and similar to Fig 4.2, as the performance of EVD improves (with increases in \( M \) or \( N \)), the gain of EP over EVD also increases.

While Figs. 4.2 and 4.3 show the improvements of EP over EVD, they do not capture the entire picture. While in the case of EVD, the symbol errors are random, in the case of EP they appear in bursts. In other words, in the case of EVD, a large number of blocks will contain symbol errors whereas in the case of EP, most blocks are error free and a few blocks contain a large number of symbol error. This is demonstrated in Table 4.1 as well as in Fig. 4.4 where the percentage of symbol blocks (frames) with error is shown for both EVD and EP. According to this table, the proposed EP algorithm significantly reduces the frame error rate of the EVD algorithm. For example, for a system with \( M = 150 \) antennas and \( N = 100 \), EP reduces the percentage of erroneous frames from about 32% to 1.3%. As shown in Fig. 4.4, even for blocks as small as 10 symbols, EP reduces the frame error rate by more than 35%. As \( N \) increases, the frame error rate of the EP algorithm decreases sharply. The reason for this effect is that for the overwhelming majority of the frames where the EP algorithm converges, there are no errors in the frame. On the other hand, for some frames EP does not converge. In this case there will be a large number of

Table 4.1: The percentage of the erroneous detected frames.

<table>
<thead>
<tr>
<th></th>
<th>( N=20 )</th>
<th>( N=50 )</th>
<th>( N=100 )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>M</strong></td>
<td><strong>EVD</strong></td>
<td><strong>EP</strong></td>
<td><strong>EVD</strong></td>
</tr>
<tr>
<td>50</td>
<td>76.90</td>
<td>33.00</td>
<td>74.30</td>
</tr>
<tr>
<td>80</td>
<td>71.00</td>
<td>21.20</td>
<td>61.40</td>
</tr>
<tr>
<td>100</td>
<td>67.10</td>
<td>19.50</td>
<td>55.30</td>
</tr>
<tr>
<td>120</td>
<td>64.40</td>
<td>17.50</td>
<td>49.30</td>
</tr>
<tr>
<td>150</td>
<td>60.00</td>
<td>15.50</td>
<td>43.50</td>
</tr>
</tbody>
</table>
symbol errors in the frame. This property of EP is very advantageous for systems using Automatic Repeat-reQuest (ARQ). The reduction in frame error rate results in significant improvements in average throughput and reduces the link delays.

The channel estimation and SER performances of the MIMO system with $M = 60$ and 100 receiving antennas versus block size $N$ are depicted in Figs. 4.5 and 4.6, respectively. Again, these figures show the improvements of EP over EVD. Moreover, as the performance of EVD improves, the gain of EP over EVD also increases.

Fig. 4.7 shows the effectiveness of the EP algorithm in combating inter-cell interference. The SER performances of the two algorithms versus $M$ are shown for a multi-cell and a single-cell system. Comparing the performance of EVD for single-cell and multi-cell systems clearly shows the adverse effect of intra-cell interference. In contrast, the EP algorithm shows only a minor degradation in performance due to the additional intra-cell interference.
Figure 4.5: Channel estimation performance of EVD and EP algorithms versus symbol block size $N$ for a MIMO system with the receiver’s antenna-array sizes $M = 60, 100$, and EP block size $T = N$.

Figure 4.6: SER performance of EVD and EP algorithms versus symbol block size $N$ for a MIMO system with the receiver’s antenna-array sizes $M = 60, 100$, and EP block size $T = N$. 
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Figure 4.7: Multi-cell versus single-cell performances for EVD and EP detectors.
Chapter 5
Conclusion

In Chapter 2 we investigate the performance of the expectation propagation (EP) detector in practical situations in which perfect channel state information (CSI) is not available at the receiver. As expected and verified by the simulation results, lack of perfect CSI results in significant performance loss for the EP detector. Moreover, the EP detector shows a higher sensitivity to the channel estimation error at high signal-to-noise ratios (SNR) and the rate of its performance improvement decreases at higher SNRs. To rectify this problem we propose a Modified EP algorithm for correlated noise which utilizes the correlation matrix of the channel estimation error. Simulation results show that the modified algorithm is robust against imperfect CSI and its performance is significantly improved over the EP algorithm.

A noncoherent detector for large-scale SIMO systems using the Expectation Propagation algorithm is proposed in Chapter 3. We show through simulation that with only a single iteration and for block sizes as small as two symbols, the proposed algorithm outperforms the pilot-based MMSE detector in term of symbol error rate (SER). This property makes the proposed algorithm suitable for channels with coherence times as short as two symbol durations. Moreover, the simulation results verify that as the symbol block size increases, the SER performance of the algorithm converges to that of the optimal ML receiver which has perfect knowledge of channel state information. The proposed detector does not rely on prior knowledge of channel statistics and it is shown that for a Rician fading channel, it can outperform the coherent MMSE detector without using Rician K-factor. Finally, the proposed method does not rely on specific signal constellations and can be used for any differential modulation scheme.

In Chapter 4 we propose a noncoherent channel estimation and symbol detection algorithm for multi-cell multi-user massive MIMO systems based on the expectation propa-
gation algorithm. The proposed algorithm is initialized with the channel estimation result from the EVD-based method. Simulation results show that after a few iterations, the EP-based algorithm significantly outperforms the EVD-based method in both channel estimation and symbol error rate. Moreover, the EP-based algorithm is not sensitive to antenna array size or the inaccuracies of sample correlation matrix.
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Appendix A
Statistical Inference by Message Passing

In this appendix we briefly introduce some useful graphs and the sum-product algorithm over them. To show the applicability of the algorithms in digital communications, two simple examples in MIMO detection problem are presented.

A.1 Graphical Structures

In general, graph-based statistical inference algorithms start with modeling the joint probability distributions with a graphical model. Factor graphs and Markov random fields, as two common and useful graphs for statistical inference problems, will be introduced in following sections.

**Factor Graphs:** Factor graphs\(^1\) consist of two types of nodes (or vertices), namely, variable nodes and factor nodes. What makes these graphs distinguishable is that their graph edges are only connected between a variable node and a factor node. Any factorisable joint PDF can be modeled with a factor graph. For example, suppose the joint PDF of four random variables can be factorized as

\[
p(x_1, x_2, x_3, x_4) = f_1(x_1)f_2(x_1, x_4)f_3(x_2, x_3, x_4).
\]

Then, as depicted in Fig. A.1, this PDF can be modeled with a factor graph consists of four variable nodes and three factor nodes.

Accordingly, the general form of a factorisable joint distribution of \(n\) random variables, such as \(x_1, \ldots, x_n\), that can be modeled with a factor graph is as follows

\[
p(x_1, \ldots, x_n) = \prod_j f_j(X_j)
\]

(A.1)

in which, \(X_j\) is a subset of the set of random variables.

**Markov Random Fields:** A Markov random field (MRF) is a graph structure in

\(^1\)Also known as bipartite graphs.
Figure A.1: A sample factor graph representing $f_1(x_1)f_2(x_1, x_4)f_3(x_2, x_3, x_4)$.

which the conditional distribution of each node, given its neighbors, is independent of the other nodes in the graph. In other words,

$$p(x_i | x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n) = p(x_i | \mathcal{N}(x_i))$$  \hspace{1cm} (A.2)$$

in which, the neighbouring nodes of $x_i$ are denoted by $\mathcal{N}(x_i)$.

A fully-connected subgraph in a MRF is known as a clique. A MRF with the maximum clique size of two is called pairwise MRF. One useful pairwise MRF for the applications of statistical inference is shown in Fig. A.2. As can be seen, the nodes in this type of graph can be categorized in the observed variables (shown by filled circles) and hidden variables. The conditional distribution of the observed variables, given it adjacent hidden variable, is independent of all other hidden nodes. Also, each hidden node follows the Markovian property given in (A.2). Suppose the hidden nodes and observed nodes are denoted by $x_i$s and $y_i$s, respectively. It is common to model the dependency between an observed node like and its corresponding hidden node with a function like $\phi_i(x_i, y_i)$. Also, the dependency between each hidden node and its neighbors are modeled with compatibility functions as $\psi_{ij}(x_i, x_j)$. Consequently, the joint PDF of hidden and observed variables in a pairwise
MRF can be represented as [61]

\[
p(x_1, \ldots, x_n, y_1, \ldots, y_n) = \frac{1}{Z} \prod_{i,j} \psi_{ij}(x_i, x_j) \prod_i \phi_i(x_i, y_i),
\]  

(A.3)

in which, \(Z\) is a normalization constant.

Since the observations are fixed during the inference process, they can be omitted in the joint PDF. Therefore a pairwise MRF can also be modeled as [61]

\[
p(x_1, \ldots, x_n) = \frac{1}{Z} \prod_{i,j} \psi_{ij}(x_i, x_j) \prod_i \phi_i(x_i)
\]  

(A.4)

A.2 Sum-Product Algorithm

The sum-product or belief propagation (BP) is an algorithm for calculating the marginal PDF of variables by iteratively exchanging messages or beliefs between the nodes in a graph [62, 61, 63]. This algorithm can be applied to both graphical structures we introduced earlier.

In a factor graph, the sum-product algorithm needs two types of messages, one from a variable node to a factor node and the other type of message for the reverse direction.
Following the well-known notation in [62], the sum-product messages from a variable node \( x \) to a factor node \( f \), and vice versa, in a factor graph are given as follows

\[
\mu_{x \rightarrow f}(x) = \prod_{h \in \mathcal{N}(x) \setminus \{f\}} \mu_{h \rightarrow x}(x) \quad (A.5)
\]

and

\[
\mu_{f \rightarrow x}(x) = \sum_{\sim\{x\}} f(X) \prod_{y \in \mathcal{N}(f) \setminus \{x\}} \mu_{y \rightarrow f}(y) \quad (A.6)
\]

where, \( \mathcal{N}(x) \) shows the neighbours of \( x \), \( \sim\{x\} \) means all variables but \( x \), and the backslash signs in \( \setminus \{f\} \) and \( \setminus \{x\} \) simply mean excluding the factor node \( f \) or variable node \( x \), respectively. After algorithm’s convergence, the marginal distribution of each variable node can be calculated as

\[
f(x) = \prod_{h \in \mathcal{N}(x)} \mu_{h \rightarrow x}(x) \quad (A.7)
\]

The sum-product algorithm can be implemented in pairwise MRF by exchanging the following message between the hidden nodes[61]:

\[
m_{ij}(x_j) = \sum_{x_i} \phi_i(x_i) \psi_{ij}(x_i, x_j) \prod_{k \in \mathcal{N}(i) \setminus j} m_{ki}(x_i). \quad (A.8)
\]

which can also be considered as the believe of the \( i \)-th hidden node in the value of the \( j \)-th hidden node. Finally, the belief of the \( i \)-th hidden node is given as

\[
b_i(x_i) = k \phi_i(x_i) \prod_{j \in \mathcal{N}(i)} m_{ji}(x_i). \quad (A.9)
\]
A.3 Applications of the BP Algorithm in MIMO Detection

To show the applicability of the BP algorithm to digital communications, in this section we present two examples of MIMO detection by this algorithm.

Assume a MIMO system with $M$ receiving and $K$ transmitting antennas. The received vector for this model is given as

$$y = Hx + n,$$

(A.10)

in which, $y \in \mathbb{C}^{M \times 1}$ is the received vector, $x \in \mathbb{C}^{K \times 1}$ is the vector of $K$ transmitted symbols as $x = [x_1, \ldots, x_K]^T$, $n \in \mathbb{C}^{M \times 1}$ is the AWGN noise vector with distribution $\mathcal{CN}(0, \sigma^2 I_M)$, and $H \in \mathbb{C}^{M \times K}$ is the known channel matrix.

MIMO detection can be considered as a statistical inference problem. In fact, the symbol detection is equivalent to find the marginal PDF of the transmitted vectors. Therefore, as we will show in following parts, by assigning the transmitted symbols to the variable nodes of a factor graph or the hidden nodes of a pairwise MRF, it is possible to iteratively find their marginals by BP algorithm.

**MIMO Detection by Factor Graph Model:** As is depicted in Fig.A.3, the MIMO detection problem can be modeled with a factor graph where its variable nodes are the transmitted symbols and its factor nodes are the received signals [64]. This leads to a densely connected graph with lots of cycles which affect the detection performance and accuracy of the detector.

By assuming BPSK symbols, the log likelihood ratio of the $j$-th transmitted symbol given the $i$-th received signal is given as

$$\log \frac{p(x_j = 0|y_i)}{p(x_j = 1|y_i)} = \log \frac{\sum_{x, x_j=0} p(x|y_i)}{\sum_{x, x_j=1} p(x|y_i)}$$
By defining $\alpha_j \triangleq \log \frac{p(x_j=0)}{p(x_j=1)}$, we can write

$$p(x_j) = \frac{e^{-\alpha_j}}{1 + e^{-\alpha_j}} e^{\alpha_j x_j} \quad \text{(A.12)}$$

By denoting the $i$-th row of the channel matrix by $h_i$, the $i$-th received signal can be written as $y_i = h_i x + n_i$. Therefore,

$$p(y_i|x) = \frac{1}{\pi \sigma^2} \exp \left( - \frac{1}{\sigma^2} |y_i - h_i x|^2 \right). \quad \text{(A.13)}$$

Therefore, the log likelihood ratio in (A.11) can be written as

$$\log \frac{p(x_j=0|y_i)}{p(x_j=1|y_i)} = \alpha_j + \beta_{i\rightarrow j} \quad \text{(A.14)}$$

in which,

$$\beta_{i\rightarrow j} = \log \frac{\sum_{x,x_j=0} p(x) p(y_i|x)}{\sum_{x,x_j=1} p(x) p(y_i|x)} \quad \text{(A.15)}$$

According to the sum-product algorithm, the message from $j$-th variable node to the
\(i\)-th factor node is given as
\[
\alpha_{j\rightarrow i} = \sum_{m=1, m \neq i}^{M} \beta_{m\rightarrow j} \tag{A.16}
\]

Finally, the belief of the \(j\)-th transmitted symbol can be calculated as
\[
L(x_j) = \sum_{m=1}^{M} \beta_{m\rightarrow j} \tag{A.17}
\]

The detector can use the \(L(.)\) values to decide about the transmitted symbols.

**MIMO Detection by Markov Random Field Model:** To fit the MIMO detection problem to a pairwise MRF, first we have to transform the joint distribution of hidden nodes into the structure given in (A.4). The joint conditional PDF of the transmitted symbols is given as follows [29]

\[
P(x|y) = P(y|x)P(x)
\]

\[= \frac{1}{(\pi\sigma^2)^M} e^{-\frac{1}{\sigma^2}(y-Hx)^H(y-Hx)} \prod_{i=1}^{K} P(x_i)
\]

\[\propto \exp\left(-\frac{1}{\sigma^2}(x^H R^H H x - y^H H x - x^H H^H y)\right) \prod_{i=1}^{K} \exp(\ln P(x_i))
\]

\[\propto \exp\left(-\frac{1}{\sigma^2}[x^H H^H H x - 2\Re(x^H H^H y)]\right) \prod_{i=1}^{K} \exp(\ln P(x_i)). \tag{A.18}
\]

By assuming \(R = H^H H\) and \(z = H^H y\), the above expression can be further simplified as

\[
P(x|y) \propto \exp\left(-\frac{1}{\sigma^2}[x^H R x - 2\Re(x^H z)]\right) \prod_{i=1}^{K} \exp(\ln P(x_i)) \tag{A.19}
\]
Also,

\[
x^H R x = \begin{bmatrix} x_1^* & \ldots & x_K^* \end{bmatrix} \begin{bmatrix} r_{11} & \ldots & r_{1K} \\ \vdots & \ddots & \vdots \\ r_{K1} & \ldots & r_{KK} \end{bmatrix} \begin{bmatrix} x_1 \\ \vdots \\ x_K \end{bmatrix}
\]

\[
= \sum_{i=1}^{K} \sum_{j=1}^{K} x_i^* r_{ij} x_j
\]

\[
= \sum_{i=1}^{K} \sum_{j=1}^{N_T} x_i^* r_{ij} x_j + \sum_{i=1}^{K} |x_i|^2 r_{ii}
\]

\[
= \sum_{i=1}^{K} \sum_{j=1}^{N_T} 2 \Re(x_i^* r_{ij} x_j) + \sum_{i=1}^{K} |x_i|^2 r_{ii}
\]

(A.20)

and,

\[
x^H z = \begin{bmatrix} x_1^* & \ldots & x_K^* \end{bmatrix} \begin{bmatrix} z_1 \\ \vdots \\ z_K \end{bmatrix}
\]

\[
= \sum_{i=1}^{K} x_i^* z_i
\]

(A.21)

Finally,

\[
P(x|y) \propto \exp \left(-\frac{1}{\sigma^2} \left[ \sum_{i=1}^{K} \sum_{j<i} 2 \Re(x_i^* r_{ij} x_j) + \sum_{i=1}^{K} |x_i|^2 r_{ii} - 2 \sum_{i=1}^{K} \Re(x_i^* z_i) \right] \right)
\]

\[
\times \prod_{i=1}^{K} \exp(\ln P(x_i))
\]

\[
\propto \exp \left(-\frac{2}{\sigma^2} \sum_{i=1}^{K} \sum_{j<i} \Re(x_i^* r_{ij} x_j) \right) \exp \left(-\frac{1}{\sigma^2} \left[ \sum_{i=1}^{K} |x_i|^2 r_{ii} - 2 \sum_{i=1}^{K} \Re(x_i^* z_i) \right] \right)
\]

\[
\times \prod_{i=1}^{K} \exp(\ln P(x_i))
\]

\[
\propto \prod_{i=1}^{K} \prod_{j<i} \exp \left(-\frac{2}{\sigma^2} \Re(x_i^* r_{ij} x_j) \right)
\]
\[
\times \prod_{i=1}^{K} \exp \left( -\frac{1}{\sigma^2} |x_i|^2 r_{ii} - 2\Re(x_i^* z_i) \right) + \ln P(x_i) \right) \tag{A.22}
\]

Comparing (A.22) with (A.4) reveals that

\[
\psi_{ij}(x_i, x_j) = \exp \left( -\frac{2}{\sigma^2} \Re(x_i^* r_{ij} x_j) \right) \tag{A.23}
\]

and,

\[
\phi_i(x_i) = \exp \left( -\frac{1}{\sigma^2} |x_i|^2 r_{ii} - 2\Re(x_i^* z_i) \right) + \ln P(x_i) \right) \tag{A.24}
\]

By these functions, the receiver can calculate the messages given in (A.8). After enough number of iterations, the receiver can finally calculate the belief of each transmitted symbol by (A.9).
Appendix B
Properties of Gaussian Random Vectors

The following two properties are widely used in finding the marginal and conditional distributions of Gaussian random vectors.

A.1
Suppose $x \sim \mathcal{N}(x|m_x, V_x)$ and $n \sim \mathcal{N}(n|0, V_n)$ are two independent Gaussian random vectors. Therefore, the joint PDF of $x$ and $y = Hx + n$ is given as

$$
\begin{pmatrix} x \\ y \end{pmatrix} \sim \mathcal{N} \left( \begin{pmatrix} x \\ y \end{pmatrix} \bigg| \begin{pmatrix} m_x \\ Hm_x \end{pmatrix}, \begin{pmatrix} V_x & V_x H^T \\ HV_x & HV_x H^T + V_n \end{pmatrix} \right) \quad (B.1)
$$

A.2
Assume the joint PDF of two random vectors $x \in \mathbb{R}^m$ and $y \in \mathbb{R}^n$ as follows

$$
\begin{pmatrix} x \\ y \end{pmatrix} \sim \mathcal{N} \left( \begin{pmatrix} x \\ y \end{pmatrix} \bigg| \begin{pmatrix} m_x \\ m_y \end{pmatrix}, \begin{pmatrix} V_x & V_{xy} \\ V_{xy}^T & V_y \end{pmatrix} \right) \quad (B.2)
$$

Then the marginal and conditional distributions of the two variables are given as

$$
x \sim \mathcal{N}(x|m_x, V_x) \quad (B.3)
$$

$$
y \sim \mathcal{N}(y|m_y, V_y) \quad (B.4)
$$

$$
x|y \sim \mathcal{N}\left( x|m_x + V_{xy} V_y^{-1} (y - m_y), V_x - V_{xy} V_y^{-1} V_{xy}^T \right) \quad (B.5)
$$

$$
y|x \sim \mathcal{N}\left( y|m_y + V_{xy}^T V_x^{-1} (x - m_x), V_y - V_{xy}^T V_x^{-1} V_{xy} \right) \quad (B.6)
$$
Appendix C
Assumed Density Filtering

Assume $x$ as the latent variable and $y_t$ as the measured sample at time index $t$. Therefore the measurements in a duration of $T$ time indexes can be represented by the vector

$$Y_{1:T} = (y_1, \ldots, y_t, y_{t+1}, \ldots, y_T). \quad (C.1)$$

We also consider the conditionally independent measurements for which the current measurement $y_t$ given the latent variable is independent of all previous $t-1$ measurements, i.e. $p(y_t|x, Y_{1:t-1}) = p(y_t|x)$.

Generally, the two probability density functions (PDF) $p(x|Y_{1:T})$ and $p(Y_{1:T})$ are important for estimation of the latent variable and system modeling, respectively. The aim in the online Bayesian inference methodology is to calculate these distributions iteratively after each measurement. Therefore, instead of calculating $p(x|Y_{1:T})$ after collecting all $T$ measurements, the online algorithm calculates $p(x|Y_{1:t})$ by receiving $t$-th measurement $y_t$, as follows

$$p(x|Y_{1:t}) = \frac{p(x, y_{1:t})}{P(Y_{1:t})} = \frac{p(x, y_{1:t-1}, y_t)}{p(y_{1:t-1}, y_t)} = \frac{p(x, y_{1:t-1})p(y_t|x, Y_{1:t-1})}{p(y_{1:t-1})p(y_t|x, Y_{1:t-1})} = \frac{p(x|y_{1:t-1})p(y_t|x)}{p(y_t|Y_{1:t-1})} \quad (C.2)$$

Therefore,

$$p(x|Y_{1:t}) = \frac{1}{Z_t}p(y_t|x)p(x|Y_{1:t-1}) \quad (C.3)$$

in which, the constant $Z_t$ is defined as $Z_t \triangleq p(y_t|Y_{1:t-1})$. Equation (C.3) is used in the
update step of Bayesian inference algorithms, like Kalman filters. Considering the definition of $Z_t$, $p(y_{1:T})$ can be calculated as follows

\[
p(y_{1:T}) = p(y_1, \ldots, y_T) = p(y_1)p(y_2|y_1) \cdots p(y_T|y_1, \ldots, y_{T-1}) = Z_1Z_2 \cdots Z_T
\]  

(C.4)

(C.5)

(C.6)

One big problem in (C.3) is its dependency to all $t - 1$ previous measurements. As $t$ grows up, the complexity of calculating and handling $p(x|y_{1:t-1})$ increases. One subtle way to solve this problem is using an approximation of $p(x|y_{1:t-1})$ which is more tractable. In assumed density filtering (ADF) algorithm, $p(x|y_{1:t-1})$ is approximated by a member of the exponential family of distributions, denoted by $F$, as $q^t(x)$. Consequently, (C.3) can be written as the following intermediate distribution

\[
\hat{p}(x|y_{1:t}) = \frac{1}{Z_t}p(y_t|x)q^t(x)
\]

in which, $Z_t \triangleq \mathbb{E}_{q^t}[p(y_t|x)]$. Since $\hat{p}(x|y_{1:t})$ generally is not a member of the exponential family, it should be approximated by a PDF like $q^{t+1}(x)$ from this family such that satisfies the following optimization problem

\[
q^{t+1}(x) = \arg \min_{q(x) \in F} \mathbb{KL}(\hat{p}(x|y_{1:t})||q(x))
\]

(C.8)

In the other word, the approximating PDF has the minimum Kullback-Leibler divergence to the exact distribution. We will see that the solution of this optimization problem can be easily found by the so called moment matching property.
Appendix D
Proof of the Moment Matching Property

Any member of the family of exponential distribution, like \( q(x) \), can be represented as

\[
q(x) = h(x)g(\eta) \exp(\eta^T u(x))
\]  
(D.1)
in which \( u(x) \) is the vector of sufficient statistics and \( \eta \) is the vector of natural parameters. \( g^{-1}(\eta) \) is the partition function and can be calculated as

\[
g(\eta) = \frac{1}{\int_x h(x) \exp(\eta^T u(x)) dx}.
\]  
(D.2)
And its logarithm is given as

\[
\log g(\eta) = -\log \int_x h(x) \exp(\eta^T u(x)) dx.
\]  
(D.3)

By calculating the gradient of (D.3) with respect to the vector of natural parameters, we can write

\[
\nabla_\eta \log g(\eta) = -\frac{1}{\int_x h(x) \exp(\eta^T u(x)) dx} \nabla_\eta \int_x h(x) \exp(\eta^T u(x)) dx
\]
\[
= -g(\eta) \int_x h(x) \exp(\eta^T u(x)) u(x) dx
\]
\[
= -\int_x q(x)u(x) u(x) dx
\]
\[
= -\mathbb{E}_q[u(x)].
\]  
(D.4)
Suppose we are interested in the solution of the following optimization problem:

\[ q^*(x) = \arg \min_{q(x) \in \mathcal{F}} \text{KL}(p(x)||q(x)) \]  

(D.5)

where \( p(x) \) is an arbitrary PDF not necessarily in \( \mathcal{F} \). According to the definition of KL divergence, the expression under optimization can be expanded as follows:\(^1\)

\[
\text{KL}(p(x)||q(x)) = \int_x p(x) \log \frac{p(x)}{q(x)} dx \\
= \int_x p(x) \log p(x) dx - \int_x p(x) \log (h(x)g(\eta) \exp(\eta^T u(x))) dx \\
= -\int_x p(x) \log g(\eta) dx - \int_x p(x) \eta^T u(x) dx + C \\
= -\log g(\eta) - \eta^T \mathbb{E}_p[u(x)] + C 
\]

(D.6)

in which, \( C \) is a constant value with respect to \( \eta \). By setting the gradient of this statement with respect to \( \eta \) to zero,

\[
\mathbb{E}_p[u(x)] = -\frac{1}{g(\eta)} \nabla_\eta g(\eta) = -\nabla_\eta \log g(\eta) 
\]

(D.7)

Comparing (D.7) and (D.4) results

\[
\mathbb{E}_q[u(x)] = \mathbb{E}_p[u(x)] 
\]

(D.8)

Therefore, the optimum solution to (D.5) satisfies (D.8). If \( q(x) \) is selected as a Gaussian distribution, then \( x \) and \( x^2 \) will be its sufficient statistics. In this case, (D.8) imply the mean and the variance under \( q(x) \) should be equal to mean and variance under \( p(x) \), respectively. Therefore, this property is known as *moment matching.*

---

1Although continues distributions are considered, similar results hold for discrete distributions.
Appendix E
ADF Equations for Gaussian Random Vectors

Consider the following intermediate PDF for the latent vector $x$:

$$
\hat{p}(x) = \frac{1}{Z_i} f_i(x) q_i(x)
$$

(E.1)

in which $q_i(x) \in F$, and $Z_i = \int x f_i(x) q_i(x) dx = \mathbb{E}_{q_i} [f_i(x)]$.

As discussed in ADF algorithm in Appendix C, we are interested in finding a PDF as $q(x)$ which is the best approximation of $\hat{p}(x)$ in $F$, or in the other word, is its projection in $F$. Therefore, we must deal with the following problem:

$$
q^*(x) = \arg \min_{q(x) \in F} \text{KL}(\hat{p}(x)||q(x))
$$

(E.2)

In this section we solve this optimization problem for the specific case of Gaussian variables.

Suppose $q_i(x) = \mathcal{N}(x|m^i, V^i)$ and $q(x) = \mathcal{N}(x|m, V)$ are Gaussian distributions. Finding $q(x)$ by moment matching in (D.8) is equivalent to calculate its mean vector and covariance matrix as follows:

$$
m = \mathbb{E}_q[x] = \mathbb{E}_{\hat{p}}[x]
$$

(E.3)

and

$$
V = \mathbb{E}_q[xx^T] - \mathbb{E}_q[x] \mathbb{E}_q[x]^T = \mathbb{E}_{\hat{p}}[xx^T] - \mathbb{E}_{\hat{p}}[x] \mathbb{E}_{\hat{p}}[x]^T
$$

(E.4)

Therefore we must calculate $\mathbb{E}_{\hat{p}}[x]$ and $\mathbb{E}_{\hat{p}}[xx^T]$. We start with definition of $Z_i$ which is given as
$$Z_i = \frac{1}{|2\pi V^i|^{1/2}} \int_x f_i(x) \exp \left(-\frac{1}{2} \omega_i^T (V^i)^{-1} \omega_i \right) dx$$ \hspace{1cm} (E.5)

in which, $\omega_i = x - m^i$.

In following parts we calculate two multidimensional gradient $\nabla_m \triangleq \nabla_{m^i} \log Z_i$ and $\nabla_V \triangleq \nabla_{V^i} \log Z_i$.

Calculating $\nabla_m$:

The differential of $\log Z_i$ with respect to $m^i$ can be calculated as follows:

\[
\begin{align*}
\frac{d\log Z_i}{d m^i} &= \frac{1}{Z_i} \frac{dZ_i}{d m^i} \\
&= \frac{1}{Z_i} \left[ \frac{1}{|2\pi V^i|^{1/2}} \int_x f_i(x) \exp \left(-\frac{1}{2} \omega_i^T (V^i)^{-1} \omega_i \right) dx \right]
\end{align*}
\]

\[
\begin{align*}
&= \frac{1}{Z_i} \frac{1}{|2\pi V^i|^{1/2}} \int_x f_i(x) \exp \left(-\frac{1}{2} \omega_i^T (V^i)^{-1} \omega_i \right) d \left[-\frac{1}{2} \omega_i^T (V^i)^{-1} \omega_i \right] dx \\
&= \frac{1}{Z_i} \frac{1}{|2\pi V^i|^{1/2}} \int_x f_i(x) \exp \left(-\frac{1}{2} \omega_i^T (V^i)^{-1} \omega_i \right) \left[-\omega_i^T (V^i)^{-1} d \omega_i \right] dx \\
&= \frac{1}{Z_i} \frac{1}{|2\pi V^i|^{1/2}} \int_x f_i(x) \exp \left(-\frac{1}{2} \omega_i^T (V^i)^{-1} \omega_i \right) \left[\omega_i^T (V^i)^{-1} d m^i \right] dx \\
&= \left( \frac{1}{Z_i} \frac{1}{|2\pi V^i|^{1/2}} \int_x f_i(x) \exp \left(-\frac{1}{2} \omega_i^T (V^i)^{-1} \omega_i \right) \omega_i^T (V^i)^{-1} dx \right) d m^i \\
&= \left( \left( \int_x \hat{p}(x) \omega_i^T (V^i)^{-1} dx \right) \right) d m^i \\
&= \left( (V^i)^{-1}(E_p[x] - m^i) \right)^T d m^i
\end{align*}
\]

Therefore,

\[
\frac{\partial \log Z_i}{\partial m^i} = \left( (V^i)^{-1}(E_p[x] - m^i) \right)^T
\]

(E.7)

By considering $\nabla_m = \nabla_{m^i} \log Z_i = \left( \frac{\partial \log Z_i}{\partial m^i} \right)^T$, we can write

\[
\nabla_m = (V^i)^{-1}(E_p[x] - m^i)
\]

(E.8)
Finally, by (E.3) and (E.8),

\[ m = \mathbb{E}_p[x] = m^i + V^i \nabla_m \]

(E.9)

Calculating \( \nabla_V \):

The differential of \( \log Z_i \) with respect to \( V^i \) can be calculated as follows:

\[
d \log Z_i = d \left( \log \int_x f_i(x) \exp \left( -\frac{1}{2} \omega^T_i (V^i)^{-1} \omega_i \right) dx - \frac{1}{2} \log |2\pi V^i| \right)
\]

\[ = \frac{1}{Z_i |2\pi V^i|^{1/2}} d \left( \int_x f_i(x) \exp \left( -\frac{1}{2} \omega^T_i (V^i)^{-1} \omega_i \right) dx \right) \]

\[ - \frac{1}{2} \text{tr} \left( (V^i)^{-1} dV^i \right) \]

\[ = \frac{1}{Z_i |2\pi V^i|^{1/2}} \times \]

\[ \int_x f_i(x) \exp \left( -\frac{1}{2} \omega^T_i (V^i)^{-1} \omega_i \right) \left( \frac{1}{2} \text{tr} \left( (V^i)^{-1} \omega_i \omega^T_i (V^i)^{-1} dV^i \right) \right) dx \]

\[ - \frac{1}{2} \text{tr} \left( (V^i)^{-1} dV^i \right) \]

(E.10)

Therefore,

\[
\frac{\partial \log Z_i}{\partial V^i} = \frac{1}{2} \frac{1}{Z_i |2\pi V^i|^{1/2}} \int_x f_i(x) \exp \left( -\frac{1}{2} \omega^T_i (V^i)^{-1} \omega_i \right) (V^i)^{-1} \omega_i \omega^T_i (V^i)^{-1} dx
\]

\[ - \frac{1}{2} (V^i)^{-1} \]

\[ = \frac{1}{2} \int_x \hat{p}(x) (V^i)^{-1} \omega_i \omega^T_i (V^i)^{-1} dx - \frac{1}{2} (V^i)^{-1} \]

\[ = \frac{1}{2} (V^i)^{-1} \left( \int_x \hat{p}(x) (x - m^i)(x - m^i)^T dx \right) (V^i)^{-1} - \frac{1}{2} (V^i)^{-1} \]

\[ = \frac{1}{2} (V^i)^{-1} \left( \mathbb{E}_p[xx^T] - \mathbb{E}_p[x]m^i m^iT + m^i \mathbb{E}_p[x^T] + m^i m^iT \right) (V^i)^{-1} \]

\[ - \frac{1}{2} (V^i)^{-1} \]

(E.11)
By considering $\nabla_V = \nabla_{V^i} \log Z_i = (\frac{\partial \log Z_i}{\partial V^i})^T$, we can write

$$\mathbb{E}_p[xx^T] = 2V^i \nabla_V V^i + \mathbb{E}_p[x]m^i m^T + m^i \mathbb{E}_p[x] - m^i m^T + V^i \quad (E.12)$$

By using (E.9) and plugging the equivalent expression of $\mathbb{E}_p[x]$, we can write

$$\mathbb{E}_p[xx^T] = 2V^i \nabla_V V^i + (m^i + V^i \nabla_m)m^T + m^i(m^i + V^i \nabla_m)T$$

$$-m^i m^T + V^i \quad (E.13)$$

By (E.4),

$$V = 2V^i \nabla_V V^i + (m^i + V^i \nabla_m)m^T + m^i(m^i + V^i \nabla_m)T$$

$$-m^i m^T + V^i - (m^i + V^i \nabla_m)(m^i + V^i \nabla_m)T$$

$$= 2V^i \nabla_V V^i - V^i \nabla_m \nabla_m^T V^i + V^i \quad (E.14)$$

which can finally expressed as

$$V = V^i - V^i(\nabla_m \nabla_m^T - 2\nabla_V) V^i \quad (E.15)$$

Equations (E.9) and (E.15) are known as ADF equations and are very useful in updating statistics of multidimensional Gaussian random variables in ADF or expectation propagation algorithms.
Appendix F
Calculating $Z_t$

The constant $Z_t$ can be calculated as follows:

\[
Z_t = \mathbb{E}_{q_{t}^\nu(\tilde{S}, h)}[p(y_t|\tilde{s}_t, h)] \\
= \sum_{\tilde{s}_1, \ldots, \tilde{s}_T \in \tilde{A}_M^K} \int q^\nu_t(\tilde{S}, h)p(y_t|\tilde{s}_t, h)dh \\
= \sum_{\tilde{s}_1, \ldots, \tilde{s}_T \in \tilde{A}_M^K} q^\nu_t(\tilde{S})\int \mathcal{N}(h|m_h^\nu, V_h^\nu)\mathcal{N}(y_t|s_t h, \frac{1}{2} \sigma_w^2 I_{2M})dh \\
= \sum_{\tilde{s}_1, \ldots, \tilde{s}_T \in \tilde{A}_M^K} q^\nu_t(\tilde{S})\mathcal{N}(y_t|s_t m_h^\nu, S_t V_h^\nu S_t^T + \frac{1}{2} \sigma_w^2 I_{2M}) \\
= \sum_{\tilde{s}_1, \ldots, \tilde{s}_T \in \tilde{A}_M^K} \left( \prod_{i=1}^{T} q_i(\tilde{s}_i) \right) \mathcal{N}(y_t|s_t m_h^\nu, S_t V_h^\nu S_t^T + \frac{1}{2} \sigma_w^2 I_{2M}) \\
= \sum_{\tilde{s}_1, \ldots, \tilde{s}_{t-1}, \tilde{s}_{t+1}, \ldots, \tilde{s}_T \in \tilde{A}_M^K} \left( \prod_{i=1}^{T} q_i(\tilde{s}_i) \right) \sum_{\tilde{s}_t \in \tilde{A}_M^K} \mathcal{N}(y_t|s_t m_h^\nu, S_t V_h^\nu S_t^T + \frac{1}{2} \sigma_w^2 I_{2M}) \\
= \sum_{\tilde{s}_t \in \tilde{A}_M^K} \mathcal{N}(y_t|s_t m_h^\nu, S_t V_h^\nu S_t^T + \frac{1}{2} \sigma_w^2 I_{2M}) \quad (F.1)
\]
Appendix G
Hybrid K-L Divergence Optimization Problem

Consider the following optimization problem on the hybrid K-L divergence:

$$\min_{q(S,h) \in \mathcal{F}} KL\left(\hat{p}_t(S,h)||q(S)q(h)\right), \quad (G.1)$$

in which, $S = [s_1, \ldots, s_T]$ is a $K \times T$ matrix of discrete symbols in $\mathcal{A}_M$, i.e. $S \in \mathcal{A}^{K \times T}_M$, and $h$ is the continues channel vector. By using the definition of K-L divergence, we can write

$$KL\left(\hat{p}_t(S,h)||q(S)q(h)\right) = \mathbb{E}_{\hat{p}_t(S,h)} \left[ \log \frac{\hat{p}_t(S,h)}{q(S)q(h)} \right]$$

$$= \sum_{s_1, \ldots, s_T \in \mathcal{A}_M^K} \int_h \hat{p}_t(S,h) \log \frac{\hat{p}_t(S,h)}{q(S)q(h)} dh$$

$$= \sum_{s_1, \ldots, s_T \in \mathcal{A}_M^K} \int_h \hat{p}_t(S,h) \log \hat{p}_t(S,h) dh - \sum_{s_1, \ldots, s_T \in \mathcal{A}_M^K} \int_h \hat{p}_t(S,h) \log \left(q(S)q(h)\right) dh \quad (G.2)$$

Since the optimization in (G.1) is over the functional $q(S,h)$, the first term in (G.2) will be a constant with respect to $q(S,h)$ and can be replaced with letter C. Therefore we can continue (G.2) as follows:

$$KL\left(\hat{p}_t(S,h)||q(S)q(h)\right) = - \sum_{s_1, \ldots, s_T \in \mathcal{A}_M^K} \int_h \hat{p}_t(S,h) \log \left(q(S)q(h)\right) dh + C$$

$$= - \sum_{s_1, \ldots, s_T \in \mathcal{A}_M^K} \int_h \hat{p}_t(S,h) \log q(S) dh$$

$$- \sum_{s_1, \ldots, s_T \in \mathcal{A}_M^K} \int_h \hat{p}_t(S,h) \log q(h) dh + C$$
\[
= - \sum_{s_1, \ldots, s_T \in A_M^K} \log q(S) \int_h \hat{p}_t(S, h) dh \\
- \int_h \log q(h) \left( \sum_{s_1, \ldots, s_T \in A_M^K} \hat{p}_t(S, h) \right) dh + C \\
= - \sum_{s_1, \ldots, s_T \in A_M^K} \hat{p}_t(S) \log q(S) \\
- \int_h \hat{p}_t(h) \log q(h) dh + C
\]  

(G.3)

in which,

\[
\hat{p}_t(S) = \int_h \hat{p}_t(S, h) dh
\]  

(G.4)

and

\[
\hat{p}_t(h) = \sum_{s_1, \ldots, s_T \in A_M^K} \hat{p}_t(S, h)
\]  

(G.5)

are respective marginal distributions of \(S\) and \(h\) from \(\hat{p}_t(S, h)\).

By adding and subtracting two constant terms \(\sum_{s_1, \ldots, s_T \in A_M^K} \hat{p}_t(S) \log \hat{p}_t(S)\) and \(\int_h \hat{p}_t(h) \log \hat{p}_t(h) dh\) to (G.3), we can write it as

\[
KL(\hat{p}_t(S, h)||q(S)q(h)) = \sum_{s_1, \ldots, s_T \in A_M^K} \hat{p}_t(S) \log \frac{\hat{p}_t(S)}{q(S)} + \\
\int_h \hat{p}_t(h) \log \frac{\hat{p}_t(h)}{q(h)} dh + C' \\
= KL(\hat{p}_t(S)||q(S)) + KL(\hat{p}_t(h)||q(h)) + C' 
\]  

(G.6)

The first term in (G.6) totally depends on \(q(s)\) and the second term only depends on \(q(S)\). Therefore the first two terms of (G.3) are changing independently. Therefore, the minimization of (G.3) will be equivalent to minimization of both of these two terms. Consequently, (G.1) can be broken into the following optimization problems:

\[
q^{new}(S) = \arg\min_{q(S)} KL(\hat{p}_t(S)||q(S)) 
\]  

(G.7)
and

\[ q^{new}(h) = \arg \min_{q(h)} \text{KL}(\hat{p}_t(h) || q(h)) \]  \hspace{1cm} \text{(G.8)}
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