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ABSTRACT

In recent years, power system harmonic levels have increased significantly due to the ever-increasing use of nonlinear loads which primarily consist of power electronic devices. The effect of these harmonics on power system components represents a serious problem to utility companies and consumers.

A survey of power system harmonics as generated mainly by static ac/dc power converters is presented. Aspects concerning harmonic injection, their effects on system components and harmonic reduction techniques are included. Harmonic analysis methodologies are discussed and compared in terms of efficiency and accuracy.

The need of a stochastic treatment of harmonic voltages and currents is clearly explained. A novel probabilistic model of analyzing power system harmonics is developed. Depending on their operating modes and switching states, nonlinear loads connected to each distribution bus are decomposed into four distinct categories of harmonic current injection. The probability distribution of the total random current injected at each bus is determined after making some reasonable assumptions. Probability characteristics of the resulting harmonic voltages are calculated. Two computational methods, i.e., the direct integration method and the Monte Carlo simulation method, are presented for determining the statistical characteristics of the harmonic signals. The procedure is demonstrated by an example which illustrates the probability aspects of power system harmonics. Potential applications of the probabilistic model are also considered.
In harmonic modeling of a transmission line, the use of the \( \pi \)-equivalent does not provide the location of maximum heating and insulation stress on the line. In this study, the differential equations describing voltage and current wave propagation along transmission lines are solved by modal decomposition. The resulting solution is transformed back into phase quantities. Two efficient numerical algorithms are developed to compute and locate maximum heating and insulation stress on untransposed transmission lines with distorted voltage and current waveforms. The numerical algorithms developed will guarantee convergence to the global solution. Other applications of these algorithms, such as determining maximum values of individual harmonics for communication interference studies and maximum distortion factors on the transmission lines, are included. The numerical methods are demonstrated by an example.
1. INTRODUCTION

The existence of voltage and current distortion on power systems has been recognized since the early days of alternating current. In the past, harmonic sources were limited to transformers caused by saturation and electric machines. In most cases, harmonic magnitudes were very limited and could be reduced to acceptable levels through the use of wye-delta transformer connections [1].

In the last two decades, however, the number of nonlinear loads has rapidly increased due to the recent advances in high power semiconductor switching devices. The proliferation of power converters which are widely used in high voltage direct current (HVDC) transmission, motor speed control, uninterrupted power supplies (UPS), battery chargers and photovoltaic stations suggests a renewed look at harmonic signals in power systems [2]. Furthermore, in the near future, electric utilities anticipate installing energy storage devices and their associated ac/dc converter equipment on distribution feeders to augment central-station power supplies [3]; hence, harmonic sources will continue to increase.

Today, it is clear that power system harmonics are becoming a very serious problem which represents for the first time a potential of disturbing the normal operation of both consumer loads and power network. The effect of harmonics on power apparatus [4]-[5], instruments [6]-[7] and communication systems [8]-[9] represents serious problems to utility companies. Therefore, harmonic consideration for any industrial power system commands as much attention as short circuit and overvoltage considerations [2].

Harmonic problems can be investigated by actually measuring the
harmonics or by digital computer simulation. But considering the high cost and complexity of field measurements at different locations [10]-[11], utility companies have a deep interest in predicting harmonic levels analytically.

Recently, methods calculating the generation and propagation of harmonic currents in power systems under steady-state conditions have been developed [12]-[14]. In these studies, harmonic analysis is usually performed with truncated Fourier series representation of the non-sinusoidal voltages and currents, and power system elements have been represented by passive impedances which are adjusted for each harmonic frequency.

These power system harmonic programs have been inherently deterministic in nature. Any random changes in the harmonic current injection are, therefore, not reflected in the harmonic current flows and resulting harmonic voltages. In practice, it is has been recognized [15] that power system harmonics, particularly at the residential and commercial levels, are time-variant due to stochastic changes in the operating modes of nonlinear loads. Consequently, probabilistic models of harmonic injection and propagation are highly desirable for a more realistic prediction of harmonic levels [16].

Few publications dealt with the probability characteristics of harmonic current injection generated by a specific number of identical nonlinear loads including battery chargers [17], TV receivers and light dimmers [18], and d.c. motor drives [19]. But in general, nonlinear loads of different categories may be connected to a common distribution bus, and may have operating modes which are partly deterministic and partly random. In addition, the configuration or switching state of
nonlinear loads may be fixed, varying deterministically or randomly with time.

The harmonic levels in high voltage power systems, especially those generated by HVDC stations, are found to be practically constant in nature [11]. Consequently, harmonic currents and voltages can be predicted by conventional power system harmonic programs [12]-[14] where transmission lines are represented by their π-equivalent circuit. Since the long line π-equivalent circuit is a two-port network, only the terminal voltages and currents of the transmission line can be calculated. As a result, possible maximum values of the overall rms current and peak voltage along the line due to standing wave phenomena are not readily known. These maxima could be larger than the corresponding values at the line terminals and if ignored, insulation damage, overheating or communication interference could take place.

Shultz et al. [20] presented a method to compute the maximum value of a single harmonic current or voltage on an equivalent single-phase transmission line. However, it is recognized that the maximum overall rms current and total peak voltage are of greater importance. Furthermore, transmission lines are generally multiphase and often untransposed [21], thus cannot be represented by an equivalent single-phase line.

The objective of this study is (1) to develop a probabilistic method of modeling power system harmonics, and (2) to develop efficient numerical methods for locating and computing the maximum line heating and insulation stress on unbalanced transmission lines under nonsinusoidal conditions. Before these specific problems are considered, an overview on power system harmonics and discussion of the existing harmonic study
methodologies are given. The material is arranged in four chapters.

Chapter 2 gives an overview of power system harmonics including
harmonic sources, their effects on power system components and existing
methods of harmonic compensation. The major source of harmonics is the
static power converter. Other sources of harmonics include transformer
saturation, electric machines, arc furnaces and welders, gaseous dis-
charge lighting and static VAR compensators. Power system harmonics are
known to affect most power system apparatus, power instruments and
communication systems. The most popular harmonic mitigation techniques
consist of harmonic cancellation and harmonic filtering methods. Alter-
native methods of harmonic compensation, such as current injection and
magnetic flux compensation, have not been developed for high power
ratings.

Chapter 3 discusses power system component models and methods of
harmonic analysis; namely, the piece-wise linear time-domain analysis,
the nonlinear frequency-domain analysis and the linear frequency-
domain analysis. The methods are compared in terms of their accuracy and
complexity. The most efficient and widely used method is the linear
frequency-domain simulation method, but the most accurate tool yet
developed is the nonlinear frequency-domain method.

Chapter 4 introduces a probabilistic modeling of power system
harmonics and provides two numerical algorithms for computing the
probability characteristics of harmonic currents and voltages. After
classifying nonlinear loads into four different categories in terms of
their operating modes, probability distributions of harmonic current
injection and propagation are derived. The probabilistic method of
harmonic analysis is demonstrated by an example, and potential applica-
tions of this method are discussed.

Finally, the problem of locating and computing maximum heating (maximum total rms current) and insulation stress (maximum overall peak voltage) on unbalanced transmission lines under nonsinusoidal conditions is investigated in chapter 5. Two numerical methods for computing the maximum rms current and an algorithm to find the maximum peak voltage, both of which guarantee convergence to the global solution, are developed. Other applications of the algorithms, such as computing the maximum of each current harmonic for finding the telephone influence factor and maximum distortion factors for conforming with harmonic limits, are included. The special cases of single-phase and balanced three-phase transmission lines are considered. The numerical methods are illustrated by an example.
2. OVERVIEW ON POWER SYSTEM HARMONICS

A brief review on sources of power systems harmonics, harmonic effects on power equipment and instrumentation and various methods of harmonic compensation is given in this chapter. Most of the material is taken from Ref. [22] which provides a concise survey of harmonic generation, analysis, interference and reduction. A more rigorous and exhaustive treatment of these subjects can be found in several publications, particularly those by Kimbark [23], Arrillaga et al. [4] and the IEEE tutorial course on power system harmonics [5]. Reference [24] also gives a fairly complete bibliography of studies on power system harmonics.

2.1 Harmonic Sources

Power system voltage and current harmonics result from the nonlinear operating characteristics of certain power system components. Existing analytical [25] and numerical [26] methods for computing the harmonic levels of nonsinusoidal waveforms are summarized in Appendix I. The most common power apparatus known to generate harmonics are discussed in this section. Emphasis is given to static power converters since they are widely used for a wide range of power ratings and represent the major source of harmonics.

2.1.1 Static Power Converters

It has been recognized that phase-controlled rectifiers and inverters represent the main harmonic source in power and distribution systems [2]. These converters are conveniently grouped in terms of their power ratings: high, medium and low power converters. Each of
these groups will be briefly discussed.

Large power rectifiers, such as those used in high voltage d.c. transmission (HVDC), generally have a large inductance on the d.c. side. The direct current is thus reasonably constant and the rectifier acts like a harmonic current source on the a.c. side as shown by the equivalent circuit in Fig. 1(a). For the ideal case of instantaneous commutation between the conducting elements, a p-pulse converter generates characteristic current harmonics of the order

\[ n = pk \pm 1, \quad k = 1, 2, 3, \ldots \]  

(1)

with their rms value given by [23]

\[ I_n = \frac{I_1}{n} = \sqrt{6} \frac{I_d}{n} \]

where \( I_1 \) is the fundamental current (with no overlap) and \( I_d \) is the converter direct current.

Fig. 1. Converter Equivalent Circuit: (a) Rectifier, (b) Inverter.
If a Y-Y connected transformer is used at the terminals of a 6-pulse rectifier, then the frequency domain representation of line current is

\[ i(t) = \frac{2\sqrt{3}}{\pi} I_d \left\{ \cos(\omega t) \frac{1}{5} \cos(5\omega t) + \frac{1}{7} \cos(7\omega t) - \frac{1}{11} \cos(11\omega t) + \frac{1}{13} \cos(13\omega t) \right\}. \tag{2} \]

On the other hand, when either the primary or secondary windings of the rectifier transformer are connected in delta, the line current in (2) becomes

\[ i(t) = \frac{2\sqrt{3}}{\pi} I_d \left\{ \cos(\omega t) + \frac{1}{5} \cos(5\omega t) - \frac{1}{7} \cos(7\omega t) + \frac{1}{11} \cos(11\omega t) - \frac{1}{13} \cos(13\omega t) \right\}. \tag{3} \]

If the commutation period is taken into account, the magnitude of the \( n \)-th current harmonic is given by [23]

\[ I_n = I_1 \frac{F(\alpha, \beta)}{2Dn} = \sqrt{3} V \frac{F(\alpha, \beta)}{2\pi \omega n L} \tag{4} \]

where

\[ D = \cos(\alpha) - \cos(\alpha + \beta) \]

\[ F(\alpha, \beta) = 2 \left[ (S_1)^2 + (S_2)^2 - 2S_1 S_2 \cos(\alpha + \beta) \right]^{1/2} \]

with

\[ S_1 = \frac{\sin((n+1)\beta/2)}{(n+1)} \]

and

\[ S_2 = \frac{\sin((n-1)\beta/2)}{(n-1)} . \]

Herein, \( \omega L \) is the equivalent short-circuit reactance, \( \alpha \) is the firing angle and \( \beta \) is the commutation angle.

In addition to the characteristic current harmonics, harmonics of uncharacteristic orders are also produced. These harmonics are caused by unbalanced voltages and line impedances or by unequal thyristor firing angles. The uncharacteristic harmonics are normally much smaller.
than the corresponding adjacent characteristic harmonics. It is suggested that uncharacteristic harmonics of order $(6n-1)$ and $(6n+1)$, $n=1,3,...$, for a 12-pulse converter be approximated to 15% of the level computed for a 6-pulse converter [27], whereas noncharacteristic odd multiples of the third harmonic, i.e., $3n$, $n=1,3,...$, be set to 1% of the fundamental [28].

**Large power inverters**, found at the receiving end of an HVDC transmission line, are represented by characteristic harmonic voltage sources behind a series impedance. The voltage magnitude for each characteristic frequency depends on the control technique used to regulate the fundamental voltage. The values of the voltage harmonic magnitudes, their phase angles and series impedances can be obtained from the manufacturer. It is noted that for analysis purposes, the harmonic voltage source can be converted into an equivalent harmonic current source by Norton's theorem as shown in Fig. 1(b).

**Medium power converters** are gaining wide application in motor speed control due to recent advances in power switching devices. Direct current drives, which still hold a big share of motor drives, generate harmonic currents which depend on the relatively small inductance on the d.c. side of the converter [29]. On the other hand, the current harmonics generated by a.c. drives depend on the motor speed and the type of control arrangement used. The most common types of control for such drives include a.c. voltage control, variable-voltage variable-frequency control, variable-current variable-frequency control, and pulse-width-modulation control. The harmonic currents injected by each of these drives are well documented in Ref. [30].
Low Power Converters are used in several home appliances (TV and stereo receivers, microwaves, desk computers) and office systems (computers). Other devices employing power electronic switches include light dimmers, heating control units and battery chargers. Because of their low power ratings, these converters inject relatively small harmonic currents into the utility supply, but if the use of electric vehicles becomes widely accepted, battery chargers will become a major source of harmonics [31].

2.1.2 Other Harmonic Sources

Before the development of static power converters, harmonic distortion was primarily associated with electric machines and transformers. Other known sources of harmonics include arc furnaces and welders, fluorescent lamps and static VAR compensators. Each of these nonlinear apparatus is discussed below.

Transformer saturation, i.e., the deviation from the linear relationship between the magnetic flux in iron and the magnetizing force, causes a nonsinusoidal excitation current to correspond with a sinusoidal applied voltage. The excitation current distortion contains mainly the third harmonic, but the fifth and the seventh order harmonics may also be large enough to produce visible distortion.

Transformers are also known to generate other harmonic currents (inrush currents) when re-energized after being switched-off. Because of the residual flux in the core, transformers will be driven into extreme saturation during the first seconds of operation. This effect gives rise to magnetizing currents of up to 10 times the rated current [4].
Electric machines generate harmonics as a result of the harmonic contents of the m.m.f. distribution. At a rotor slip s, an n-th order harmonic in the rotor m.m.f. induces an e.m.f. in the stator at a frequency equal to \((n-s(n\pm1))\) times the fundamental frequency [32]. Nonsymmetrical rotor windings are also known to cause harmonic distortion. In such a case, both positive and negative sequence currents will flow in the rotor, creating forward as well as backward rotating fields. The harmonic frequencies of stator e.m.f. induced by these fields are \((1-2s)\) times the fundamental frequency. Variations of the magnetic reluctance of electrical machines caused by stator and rotor slots also generate harmonics, but these harmonics are not significant.

Arc furnaces and arc welders induce harmonics due to the nonlinear voltage-current characteristic of power arcs. These loads are usually modeled as harmonic current sources with the third, fifth, seventh and ninth order harmonics as the most prevalent components. The magnitudes of these harmonics vary continually due to the random nature of arc currents, especially during the melting phase.

Gaseous discharge lighting, such as fluorescent, mercury arc and high pressure sodium lamps, is a significant source of power system harmonics, particularly in metropolitan areas. The electrical characteristics of these lamps are quite nonlinear, thus giving rise to considerable levels of harmonic currents. The magnitudes of the third and fifth harmonic currents generated by typical fluorescent lamps are respectively on the order of 21% and 7% of the fundamental component.

Static VAR compensators, because of their fast response, high efficiency and low maintenance, are finding increasing use in improving power system voltage regulation and power factor correction [33]. These
compensators use thyristor-controlled reactors or capacitors, thus generating considerable amounts of harmonic distortion. The magnitudes of these harmonics depend on the delay angles of the SCRs. The dominant harmonic currents are of the third and fifth orders which can respectively reach 30% and 10% of the fundamental component.

2.2 Harmonic Effects

Harmonics may affect any of the four categories: power components (capacitors banks, transformers, electric machines, transmission lines), instrumentation (ripple control systems, protective devices, watthour meters), power efficiency and communication systems. Each of these categories will be discussed below.

2.2.1 Power Components

**Shunt Capacitors.** Capacitor impedance decreases with frequency. For this reason, capacitor banks act as "sinks" for harmonic currents. In a system with distributed harmonic sources, the harmonics will converge to the capacitor banks, and may result in fuse-blowing or capacitor failure. The total power loss in capacitor banks in the presence of harmonics is expressed by

\[ P_{\text{loss}} = \sum_{n=1}^{\infty} C \, (\tan \delta) \omega_n V_n^2 \]  

where \((\tan \delta)\) is the loss factor, \(\omega_n\) and \(V_n\) are the angular frequency and the rms value of the \(n\)-th harmonic voltage.

Capacitor banks, such as those used for power factor correction, can also form a resonant circuit with the rest of the system impedance at a frequency near a harmonic frequency. This can result in overvoltages
and excessive currents often leading to their destruction. Moreover, the total reactive power including the fundamental and harmonics should not exceed the rated reactive power.

**Transmission Lines.** The flow of harmonic currents in transmission lines causes additional power loss as given by

\[
P_{\text{loss}} = \sum_{n=2}^{\infty} I_n^2 R_n
\]

where \(R_n\) is the line resistance at the \(n\)-th harmonic frequency. It is noted that \(R_n\) increases with frequency due to skin effect.

The presence of harmonic voltages causes a rise in the line insulation stress, particularly in cable transmission. Since the peak voltage depends on the phase relationship between the harmonics and the fundamental, it is possible for the peak voltage to be higher than the rated value while the rms voltage is well within limits. The effect of high peak voltages shortens the life expectancy of transmission lines and cables.

**Transformers.** Voltage harmonics can cause transformers to be under higher insulation stress. This, however, is not a problem since transformers are insulated for much higher voltage levels. On the other hand, harmonic currents cause additional copper losses which result in increased heating. These losses are insignificant for the harmonic levels expected in distribution systems (<10%) [3]. However, these losses must be taken into account in converter transformers where the harmonic levels are much higher than 10%.

**Electrical Machines.** Additional power loss is the most serious effect of harmonics on a.c. machines. The capability of a machine to cope with extra losses will depend on the overall machine temperature.
rise and local overheating. According to Ref. [34], supplementary heating alone can limit the voltage harmonic distortion for induction motors to 10%.

It is noted that in the presence of harmonics, the damper winding in synchronous machines carries current continuously. Therefore, these damper winding losses have to be taken into account in the design process, particularly if the generator is feeding large static converters. The effect of voltage harmonics on the mean torque is not significant for harmonic levels up to 20% [35]. However, pulsating torques caused by the interaction between fundamental and harmonic fluxes can possibly result in mechanical oscillations. Therefore, anticipated mechanical vibrations should be avoided.

2.2.2 Electric Instruments

**Watthour Meters.** Induction watthour meters, which are initially calibrated for pure sinusoidal voltages and currents, may lose their accuracy with distorted waveforms. Based on the results of recent studies [6], [36], the following conclusions are made:

(a) The frequency response curve of induction watthour meters shows relatively large registration errors for individual power harmonics at higher frequencies.

(b) Because of the meter nonlinearity, the simultaneous registration of multiple power harmonics is slightly different from the sum of registrations the power harmonic components would produce individually.

(c) For fair billing considerations, not only the magnitude but also the direction of power harmonic flow is of importance since the error sign is mainly determined by their relative directions.
(d) With a sinusoidal voltage waveform, the registration error is caused by the nonlinearity of the magnetic circuits, and is relatively small unless the third harmonic current component is large. In cases where both the voltage and current are distorted, the error is relatively large even for small voltage distortion factors.

**Ripple Control and Carrier Current Systems.** Ripple control systems, such as the one used for remote control of street lighting, operate in a frequency range of 290-1650 Hz. Thus, the presence of harmonics in power lines may cause signal blocking or maloperation of ripple relays [23]. The amplitude at which a voltage harmonic will affect the ripple relay is a function of the relay detection circuit.

Carrier current systems operate in the range of 5-10 kHz. It would appear that potentially interfering harmonics from nonlinear loads will be of a magnitude too low to cause problems in carrier systems. However, converters can be troublesome because of their voltage notches creating high frequency harmonics.

**Protective Relays.** Harmonics can degrade the operating characteristics of protective relays depending upon the design features and operation principle. Tests show that both electromechanical and static relay performances are affected by waveform distortion [7], [37]. In particular, the characteristics of overcurrent and overvoltage relays change dramatically in the presence of harmonics, and the operating torques of some electromechanical relays can be reversed at certain harmonic frequencies. Digital relay performance relying on zero crossings of signals can obviously be degraded by excessive harmonic content in the system.
2.2.3 Power Factor

Power factor represents a figure of merit of the character of power consumption. If the voltage and current are expressed by

\[ v(t) = \sum_{n=1}^{\infty} \sqrt{2} V_n \sin(n\omega t + \alpha_n) \] (7)

and

\[ i(t) = \sum_{n=1}^{\infty} \sqrt{2} I_n \sin(n\omega t + \alpha_n + \phi_n) \] (8)

then the power factor is given by the ratio of average power \( P \) to apparent power \( S \), i.e.,

\[ \text{pf} = \frac{P}{S} = \frac{\int_{0}^{T} v(t) i(t) \, dt}{\left[ \left( \sum_{n=1}^{\infty} V_n^2 \right) \left( \sum_{n=1}^{\infty} I_n^2 \right) \right]^{\frac{1}{2}}} = \frac{\sum_{n=1}^{\infty} V_n I_n \cos(\phi_n)}{\sqrt{\sum_{n=1}^{\infty} V_n^2 \sum_{n=1}^{\infty} I_n^2}}. \] (9)

Since the reactive power is defined by [38]

\[ Q = \sum_{n=1}^{\infty} V_n I_n \sin(\phi_n), \] (10)

then the apparent power \( S \) can be expressed by

\[ S = (P^2 + Q^2 + D^2)^{\frac{1}{2}} \] (11)

where \( D \) is an additional component designated as distortion power.

Under sinusoidal conditions, unity power factor can easily be achieved by placing a passive element (capacitor or reactor) in parallel with the load. However, power factor compensation is not straightforward when voltage and current waveforms are distorted. A passive network can improve the power factor by compensating the reactive power in (10), but unity power factor cannot be obtained because of the distortion power defined in (11).
2.2.3 Communication Systems

Most distribution system harmonic frequencies lie in the range used in commercial voice transmission (200 - 3500 Hz). Because of the great difference between the power levels of a distribution circuit (10^3-10^5 W) and a telephone circuit (10^-5-10^-3 W), the presence of harmonics may result in perceptible or even unacceptable telephone noise. Harmonic interference with communication systems is due to proximity and exposure of the communication circuits to the power network. Coupling between telephone and power circuits is through conduction, loop induction, longitudinal electrostatic or electromagnetic induction, with electromagnetic coupling as the dominant factor.

Telephone interference is often measured by the I.T product where I is the total rms current and T is the T(telephone) I(nfluence) F(actor) defined by [23]

\[ TIF = \left[ \sum_{n=1}^{\infty} (5nf C_n V_n^2) \right]^{1/2}/V_{\text{rms}} \]  

(12)

where \( C_n \) is the C-message weighting at the n-th harmonic frequency and \( f \) is the rated linear frequency. Transmission techniques such as underground cables and microwave links have minimized exposure of communication circuits to power harmonics. However, there are still cases where the pole line is shared by both power and telephone lines.

2.3 Methods of Reducing Harmonic Levels

In order to keep power system harmonics at acceptable levels, harmonic control may be required at particular harmonic sources, or on the power network in general. The principal reduction methods for large converters are harmonic cancellation and harmonic filtering. Several
other harmonic control methods are available but have not been adopted for large converters.

2.3.1 Harmonic Cancellation

Using this method, harmonic control takes place at the source itself through the cancellation of certain harmonics by increasing the converter pulse number \( p \) in the characteristic harmonic order equation given in (1). Harmonic cancellation involves the use of either transformers (for rectifiers) or specialized magnetics (for inverters) to phase-shift multiple converter units in order to obtain cancellation of some harmonics which are inherently present in the individual converter units.

As an example, Fig. 2 shows a twelve-pulse configuration consisting of two six-pulse phase-controlled rectifiers. The resultant a.c. current is given by the sum of the currents flowing in the Y-Y and Y-\( \Delta \) transformers:

\[
i(t) = \frac{4\sqrt{3}}{\pi} I_d \left[ \cos(\omega t) - \frac{1}{11} \cos(13\omega t) + \frac{1}{13} \cos(23\omega t) - \frac{1}{23} \cos(23\omega t) \ldots \right]. \tag{13}
\]

![Diagram of Twelve-Pulse Converter Configuration](image-url)
The resulting current contains only harmonics of the order $12i \pm 1$. It is noted that the harmonic currents of the order $6k \pm 1$ (with $k$ odd) circulate between the two converter transformers but do not penetrate the a.c. network. In practice, however, the cancellation is not perfect and these harmonics are found to be of the order of 15 - 25% of their full strength values [27].

An advantage of the harmonic cancellation technique is that cancellation takes place independently of the power system configuration. Harmonic cancellation is usually more economical for increasing a converter pulse number from 6 to 12, but becomes uneconomical for higher pulse numbers.

2.3.2 Harmonic Filtering

This reduction technique utilizes shunt filters which basically establish more or less short-circuit paths for the source harmonics, so that most of the harmonic currents do not enter the system network. In general, harmonic filters provide all or part of the reactive power required by phase-controlled rectifiers. The reactive power requirement usually determines the size of the filter bank.

An important factor to consider in filter design is the frequency-dependent impedance looking into the power network at the converter bus (driving point impedance). This impedance, $Z_{pn}$, will be in parallel with the filter impedance, $Z_{fn}$, as shown in Fig. 3. The resulting harmonic current flowing in the filter is given by

$$I_{fn} = \frac{Z_{pn}}{Z_{pn} + Z_{fn}} I_n.$$  \hspace{1cm} (14)
If parallel resonance exists between the filter and supply impedance $(Z_{fn} + Z_{pn} \rightarrow 0)$ at a characteristic harmonic frequency, then from (14), it is clear that amplification of the harmonic current will occur and result in subsequent damage to the filter.

Digital computer programs, which will be discussed in the next chapter, are readily available to compute the frequency-dependent driving point impedance. The filter bank should be designed without creating undesirable resonant conditions. If parallel resonance occurs at a source harmonic frequency, the total capacitance of the filter can be changed to avoid this condition. An alternative method is to increase the total impedance of the filter bank at the resonance frequency by adding a series damping resistor to the filter.

In large ac/dc power converter installations, two or more tuned filters are employed for the lower harmonics, and a high pass filter is used for the remaining higher-order harmonics. In smaller converter
stations, a high-pass damped filter may be sufficient for the harmonic suppression requirements.

2.3.3 Alternative Methods of Harmonic Elimination

Because of the complexity and cost of filters, there have been several attempts to achieve harmonic control by other means. Harmonic elimination is accomplished by magnetic flux compensation [39], current injection [40], pulse width modulation [41] and d.c. ripple injection [42].

Magnetic flux compensation is based on injecting a compensating current into a tertiary winding of the converter transformer. A filter removes the fundamental component from the waveform of the transformer secondary current obtained through a current transformer. The resulting current signal is then amplified and fed into the transformer tertiary winding in such a way to oppose the mmf produced by the secondary current harmonics. A disadvantage with this scheme is its inability to effectively remove the lower order harmonics without the need of a very high power feedback amplifier.

The current injection method requires an external harmonic current source which is added to the converter current. If the injected current is adjusted such that it is equal in magnitude but 180° out of phase with the converter current harmonic, then cancellation takes place. However, this method suffers from the need of an external harmonic generator and its synchronization to the supply's main frequency, as well as from its inability to nullify more than one harmonic order.

The pulse width modulation (PWM) technique for harmonic reduction is applicable only to inverters and has been successfully applied in
variable speed a.c. drives. PWM involves notching of the output voltage waveform in a manner so as to reduce or eliminate particular harmonic components by adjusting the width of the notches. Theoretically, all harmonics up to an arbitrary order can be eliminated. In practice, however, this is limited by the additional switching losses induced by the notches and the number of notches required per cycle.

Direct current ripple injection is an alternative method of current injection where, instead of using an external harmonic source, a square-wave current is fed from the rectifier d.c. output to the converter transformer through a feedback inverter. The feedback inverter is connected to the secondary windings of the converter transformer by two additional single-phase transformers and blocking capacitors. With phase and frequency adjustment of the injected current, a six-pulse rectifier configuration can be converted into a twelve-pulse converter system from the point of view of a.c. system harmonics.
3. METHODS OF PREDICTING HARMONIC LEVELS

Two main objectives for performing a harmonic analysis are to correct an existing harmonic problem and to estimate voltage distortion and current harmonics due to a new nonlinear load. Other objectives, such as identifying and locating a disturbing source [43], can probably be better achieved by field measurements. Typical existing problems which require harmonic analysis include equipment failure, excessive voltage distortion and interference with communication circuits. The objective is then to determine how to effectively suppress the particular harmonics creating the problem. When a major harmonic source is to be added to a power system, a harmonic study should be conducted to determine the resultant voltage distortion and harmonic current injected into the system. It is imperative that harmonic currents and voltages be kept at the lowest level possible to minimize their adverse effects on power system components.

The complexity and relatively high cost of accurate harmonic measurements [10], particularly on high voltage networks, has led to the development of analytical and computer models for the computation of harmonic levels. In general, a harmonic study includes decisions about the system model, orders of harmonics to be considered and the method of analysis.

This chapter is arranged in two parts. The first part deals with the harmonic modeling of various power system components including nonlinear loads. The second part describes the different methods for predicting harmonic levels and their advantages and limitations.
3.1 System Component Models

It is of great importance to use sufficiently accurate component models in harmonic studies. Most conventional components are represented by their equivalent impedances which are adjusted for each harmonic frequency. However, depending upon the method of harmonic analysis, nonlinear loads may be treated as piece-wise linear loads, harmonic current sources which depend on the voltage supply distortion, or simply constant harmonic current sources. A list of component models including linear and nonlinear loads are given in Table I.

Nonlinear Loads. One of the major harmonic sources in power systems is the three-phase line commutated ac/dc converter as mentioned in the previous chapter. Converters are usually modeled as constant harmonic current sources whose magnitudes are given by equations (2)-(4). A more complete description of harmonic current magnitudes as functions of delay and commutation angles is given in Ref. [23].

The converter phase currents can also be solved analytically in terms of the three-phase voltages. Each of the converter operating modes during every half cycle can be described by linear first-order differential equations. Then the currents can be solved in terms of applied voltage, circuit parameters, power, delay and commutation angles. Next, the Fourier series of these expressions can be found analytically, thereby obtaining the desired Fourier series of the converter current in terms of the Fourier series of the terminal voltages. This procedure is outlined in detail in Ref. [44].

Other harmonic sources such as static VAR compensators and fluorescent lamps can be treated as constant harmonic sources or can be modeled analytically in terms of the applied voltages [45], [46].
TABLE I. SYSTEM COMPONENT MODELS

<table>
<thead>
<tr>
<th>Component</th>
<th>Diagram</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonlinear Load</td>
<td><img src="image1" alt="Diagram" /></td>
</tr>
<tr>
<td>Linear Load</td>
<td><img src="image2" alt="Diagram" /></td>
</tr>
<tr>
<td>Transmission Line</td>
<td><img src="image3" alt="Diagram" /></td>
</tr>
<tr>
<td>Inductor, Capacitor</td>
<td><img src="image4" alt="Diagram" /></td>
</tr>
<tr>
<td>Induction Machine</td>
<td><img src="image5" alt="Diagram" /></td>
</tr>
<tr>
<td>Synchronous Generator</td>
<td><img src="image6" alt="Diagram" /></td>
</tr>
<tr>
<td>Transformer</td>
<td><img src="image7" alt="Diagram" /></td>
</tr>
<tr>
<td>Equivalent of Remaining Network</td>
<td><img src="image8" alt="Diagram" /></td>
</tr>
</tbody>
</table>

Furnaces and welders are variable loads whose voltage and current characteristics must be approximated by average values in order to be incorporated in steady-state harmonic analysis. Transformers and electric machines are harmonic producers, but they are generally treated as
linear components since the harmonics they produce are relatively small compared to those produced by solid-state power converters.

**Linear Loads.** It is difficult to model linear system loads since the exact composition is often unknown. It is suggested [12] that, lacking information on the specific load composition at a bus, the load be modeled as a shunt resistance in parallel with a shunt inductance or capacitance. These linear elements are selected to account for the active and reactive power, P and Q, at the fundamental angular frequency \( \omega \), i.e.,

\[
R = \frac{1}{P} \quad L = \frac{1}{\omega Q} \quad C = \frac{Q}{\sqrt{\omega} V^2}
\]

(15)

If the linear loads are distributed, they may be divided in two equivalent lumped loads at the two ends of the line section over which they are distributed.

**Transmission Lines and Cables.** In line frequency analysis, skin effect has to be taken into consideration. Other than this, line equivalent circuit for harmonics is basically the same as for the power frequency. Considering a frequency range of interest of up to 3 kHz (50-th order harmonic for a base of 60 Hz), \( \pi \)-equivalent circuits should be used for overhead lines longer than 3 miles and for underground cables longer than 0.5 miles.

It is, however, recognized that even though the \( \pi \)-equivalent circuit provides accurate results at the line terminals, it hides other important information. Of particular concern is the maximum harmonic current or voltage that may occur at points other than the line terminals due to standing wave phenomena. This topic will be explored in detail in
chapter 5.

**Capacitors and Inductors.** Capacitors and inductors are treated as pure circuit elements with fixed capacitance and inductance. Therefore, the impedance of shunt capacitors is inversely proportional to the frequency, and the impedance of inductors is directly proportional to the frequency.

**Induction Machines.** The standard model of a three-phase induction machine is shown in Fig. 4(a). For harmonic purposes, the magnetizing inductance $L_m$ is often ignored, leaving a simple equivalent loop circuit shown in Fig. 4(b). For the n-th harmonic frequency, the slip $S$ at rated speed is reduced to

$$S = \frac{n\omega_s \pm \omega_r}{n\omega_s} = 1 \pm \frac{1}{n}$$

(16)

Therefore, the slip approaches unity as $n$ increases. For this reason, it is suggested [12] that, as a first approximation, induction motors be modeled by their equivalent locked rotor elements. Furthermore, the reactive term is much more dominant than the series resistance so that the model is reducible to a pure inductive shunt.

Fig. 4. Induction Motor Model: (a) Exact and (b) Approximate.
Synchronous Generators. The reluctance path of an a.c. generator viewed by harmonic fluxes is effectively the same as that experienced by negative sequence fluxes of the power frequency. Thus, the effective inductance experienced by the harmonic currents is the negative sequence inductance, which is the average of the direct-axis and quadrature-axis subtransient inductances [21]. If the equivalent resistances representing the core and damper winding losses are neglected, the generator can be satisfactorily represented by its negative sequence reactance in series with the stator winding a.c. resistance.

Transformers. Transformers are best modeled with turn-to-turn distributed inductances and capacitances. These devices have widely varying frequency-dependent impedances with several resonant frequencies. Fortunately, these frequencies are reported to be considerably beyond the normal range of interest in harmonic analyses (between 7 kHz and 15 kHz) [47].

The most common transformer model used in harmonic studies is that shown in Table I where the shunt impedance is ignored and the leakage inductance is assumed to be constant. The series resistance, however, is frequency-dependent due to proximity and skin effect. The variation of this resistance with frequency is found in Ref. [43]. Finally, the phase shift of the transformer model is needed to represent the wye-delta transformer connection.

Equivalent of Remaining Network. Generally, power system connections make it unfeasable to have a complete representation of the entire power network. Complete representation of all components located in the region of interest is necessary to obtain accurate results. However,
the remaining network outside the region of interest has to be approximated by some Thevenin equivalent. It is suggested [48] to represent any remaining network connected to an outside bus (which is defined as a bus on the border of the region of interest) by the short-circuit negative sequence reactance at the power frequency times the harmonic order under consideration.

3.1 Harmonic Analysis Methods

Presently, three different computer methods of various complexity are available for power system harmonic analysis; namely, the nonlinear time domain analysis, the nonlinear frequency domain analysis and the linear frequency domain analysis. All these methods employ the same component models except for the nonlinear components. A brief description of each of these methods is presented in the following sections, outlining the differences between these methodologies and the results that can be expected.

3.3.1 Nonlinear Time Domain Analysis

Time domain simulation offers a direct relationship with the actual physical behavior of the power system. In this method, the converter is modeled as a set of ideal switches with a linear load, i.e., a piece-wise linear element [49]. For each operation mode of the switches, the network differential equations are formulated in standard state-variable form

\[
\dot{[X(t)]} = [A] [X(t)] + [B] [U(t)]
\]  

(17)

where \([X(t)]\) represents the instantaneous bus voltages and currents, \([U(t)]\) is the generator supply voltages, and \([A]\) and \([B]\) are constant matrices which depend on the linear network elements and operation mode.
A numerical integration of (17), starting from a set of initial conditions results in the voltage and current waveforms. The results include the full transient performance of the power network from the initial point to the steady state which is reached after a large number of cycles. The harmonic voltage and current magnitudes are then found by running the resulting waveforms through a Fast Fourier Transform (FFT).

If the transient state is not of interest, an appropriate choice of the initial conditions generally leads to a faster solution. Several techniques for accelerating the convergence have been explored [50], [51], but the solution time still remains lengthy. In addition, the several switchings of the SCRs per cycle impose a small integration step size. Therefore, the time domain simulation is limited to the analysis of small systems.

3.2.2 Nonlinear Frequency Domain Analysis

Xia and Heydt [14], reformulated the Newton-Raphson power flow algorithm to accommodate nonlinear loads. Before including harmonics in the power flow program, it is necessary to know in advance the steady-state voltage-current relationship at nonlinear load buses, from which a Fourier series expression of the load current is obtained in terms of load harmonic voltage and nonlinear load parameters.

The concept of harmonic load flow can, perhaps, be more clearly understood by comparing it to the conventional power flow [52]. The fundamental frequency Newton-Raphson algorithm is based on the reduction of active and reactive power mismatch to less than some prescribed tolerance at the system buses. The partitioned matrix formulation of
the problem is
\[
\begin{bmatrix}
[\Delta P] \\
[\Delta Q]
\end{bmatrix} =
\begin{bmatrix}
[\partial P/\partial \delta] & [\partial P/\partial V] \\
[\partial Q/\partial \delta] & [\partial Q/\partial V]
\end{bmatrix}
\begin{bmatrix}
[\delta] \\
[V]
\end{bmatrix}
\]
(17)

where \([\Delta P]\) and \([\Delta Q]\) are the calculated active and reactive incremental power at each bus (except the swing bus), \([\Delta \delta]\) and \([\Delta V]\) are the desired voltage angle and magnitude correction (except at the swing bus).

In a harmonic power flow, network voltages and currents are represented by the Fourier series up to a specified order of interest N. Harmonic bus voltages and angles are unknown for which additional equations are needed. The additional equations are based on Kirchhoff's current law for each harmonic and the conservation of apparent volt-amperes at nonlinear buses. The specified quantities include: (1) the total active power at all buses except the swing bus, (2) the total reactive power at all linear load buses except the swing bus, and (3) the total reactive volt-amperes at all nonlinear load buses.

The resulting matrix formulation of harmonic load flow is given by
\[
\begin{bmatrix}
[\Delta W] \\
[\Delta I_1] \\
[\Delta I_N]
\end{bmatrix} =
\begin{bmatrix}
H_1 & YG_1 & \cdots & YG_{1N} \\
H_2 & YG_2 & \cdots & YG_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
H_N & YG_N & \cdots & YG_{NN}
\end{bmatrix}
\begin{bmatrix}
[\Delta \Phi] \\
[\Delta V_1] \\
[\Delta V_N]
\end{bmatrix}
\]
(18)

where
\([\Delta W]\) = active and reactive power balance at all buses
\([\Delta I_1]\) = fund. real and imaginary current balance at nonlinear buses
\([\Delta I_N]\) = n-th harmonic active and reactive current balance at all buses
\([\Delta V_N]\) = n-th harmonic voltage magnitude and angle at all buses
\([\Delta \Phi]\) = state variable mismatch for each nonlinear load
\[ J_n \] = conventional Jacobian matrix at n-th harmonic frequency

\[ H_n \] = partial derivative of nonlinear load currents with respect to nonlinear device state variables

\[ YG_j^n \] = \[ Y_n^n \] + \[ G^n_j \] when \( n=j \), or \[ G^n_j \] when \( n \neq j \).

Herein,

\[ Y_n^n \] = partial derivative of injected n-th harmonic current with respect to n-th harmonic bus voltage as derived from the system admittance matrix

\[ G^n_j \] = partial derivative of n-th harmonic current with respect to the j-th harmonic applied voltage as determined by the nonlinear load characteristic.

The set of nonlinear equations in (18) is solved in a manner analogous to the conventional load flow problem. It was noted \[14\] that the convergence rate to a solution is slower for the harmonic power flow than for the fundamental frequency power flow due to the difficulty in choosing initial values close to the final solution for the harmonic frequencies. In addition, only nonlinear load models of converters \[14\] and gaseous discharge lamps \[45\] are available at present. Due to these limitations, the nonlinear frequency domain method has been limited to balanced and relatively small systems.

3.2.3 Linear Frequency Domain Analysis

An alternative approach to power system harmonic analysis is made available by treating the nonlinear loads as constant harmonic current sources (this method is sometimes referred to as the current injection method). These current harmonics are functions of their fundamental in both magnitude and phase angle, and are therefore independent of the
voltage waveform.

For simple circuit configurations, a harmonic analysis can be done manually. The most simple circuit configuration is shown in Fig. 5 where a large industrial converter with a power factor correction capacitor is connected to a substation transformer. Let the source-transformer impedance be given by

\[ Z = R + j\omega L \]  \hspace{1cm} (19)

then the resonant frequency, which should not be near the frequency of the injected harmonic currents, is given by

\[ f = \frac{1}{2\pi \sqrt{\frac{L - R^2C}{CL^2}}} \]  \hspace{1cm} (20)

The n-th harmonic voltage at the capacitor bank is expressed by

\[ V_n = I_n \left| \frac{R + j\omega L}{1 - \omega^2LC + j\omega CR} \right| \]  \hspace{1cm} (21)

and the injected current into the utility supply is

\[ I_n^S = V_n |1/(R + j\omega L)| \]  \hspace{1cm} (22)

![Diagram](image)

Fig. 5. Simplest Circuit for Harmonic Analysis.

More complex circuits with multiple buses and distributed nonlinear
loads are better analyzed by computer. Here, the superposition principle can be used where harmonics of different orders are treated separately. To illustrate, consider an m-bus power system where harmonic currents are injected at buses through m as shown in Fig. 6. Then the network equation using the bus impedance matrix at the n-th harmonic frequency can be written as

\[
\begin{bmatrix}
    V_{1n} \\
    V_{2n} \\
    \vdots \\
    V_{m n}
\end{bmatrix} =
\begin{bmatrix}
    Z_{11} & Z_{12} & \cdots & Z_{1m} \\
    Z_{21} & Z_{22} & \cdots & Z_{2m} \\
    \vdots & \vdots & \ddots & \vdots \\
    Z_{mn} & Z_{m2} & \cdots & Z_{mm}
\end{bmatrix}
\begin{bmatrix}
    0 \\
    0 \\
    \vdots \\
    0
\end{bmatrix}.
\]

(23)

Techniques for assembling the impedance matrix \([Z] \), \(i,j=1,2,\ldots,m\), are readily available in Ref. [21].

From (23), the n-th harmonic voltage at bus \(k\) and the harmonic current flowing from bus \(i\) to bus \(j\) are respectively given by

\[
V_{n}^{i} = \sum_{h=1}^{m} Z_{ih}^{n} I_{n}^{h}
\]

(24)

and

\[
I_{n}^{ij} = \frac{\{V_{n}^{i} - V_{n}^{j}\}}{Z_{n}^{ij}}.
\]

(25)

Fig. 6. Power System with Multiple Nonlinear Loads.
It is evident that the resultant n-th harmonic voltage caused by multiple harmonic sources is not only dependent on the magnitudes of the current harmonics of the same order but also on their phase angles. These phase angles can be found from the local phase relationships between the current harmonics and their fundamentals, along with the phase relationships between the fundamentals at the harmonic source buses.

The linear approach offers computational efficiency while giving up some accuracy which represents the primary limitation of this method. However, recent research [43] has shown that the current injection method is adequate where voltage distortion factor is less than 10%, which is generally the case. This method has been applied successfully to real-life power systems [11], [22] and due to its computational efficiency, it is the most widely used to date.
4. PROBABILISTIC MODELING OF POWER SYSTEM HARMONICS

Power system harmonic analysis has been conventionally conducted in a deterministic framework with input parameters controlling the current harmonics represented by fixed values. Any random changes in the harmonic current injection are therefore not reflected in the harmonic current flows and resulting harmonic voltages. However, it has been recognized [16] that power system voltage and current harmonics are time-variant due to stochastic or deterministic changes in the operating mode of nonlinear loads, such as arc furnaces and variable speed drives. Measurements show that the variation of harmonic levels in most networks is often so erratic that a single reading can be misleading.

With a random current injection, the highest possible harmonic levels are usually used in deterministic programs. This practice is referred to as the "worst case method" [53]. The resulting harmonic currents and voltages may occur very rarely (e.g., for only a few seconds of the day) and, therefore, may be of minor significance to harmonic assessment studies. Consequently, statistical models of harmonic current injection and propagation are highly desirable for a more realistic prediction of harmonic levels [15], [16],[27]. Probabilistic evaluations take into account the variations of harmonic currents and provide more details than deterministic assessments. The extra information will allow filters and power components in general to be more effectively and economically designed.

A number of theoretical studies were dedicated to the summation of random phasors with reference to harmonics [54]-[56]. However, these analyses are based on the assumption that the harmonic amplitudes and/or
their phase angles are independent and uniformly distributed. In Ref. [57], the randomness of injected harmonic currents is traced back to changes in the variable parameters governing the operating modes of nonlinear loads. Other publications have investigated the probability characteristics of harmonic injection generated by some specific nonlinear loads (NLs), including traction drives [58], electric vehicle battery chargers [17], TV receivers and light dimmers [18], and d.c. drives [19].

In the most general case, the NLs may have different ratings and operating modes which are either deterministic or non-deterministic in nature. In addition, the configuration or switching state of NLs connected to a common bus may be fixed, deterministically, or randomly varying with time.

In this chapter, a probabilistic model for harmonic analysis [59] is proposed where injected harmonic currents may be partly deterministic and partly random. A classification of harmonic generators, depending on their operating mode and switching state, is given first. Then, based on some reasonable assumptions, a general procedure is presented to a harmonic current injection which is partly deterministic and partly random for a bus having NLs of different categories. This is followed by a probabilistic model of the harmonic current propagation and the resulting harmonic voltages. The procedure is demonstrated by a detailed example which illustrates the probability aspects of power system harmonics. Lastly, potential applications of the probabilistic model are also considered.
4.1 Classification of Nonlinear Loads

In general, a distribution bus has nonlinear loads of different types of nonlinearity, operational modes and ratings. Some loads, once switched on, operate steadily (fluorescent lamps), others vary slowly and deterministically with time (battery chargers), while the rest are nondeterministic in nature (arc welders). Furthermore, the load switching state (i.e., the configuration of NLs in service) may also vary deterministically or randomly.

For each type of the NLs, let the statistical data of the random variables (parameters governing the operational modes and switching state of the NLs) be known. These statistical data may be determined by recording a large volume of information regarding the changes of the random variables for a sufficiently long period of time. In general, it is desirable to know the time interval of the day when the highest harmonic levels occur. Therefore, it is suggested to divide the daily (or weekly) cycle into a finite number of intervals whose durations may be of the order of minutes or hours, and define PDFs of the random variables at each time interval.

In each time interval, the nonlinear loads will generate currents which can be divided into four categories:

1. a deterministic number of deterministic currents (DNDC),
2. a random number of constant currents (RNCC),
3. a constant number of random currents (CNRC), and
4. a random number of random currents (RNRC).

In general, a distribution bus contains nonlinear loads of all of the above categories. At any instant, the total harmonic current injected at that bus is a summation of a deterministic and a random
harmonic current component. The total probability density function of
the random harmonic component is derived in the following section.

4.2 Probability Distribution of Harmonic Injection

Before modeling a harmonic current injection deterministically and
probabilistically, a number of assumptions must first be made:

1. the nonlinear loads vary independently from each other,
2. the probability characteristics of the randomly varying NLs are
   readily available,
3. the rate of change in the number of nonlinear loads in service is
   low relative to the random change in the operating mode of NLs,
4. both the line and equivalent linear load impedances are time-
   invariant,
5. the distribution system is symmetrical and in balanced operating
   condition, consequently, limiting the analysis to the single-
   phase case, and
6. the system is operating in a quasi-steady state condition (the
   operating modes of the NLs vary sufficiently slow such that the
   resulting electrical transients are negligible).

The first assumption is somewhat questionable since there may be a
correlation between the operating mode variations and switching states
of the nonlinear loads (e.g., the sequence of operations in a steel mill
or any process line). In general, however, these correlations are not
well defined. Concerning the second assumption, statistical data for
nonlinear loads are rare at the present time, so that the PDFs for most
loads are not readily available. But the need for such important infor-
mation has been repeatedly voiced [16]. It is therefore expected that
these statistical data will be available in the near future considering that suitable instrumentation to record such data is being developed [60]. The remaining assumptions are made primarily to reduce the complexity of the problem.

Consider the load arrangement of a distribution feeder in Fig. 7, where the load units are numbered in each nonlinear load category. Note that the linear load (LL) may also include capacitors for power factor correction. The total n-th order harmonic current phasor at any time is given by

$$I_n(t) = \sum_{m=1}^{4} I_{mn}(t)$$ (27)

with

$$I_{ln}(t) = \sum_{i=1}^{g} I_{lni}(t)$$ (28)

$$I_{2n}(t) = \sum_{i \in S_h} I_{2ni}(t)$$ (29)

$$I_{3n}(t) = \sum_{i=1}^{k} I_{3ni}(t)$$ (30)

and

$$I_{4n}(t) = \sum_{i \in S_\ell} I_{4ni}(t)$$ (31)

where $I_{mn}(t)$ denotes the n-th harmonic current injected by load unit i of NL category m (all injected currents must be defined relative to a common phase reference). $S_h$ and $S_\ell$ will be further defined in this section.

Equation (27) shows the n-th harmonic current composed of four components. Only the first component, $I_{ln}(t)$, is deterministic in nature, so that the probability aspect applies exclusively to the three remaining components defined in (29)-(31). The probability character-
istics of each current component will be found separately, from which
the PDF of the total random current can then be deduced.

Fig. 7. Load Composition.

A two-dimensional random vector can be described by either the joint
density function or the marginal density functions of its real and
imaginary parts (x-y projections). In this paper, the latter descrip-
tion is chosen because the convolution process can be readily applied in
obtaining the distribution of the summation of real random variables.
Hence, a time-dependent complex n-th harmonic current generated by
load unit i of NL category m will generally be written as
\[ I_{mni}(t) = X_{mni}(t) + j Y_{mni}(t). \]
In the derivations that follow, both the real part \( X_{mni} \) and imaginary
part \( Y_{mni} \) of each harmonic current in a time interval will be denoted
by \( W_{mni} \) unless otherwise stated.
4.2.1 Sum of Random Number of Constant Currents

Define the sample space $S_h$ to be the collection of all possible NL configurations in the RNCC category, i.e.,

$$S_h = \{\tau_1, \tau_2, \ldots, \tau_{h'}\}$$

where $h'$ may assume a value between $2^h$ (if all $h$ NLs are different from each other) and $h+1$ (if all $h$ NLs are identical). The symbol $\tau_j$ designates some switching state of the RNCC load category. The probabilities associated with each switching state are given by

$$P(\tau_j) = p_{\tau_j}, \quad j=1,2,\ldots,h'.$$

Therefore, $S_h$ constitutes a probability space of all possible switching states of the RNCC load category, and the random variables $X_{2n}$ and $Y_{2n}$ can be defined in $S_h$ to associate respectively the real and imaginary parts of the resulting harmonic current with each $\tau_j$:

$$W_{2n}(\tau_j) = w_j, \quad w=x,y.$$  

where $w_j$ is the sum of real (imaginary) parts of the $n$-th harmonic currents generated by the energized NLs designated by $\tau_j$. Recognizing the discrete nature of $\tau_j$, the PDF of the $x$-$y$ projections of the current $I_{2n}(t)$ given in (29) is

$$P_{W_{2n}}(w_j) = p_{\tau_j}, \quad j=1,2,\ldots,h'.$$  \hfill (32)

4.2.2 Sum of Constant Number of Random Currents

In this category, the harmonic currents change randomly whereas the number of harmonic sources, $k$, is constant. Let $\alpha_i, i=1,2,\ldots,k$, represent the varying parameter (e.g., firing angle in case of phase-controlled rectifiers) governing the random operating modes, and assume the PDF of $\alpha_i$, $p_{\alpha_i}(\alpha)$, for each NL of this category to be known.

Considering that the $x$-$y$ projections of a harmonic current as func-
tions of the variable parameter can generally be deduced, let
\[ X_{3ni} = F_{3ni}(a_i) \]
and
\[ Y_{3ni} = G_{3ni}(a_i) \]
be known. Then the PDFs of \( X_{3ni} \) and \( Y_{3ni} \) are given by [61]
\[
P_{w_{3ni}}(w) = p_{\alpha_i} [H_{3ni}^{-1}(w)] |dh_{3ni}^{-1}(w)/dw|, \quad (W,H) = (X,F),(Y,G) \tag{33}
\]
where \( H_{3ni}^{-1} \) represents the inverse function of \( H_{3ni} \). It is pointed out that equation (33) applies only when \( F_{3ni} \) and \( G_{3ni} \) are strictly monotonous. If this is not the case, equation (33) can still be applied to several intervals of \( a_i \) where \( F_{3ni} \) and \( G_{3ni} \) are strictly monotonous in each interval. The PDFs in the individual intervals are then added at the corresponding values of \( X_{3ni} \) and \( Y_{3ni} \).

Considering equation (30), the PDF of the real or imaginary part of \( I_{3n}(t) \) is
\[
P_{w_{3ni}} = P_{W_{3n1}} * P_{W_{3n2}} * \ldots * P_{W_{3nk}} \tag{34}
\]
where the asterisk represents the standard convolution integral. It is noted that the mean and variance of the resulting distribution of equation (34) can be computed from
\[
\mu_{w_{3n}} = \sum_{i=1}^{k} \mu_{w_{3ni}}
\]
and
\[
\sigma_{w_{3n}}^2 = \sum_{i=1}^{k} \sigma_{w_{3ni}}^2
\]
where \( \mu_{w_{3ni}} \) and \( \sigma_{w_{3ni}}^2 \) respectively represent the mean and variance of the harmonic current projection generated by the \( i \)-th nonlinear load. These parameters are defined by
\[ \mu_{w_{3ni}} = \int_{-\infty}^{\infty} w P_{w_{3ni}}(w) \, dw \]  
(35)

and

\[ \sigma^2_{w_{3ni}} = \int_{-\infty}^{\infty} (w - \mu_{w_{3ni}})^2 P_{w_{3ni}}(w) \, dw. \]  
(36)

In particular, if the nonlinear loads of this category are identically distributed and \( k \) is sufficiently large, the central limit theorem strongly suggests that \( p_{w_{3ni}}(w) \) approaches a Gaussian density function given by \([61]\)

\[ p_{w_{3ni}}(w) = \frac{1}{\sigma_{w_{3ni}} \sqrt{2\pi k}} \exp \left[ \frac{w - k\mu_{w_{3ni}}}{2k\sigma^2_{w_{3ni}}} \right] \]  
(37)

where \( \mu_{w_{3ni}} \) and \( \sigma^2_{w_{3ni}} \) represent the mean and variance of a single load.

4.2.3 Sum of Random Number of Random Currents

The final current category to be considered is given in (31) where both \( I_{4ni}(t), \, i = 1, 2, \ldots \), and the load switching state are random variables. As in the CNRC case, let \( \beta_i \) be the random variable governing the operating mode of the \( i \)-th nonlinear load of this category with a PDF denoted by \( p_{\beta_i}(\beta) \).

The PDF of the real or imaginary part of the current generated by the \( i \)-th nonlinear load is computed in the same fashion as for the CNRC category by equation (33), where the subscripts of \( W \) and \( H \) have to be modified from \( 3ni \) to \( 4ni \) to refer to the RNRC category.

Now, let the sample space of all possible NL configurations of the RNRC category be designated by

\[ S_\ell = \{ v_1, \, v_2, \, \ldots, \, v_\ell \}, \]

where \( v_j \) represents some switching state of the RNRC category and \( \ell' \) assumes a value between \( 2^\ell \) (if all \( \ell \) NLs are different from each other)
and \( l+1 \) (if all \( l \) NLs are identical). Supposing the probabilities of the switching states \( v_j \), \( j=1,2,...,l' \), to be known, then

\[
P(v_j) = p_{v_j}, \quad j=1,2,...,l'.
\]

Since the rate of change in the load switching state is assumed to be low relative to the change in the operating mode, then, given \( v_j \), finding the PDFs of the x-y projections of the total current in switching state \( v_j \) is identical to finding the total PDFs for the CNRC load category in the previous subsection. Thus, the conditional PDF, \( p^j_w (w) \), of the real or imaginary part of the total n-th harmonic current generated by the NLs in each of the switching states can be computed as in (34) resulting in the PDFs of the x-y projections of \( I_{4n}(t) \) for all possible switching states as follows:

\[
P_{w_{4n}}(w) = \sum_{j=1}^{l'} P_{v_j} p^j_w (w) \tag{38}
\]

4.2.4 Resultant n-th Harmonic Current Injection

The total n-th harmonic current injected is composed of a deterministic portion and a random part. The random part itself is a summation of three terms whose probabilistic models have already been derived. Furthermore, since these terms are considered to be independent of each other, both the real and imaginary parts of the total n-th harmonic random current are given by

\[
P_{w_n} = p_{w_{2n}} * p_{w_{3n}} * p_{w_{4n}} \tag{39}
\]

where \( p_{w_{2n}}(w) \), \( p_{w_{3n}}(w) \) and \( p_{w_{4n}}(w) \) are respectively taken from equations (32), (34) and (38).

Noting that the magnitude of \( I_n \) is found from \( |I_n| = \left( x_n^2 + y_n^2 \right)^{1/2} \), the PDF of \( |I_n| \) can be computed stepwise as follows:
1. Find the PDF of $X_n^2$ and $Y_n^2$ using

$$P_{W_n^2}(w) = \frac{P_{W_n}(\sqrt{w}) + P_{W_n}(-\sqrt{w})}{2\sqrt{w}}. \quad (40)$$

2. Measurements show that $X_n^2$ and $Y_n^2$ of the high frequency harmonic currents (greater than or equal to the fifth order) are practically independent [58]. This can be recognized from the fact that any small changes in the fundamental components causes very erratic changes in the higher order components. The probability density function of the sum $X_n^2$ and $Y_n^2$ can be approximated by

$$P_{X_n^2+Y_n^2} = P_{X_n^2} * P_{Y_n^2}. \quad (41)$$

3. Noting that $|I_n|$ is the square root function of $X_n^2 + Y_n^2$, the PDF of $|I_n|$ is computed by using

$$P_{|I_n|}(i) = 2(i) P_{X_n^2+Y_n^2}(i^2). \quad (42)$$

The mean and variance of $|I_n|$ are computed from (35) and (36) after replacing $w$ and $P_{W_3n_i}$ by $|I_n|$ and $P_{|I_n|}$.

The expression for $I_{in}(t)$ in (28) and the PDFs in (39) and (42) provide a complete model of the n-th harmonic current injection at each bus containing nonlinear loads.

4.3 Probability Distribution of Harmonic Propagation

The effect of nonsinusoidal voltage on harmonic current injection in converter installations has been analyzed for steady-state conditions [44]. To attempt to incorporate similar considerations in random situations would lead to an unacceptable degree of complication. Furthermore, the effect of voltage distortion for most nonlinear loads is of secondary order if the voltage distortion factor is less that 10% [43].
In the following, the injected harmonic currents are therefore assumed to be independent of the voltage waveform.

An m-bus power system where harmonic currents are injected at buses \( \ell \) through \( m \) as shown in Fig. 6, can be described by an \( m \)-th order set of linear complex algebraic equations for each harmonic order under consideration. The deterministic part of the \( n \)-th harmonic bus voltages and currents are computed by equations (25) and (26).

To find the PDFs of the real and imaginary parts of the random components of \( V_n^k(t) \) and \( I_n^k(t) \), let

\[
V_n^k = Q_n^k + j R_n^k,
\]

\[
I_n^k = X_n^k + j Y_n^k,
\]

and

\[
Z_n^k = S_n^k + j T_n^k.
\]

Then the real and imaginary parts of \( V_n^k \) and \( I_n^k \) can be expressed as

\[
Q_n^k = \sum_{i=\ell}^{m} (S_n^k X_n^i - T_n^k Y_n^i),
\]

(43)

\[
R_n^k = \sum_{i=\ell}^{m} (S_n^k Y_n^i + T_n^k X_n^i),
\]

(44)

\[
X_n^k = \frac{(S_n^k (Q_n^k - Q_n^i) + T_n^k (R_n^k - R_n^i))}{(S_n^k)^2 + (T_n^k)^2},
\]

(45)

\[
Y_n^k = \frac{(S_n^k (R_n^k - R_n^i) - T_n^k (Q_n^k - Q_n^i))}{(S_n^k)^2 + (T_n^k)^2}.
\]

(46)

Noting that the probability density functions of the \( x \)-\( y \) projections of \( I_n^k(t) \) have already been obtained by equation (39), and considering that \( X_n^k \) and \( Y_n^k \) are practically independent for higher order harmonics, the PDFs of \( Q_n^k, R_n^k, X_n^k \) and \( Y_n^k \) in (43)-(46) are respectively given by

\[
P_{Q_n^k} = C_1 \sum_{i=1}^{k} \frac{x_{Q_n^k}^{(i)}(-x_{Q_n^k})^{m-k}}{S_n^k} \sum_{l=1}^{m-k} \frac{x_{Q_n^k}^{(i)}(-x_{Q_n^k})^{l}}{T_n^k} \sum_{m=1}^{m-k} \frac{x_{Q_n^k}^{(i)}(-x_{Q_n^k})^{m}}{S_n^k} \sum_{n=1}^{m-k} \frac{x_{Q_n^k}^{(i)}(-x_{Q_n^k})^{n}}{T_n^k},
\]

(47)
From the above probability density functions, the PDF of the n-th harmonic voltage magnitude at any bus can be obtained by the same procedure described in (40)-(42). The same arguments hold for the harmonic current propagations.

4.4 Computational Methods

A method to compute a PDF composed of a convolution of several components, \( p_i(w) \), \( i=1,2,...,N \), as in equations (34), (39) and (47)-(50) is by first finding the characteristic function (Fourier transform) of each component involved:

\[
F_i(a) = \int_{-\infty}^{\infty} p_i(w) \exp(jaw) \, dw, \quad i=1,2,...,N
\]  

(51)

The overall PDF is then found by taking the inverse Fourier transform

\[
p_W(w) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \left\{ \prod_{i=1}^{N} F_i(a) \exp(-jwa) \right\} \, da
\]  

(52)

In general, however, the integrations in equations (51) and (52) are rather difficult to evaluate analytically since only a limited number of functions have their Fourier transforms readily available. In addition, \( p_i(w) \), \( i=1,2,...,N \), are generally stored in numerical form.

In practice, where the PDFs of the real and imaginary parts of
harmonic currents cannot be approximated by analytical functions, the
Fourier transform method is not of practical value. Even if the Fourier
transform of each PDF could be defined analytically, the total PDF would
be very difficult (if not impossible) to obtain from the resultant
Fourier transform. This is particularly true when a number of non-
identical loads are involved.

There are two practical computation methods to evaluate the PDFs of
the random harmonic currents and voltages: 1) direct integration using
convolution and 2) Monte Carlo simulation, both of which are performed
by computer. Each method has inherent advantages and disadvantages. In
the first method, a number of different numerical algorithms are availa-
ble to compute the convolution integral for determining the resultant
distribution [62]-[63]. This method requires relatively less computa-
tion time, but may introduce large integration errors due to the erratic
(not smooth) PDFs of the random harmonic currents. Figure 8 shows a
flowchart of the numerical integration method.

The Monte Carlo simulation method utilizes repeated trials, the
collection of which can be used to estimate the probability distribu-
tion. This method has recently been applied to a variety of complex
power system problems [64]-[65]. However, one problem with the Monte
Carlo simulation is the relatively large computation time and memory
required to obtain results with satisfactory accuracy. Figure 9 illus-
trates in flowchart form the Monte Carlo method for determining the
resultant PDFs of harmonic current injection and propagation.

4.5 Example and Discussion of Results

Let an analysis be desired of the 5-th order harmonic currents and
voltages of a hypothetical 3-bus distribution system shown in Fig. 10(a), where all impedance values are in per-unit values. The equivalent circuit for the 5-th harmonic is shown in Fig. 10(b) where the resistances and inductances are assumed to be frequency-independent.

For each bus define:
\[ p_{tj}, j=1,2,\ldots,h' \]
\[ p_{ai}, i=1,2,\ldots,k \]
\[ p_{bi}, i=1,2,\ldots,l' \]
\[ p_{vj}, j=1,2,\ldots,t' \]

For each bus, compute \( p_{w_{2n}}, p_{w_{3n}}, p_{w_{4n}} \) and \( p_{w_n} \)

Compute \( p_{o_k}^n, p_{r_k}^n, p_{x_k}^n \) and \( p_{y_k}^n \),

Compute magnitude of \( n \)-th harmonic current and voltage at each bus (Eqns. (40)-(42))

Plot PDFs and update harmonic order

\( n \rightarrow n+2 \)

\( n > N? \)

**FIG. 8. Flowchart of Integration Method.**

Since little relevant data on load and harmonic probability characteristics could be found in the literature, an arbitrary choice of different load characteristics was made. The nonlinear loads at bus 3 form a combination of all categories defined earlier but, for simplicity, it is assumed that all NLs of each category are identical. The following statistical data of the nonlinear loads may not be typically...
realistic, but will illustrate the general technique that was developed and which is the primary purpose of this study.

For each bus define:
\[ P_{\tau_j}, j=1,2,\ldots,h' \]
\[ P_{\alpha_i}, i=1,2,\ldots,k \]
\[ P_{\beta_i}, i=1,2,\ldots,\ell \]
\[ P_{\nu_j}, j=1,2,\ldots,\ell' \]

For each bus, generate the following:
\[ \tau_{j}, j=1,2,\ldots,h' \]
\[ \alpha_{i}, i=1,2,\ldots,k \]
\[ \beta_{i}, i=1,2,\ldots,\ell \]
\[ \nu_{j}, j=1,2,\ldots,\ell' \]

Compute \( W_{2n}, W_{3n} \) and \( W_{4n}, W=X,Y \)

Compute magnitude of \( n \)-th harmonic current and voltage at each bus

Evaluate Histograms

Do \( M \) iterations

Plot histograms and update Harmonic order

For each bus:
\[ P_{t_j}, j=1,2,\ldots,h' \]
\[ P_{\alpha_i}, i=1,2,\ldots,k \]
\[ P_{\beta_i}, i=1,2,\ldots,\ell \]
\[ P_{\nu_j}, j=1,2,\ldots,\ell' \]

Fig. 9. Flowchart of Monte Carlo Simulation Method.

4.5.1 Statistical Data of Nonlinear Loads

1. DNDC category - Three ac/dc converters are switched ON from 7am to 5pm, each generating a steady 5-th harmonic current \( I_5 = 5A \) with zero phase angle (referred to the positive zero crossing of the fundamental voltage). In addition, an electric vehicle battery charger is turned ON
at midnight, then replaced by another every 8 hours. A typical battery charger generates a 5-th harmonic current whose magnitude and phase angle vary during the recharge cycle as shown in Fig. 11 [17].

Fig. 10. Three-Bus Distribution System: (a) One-Line Diagram, (b) Equivalent Circuit for 5-th Harmonic.

2. RNCC category - There are 50 fluorescent lamps each generating a 5-th harmonic current of .07% of the fundamental (= 0.12A for a 240V/400W lamp), with zero phase angle [66]. The probability density function of
the number of lamps switched ON is binomial,

\[ p_{i} = \binom{50}{i} p^i (1-p)^{50-i}, \quad i=1,2,\ldots,50, \quad (53) \]

where \( p = .85 \) during business hours (7am - 5pm), and \( p = .25 \) for the rest of the day.

![Diagram](image)

**Fig. 11. 5-th Harmonic Current Generated Typical Battery Charger.**

3. **CNRC category** - Between 7am and 5pm, 25 phase-controlled resistive loads are in service, each operating at 240V/400W, with a firing angle varying randomly and uniformly between 55° and 70°. The real and imaginary parts of the 5-th harmonic current generated by this type of load are respectively given by

\[ X_5 = 5(2 \sin(6\omega) - 3 \sin(4\omega))/36\pi \text{ A} \]

and

\[ Y_5 = 5(2 \cos(6\omega) - 3 \cos(4\omega))/36\pi \text{ A}. \]

4. **RNRC category** - In addition to the 25 phase-controlled resistive loads above, there are 10 more units of this load, but this number
varies randomly with a uniform distribution \( p_{\nu_j} = 0.1, j=1,2,\ldots,10 \) from noon to midnight. Otherwise, the firing angle \( \beta \) varies in the same fashion as \( \alpha \).

4.5.2 Simulation Results and Discussion

From the statistical data given above, it is seen that the 24-hr period can be composed of four time intervals. Each interval has the following combination of nonlinear load categories:

1. [12pm, 7am] - \{DNDC, RNCC\}
2. [7am, 12am] - \{DNDC, RNCC, CNRC\}
3. [12am, 5pm] - \{DNDC, RNCC, CNRC, RNRC\}
4. [5pm, 12pm] - \{DNDC, RNCC, RNRC\}

For each time interval, the probability density functions of the real and imaginary parts of the 5-th harmonic current injection were computed by numerical integration of equations (39), and were verified by the Monte Carlo simulation. Figure 12 shows these distributions for the 2nd, 3rd and 4th time intervals. In the first time interval, the random component of the imaginary part is zero but that of the real part is discrete in nature and is described by equation (53).

Note that all the distributions approach a normal density function (shown in dots) except for the imaginary part in the 4-th time interval. This component is generated only by the RNRC load category for which the central limit theorem cannot be applied since the number of loads changes randomly. Fig. 13 shows the distributions of the random component of the 5-th harmonic current magnitude computed by using equations (40)-(42). The dots show the results obtained by the Monte Carlo method.
Fig. 12. PDFs of (a) Real and (b) Imaginary Parts of 5-th Harmonic Current in Time Intervals 2, 3 and 4.

A parameter of interest in the analysis of random harmonic currents is the expected value. The expected values of the x-y projections for the 5-th harmonic current were computed for each time interval and
the results were phasorially added with the deterministic components (currents generated by the ac-dc converters and battery chargers). Figure 14 shows the resultant harmonic current injection using the expected values of the random parts. The sudden changes at 7am and 5pm are obviously due to the switching of rectifier loads in the DNDC category. If the largest magnitudes of the 5-th harmonic currents generated by each nonlinear load are added arithmetically, a current of about 55 A is found. This "worst case" value exceeds by far (at times by a factor of 8) the expected current in Fig. 14.

From the above results, the PDFs of the x-y projections for the random components of the 5-th harmonic voltages and current propagations can be computed by equations (47)-(50) after converting the injected current in per-unit values. Then, equations (40)-(42) can be applied to compute the PDFs of the harmonic voltage magnitudes. Fig. 15 shows the
PDF of the random component of the 5-th harmonic voltage magnitude at bus 3 (verified by the Monte Carlo method in dots). Other information, such as expected values, maximum and minimum harmonic voltages and currents, could also be obtained from the above results.

Fig. 14. Expected Value of 5-th Harmonic Current Versus Time.

Fig. 15. PDFs of Random Component of 5-th Harmonic Voltage Magnitude at Bus 3 in Time Intervals 2, 3 and 4
4.6 Potential Applications

Accurate prediction of power system harmonic behavior will provide important information to utility companies and equipment designers. A few of the potential uses of the probabilistic model of harmonic current injection and propagation are described below.

4.6.1 Setting Limitations on Harmonic Levels

In the future, harmonic levels are expected to increase to intolerable levels. Several industrialized countries have already established some standards [67]-[68], but there is no uniform specification on the maximum permissible amount of wave distortion for current and voltage. Furthermore, existing regulations generally do not reflect harmonic variations and their randomness in power systems, and it is increasingly being recognized that more complete and accurate recommendations on allowable harmonic levels are needed.

For example, reference [27] sets a limit of 5% total voltage distortion for general industrial power systems at 2.4 to 69 kV. A relevant question is, "what if the probability of the distortion factor exceeding this limit is only 1% at all times?" This simple example clearly shows the importance of considering harmonic variations in setting maximum allowable harmonic levels.

The setting of harmonic standards should primarily take into account the effect of harmonics on equipment which can be classified in long-term and short-term effects. Long-term effects include thermal stress (copper, iron and dielectric losses) due to harmonics and related loss of equipment life. As an example, the IEEE Standard C57.12.00-1980, "General Requirement for Liquid-Immersed Distribution, Power and Regula-
ting Transformers", proposes a limit of a 5% distortion factor of the transformer load current. If the transformer load current has randomly varying harmonic components (e.g., caused by an arc furnace), then a certain chance or risk should be associated with the above limitations. Whenever the risk is higher than acceptable, harmonic filters should be recommended in order to conform to standards.

Short-term effects include insulation stress that is dependent on the instantaneous voltage magnitude. The maximum voltage magnitude in nonsinusoidal operating conditions may cause capacitor dielectric breakdown even for short time durations, particularly at resonance conditions. The probability characteristics of the maximum instantaneous voltage would be rather difficult to obtain since it also requires a knowledge of the phase angle of each harmonic voltage. However, given the PDFs of the x-y projections of each harmonic voltage, one could always resort to numerical evaluations to determine the probability that the total instantaneous voltage exceeds a prescribed limit at a given maximum risk.

4.6.2 Power Factor Correction

If a linear load is supplied by a nonsinusoidal voltage source with negligible internal impedance, it was found that the optimal power factor correction capacitor is [38]

$$C = \frac{\sum_{n=1}^{N} n|V_n|B_n}{\omega \sum_{n=1}^{N} (n|V_n|)^2}, \quad (54)$$

where $\omega$ is the rated angular frequency and $B_n$ is the load susceptance evaluated at the n-th harmonic frequency. The resulting optimal power factor is always less than unity since the distortion volt-amperes
cannot be compensated for by linear passive elements [38].

If the harmonic voltages vary randomly with known distributions, the capacitance as found by equation (54) will overcompensate the load at some time, and undercompensate it at other times. For such a case, it is suggested to select a capacitor value that corresponds to the expected value of the expression given in equation (54).

4.6.3 Communication Interference

Power system harmonics are known to generate telephone interference through inductive coupling. Telephone interference is measured by the Telephone Influence Factor (TIF) defined by equation (12). If the PDF of the rms of each harmonic voltage is known in a time interval, the distribution of the TIF can be found by certain elaborate computations. From the resulting characteristics, one can deduce the probability of exceeding the TIF limitations at any time of the day.

4.6.4 Estimating Line Losses

Since harmonic currents are changing with time, so are their rms values. Therefore, the energy loss in transmission lines varies accordingly. The expected power loss in a line at any instant can be computed from equation (6) after replacing $I_n^2, n=1,...,N$ by their mean values.

The probabilistic harmonic model may also be used to compute the expected maximum heating (maximum rms current squared) and insulation stress (maximum instantaneous voltage) of a long transmission line based on the techniques presented in Refs. [20]-[69].
4.6.5 Equipment Design

Harmonic filtering is one of the primary methods of harmonic reduction for large converter installations. These filters are designed to reduce harmonic current levels and provide all, or part of, the reactive power consumed by the converter. Furthermore, the filter size depends on both the magnitude of the harmonic current it absorbs and the VARs it generates. Thus the knowledge of the changes in harmonic current levels can help in the design of more effective and economical harmonic filters. The information provided by the probability characteristics of power system harmonics can also reduce the cost of measures taken to prevent equipment (e.g., transformers and rotating machines) from excessive heating caused by harmonics.
5. MAXIMUM HEATING AND INSULATION STRESS ON UNTANSPPOSED TRANSMISSION LINES UNDER NONSINUSOIDAL CONDITIONS

Harmonic levels in power systems can be accurately predicted by several computer methods which were discussed in chapter 3, namely, the nonlinear time domain simulation [50], the linearized model or current injection technique [13] and the nonlinear frequency domain analysis [14]. While these methods give accurate results for the bus voltage and current harmonics, information concerning the maximum values of the overall rms current and peak voltage on long transmission lines are not readily available since the lines are represented by their $\pi$-equivalents. These maxima could be larger than the corresponding values at the line terminals and, if ignored, insulation damage, overheating or communication interference may occur.

One method to determine the magnitude and location of the global maxima of rms current and peak voltage is to represent the line by a sufficient number of nominal $\pi$-models connected in cascade. However, this approach has computational, storage and accuracy problems.

Shultz, Smith and Hickey [20] proposed a method to find the maximum rms current and peak voltage of a single harmonic on an equivalent single-phase transmission line. This method can be applied to obtain the maximum inductive interference at each harmonic frequency. It is recognized [20], however, that the maximum rms value of the total current and the maximum peak value of the instantaneous voltage are of greater importance since at the locations where they occur, maximum line heating and insulation stress, respectively, take place. Furthermore, transmission lines are generally untransposed because of the high cost of transpositions [21], and recent studies [70], [71] show that un-
balanced harmonic current injection is likely to be found in practical systems. Therefore, it is of interest to find these maxima in a more realistic condition.

In this chapter, an untransposed three-phase transmission line under unbalanced operating conditions is considered [72]. First, analytical expressions for a single current and voltage harmonic of an equivalent three-conductor line are briefly formulated through a modal transformation. Then, efficient numerical methods are presented for finding the global maxima of the total rms current and peak voltage if the computed or measured harmonics at one end of the transmission line are known.

The first method for computing the maximum rms current is based on Shubert's algorithm [73], which converges directly to the global maximum (global convergence method). The second method employs the Golden Section search algorithm to compute the local maxima in some prescribed regions where the rms current represents a unimodal function (local convergence method). The numerical algorithm for evaluating the maximum peak voltage is also based on the local convergence method where the steepest ascent approach is used to calculate all the local maxima.

Another application of the procedure considered is the determination of the maximum distortion factors of voltage and current. Finally, the special case of single-phase transmission lines is examined. The methods are illustrated by a numerical example.

5.1 Expression for Single Harmonic

The procedure to obtain the series impedance and shunt admittance matrices of an equivalent three-conductor line is well documented [21], [74]. For convenience, the basic equations and expressions for
the frequency-dependent elements of the impedance and admittance matrices are summarized in Appendix II. At a point x miles from the receiving end of the line, the voltage and current wave equations for the n-th harmonic frequency are given by

\[
\frac{d^2 V_n}{dx^2} = [Z_n] [V_n] [V_n] \quad (55)
\]

and

\[
\frac{d^2 I_n}{dx^2} = [Y_n] [Z_n] [I_n] \quad (56)
\]

where \([V_n]\) and \([I_n]\) are column vectors representing the phase voltages and currents. The series impedance and shunt admittance matrices, \([Z_n]\) and \([Y_n]\), include the effects of unbalanced configuration, and the use of bundled conductors and ground wires.

On a multiphase transmission line, the mutual elements of the series impedance and shunt admittance matrices allow the traveling waves to couple across the phases. The simultaneous equations describing the propagation on each phase are therefore interdependent.

Since \([Z_n]\) and \([Y_n]\) matrices are derived for unsymmetrical lines, transformation into symmetrical components will not diagonalize these matrices. Consequently, a current flow of one sequence will give rise to voltages of all sequences (i.e., the sequence networks are mutually coupled). Thus, it is clear that asymmetry cannot be studied conveniently by using the symmetrical component reference frame. Instead, a modal transformation will be used to diagonalize the matrices.

It is possible to transform (55) and (56) into decoupled equations by transforming phase voltages and currents into their modal form:

\[
[V_n] = [\tilde{V}_n] [V_n]
\]

and

\[
[I_n] = [\tilde{I}_n] [I_n]
\]
where the transformation matrices $[T^n]$ and $[\tilde{M}^n]$ are respectively composed of the eigenvectors of the products $[Z^n][Y^n]$ and $[Y^n][Z^n]$. Equations (55) and (56) can be converted into

$$[d^2V^n / dx^2] = [\gamma^n_2][V^n]$$

and

$$[d^2V^n / dx^2] = [\gamma^n_2][I^n]$$

where $[\gamma^n_2]$ is a diagonal matrix whose elements are the eigenvalues of the matrix product $[Z^n][Y^n]$ (the matrix product $[Y^n][Z^n]$ has the same eigenvalues as $[Z^n][Y^n]$).

Once the modal voltages and currents are solved in terms of receiving end voltages $[\bar{V}^n_x]$ and currents $[\bar{I}^n_x]$, the solution is transformed back into phase quantities. The resulting solutions to (55) and (56) are respectively given by [75]

$$[V^n(x)] = [S^n][\cosh(\gamma^n_2x)][\bar{V}^n] + [\gamma^n_2\sinh(\gamma^n_2x)][\bar{Q}^n]$$

and

$$[I^n(x)] = [\bar{I}^n][\frac{1}{\gamma^n_2}\sinh(\gamma^n_2x)][\bar{P}^n] + [\cosh(\gamma^n_2x)][\bar{Q}^n]$$

where

$$[\frac{1}{\gamma^n_2}\sinh(\gamma^n_2x)] = \text{diag}\{\frac{1}{\gamma^n_a}\sinh(\gamma^n_a),\frac{1}{\gamma^n_b}\sinh(\gamma^n_b),\frac{1}{\gamma^n_c}\sinh(\gamma^n_c)\}$$

$$[\gamma^n_k\sinh(\gamma^n_kx)] = \text{diag}\{\gamma^n_a\sin(\gamma^n_a),\gamma^n_b\sin(\gamma^n_b),\gamma^n_c\sin(\gamma^n_c)\}$$

$$[\cosh(\gamma^n_kx)] = \text{diag}\{\cosh(\gamma^n_a),\cosh(\gamma^n_b),\cosh(\gamma^n_c)\}$$

$$\gamma^n_k = \alpha^n_k + j\beta^n_k, \ k=a,b,c,$$

$$[\bar{P}^n] = [\bar{M}^n]^{-1}[\bar{Y}^n][\bar{V}^n_x],$$

$$[\bar{Q}^n] = [\bar{M}^n]^{-1}[\bar{I}^n_x],$$

$$[\bar{S}^n] = [\bar{Y}^n]^{-1}[\bar{M}^n].$$
Under perfectly balanced and symmetrical conditions, the modal transformation matrices \([\tilde{T}^n]\) and \([\tilde{M}^n]\) become both identical to the symmetrical component transformation matrix:

\[
[\tilde{T}^n] = [\tilde{M}^n] = \begin{bmatrix} 1 & 1 & 1 \\ 1 & \tilde{a}^2 & \tilde{a} \\ 1 & \tilde{a} & \tilde{a}^2 \end{bmatrix}, \quad \tilde{a} = \exp(j2\pi/3).
\]

Therefore, the modal networks become sequence networks. Furthermore, it is well known that in a balanced system, the individual harmonic components of voltages and currents are entirely zero sequence (3q), positive sequence (3q+1), or negative sequence (3q-1), where q is an integer.

Transformation of equations (55) and (56) result in scalar differential equations of some sequence component that depends on the harmonic order. Then, the resulting equations (in phase quantities) are the same as those of a single-phase transmission line which is treated in section 5.5.

5.2 Maximum Single Harmonic Current and Voltage

To simplify the notation, let phases a, b and c be represented by subscripts 1, 2 and 3 respectively. From Eqn. (58), the n-th harmonic current of phase k (=1,2,3) can be written as

\[
I_k^n(x) = \frac{3}{2} \sum_{i=1}^{3} \left\{ I_{ki}^{n+} \exp(\gamma_i^n x) + I_{ki}^{n+} \exp(-\gamma_i^n x) \right\}
\]

where

\[
I_{ki}^{n\pm} = \frac{1}{2\gamma_i^n} \tilde{M}_{ki}^n (\gamma_1^n \tilde{q}_1^n \pm \tilde{p}_1^n) = I_{ki}^{n\pm} / \tilde{g}_{ki}^{n\pm}.
\]

The current in (59) can be expressed in terms of its real and imaginary parts:
\[
\begin{align*}
\Re\{I^n_k(x)\} &= \frac{3}{\pi} \sum_{i=1}^{\infty} \left[ \cos(\theta^n_{i+1} - \theta^n_{-i}) \cos(-\theta^n_{i+1} + \theta^n_{-i}) \right] I^n_{ki} \exp(\alpha^n_{ki} x) , \\
\Im\{I^n_k(x)\} &= \frac{3}{\pi} \sum_{i=1}^{\infty} \left[ \sin(\theta^n_{i+1} + \theta^n_{-i}) \sin(-\theta^n_{i+1} + \theta^n_{-i}) \right] I^n_{ki} \exp(-\alpha^n_{ki} x) .
\end{align*}
\] (60)

Since the rms value squared of the \(n\)-th harmonic current of phase \(k\) is the sum of the squares of its real and imaginary parts, from (60) follows
\[
I^n_k(x) = \sum_{i=1}^{\infty} \left\{ A^n_i + 2 \sum_{j=1}^{\infty} B^n_{ij} \right\} + 2 \sum_{i=1}^{\infty} \sum_{j=i+1}^{\infty} \left\{ C^n_{ij} + D^n_{ij} \right\} 
\] (61)

where
\[
A^n_i = \left( I^n_{ki} \exp(\alpha^n_{ki} x) \right)^2 + \left( I^n_{ki} \exp(-\alpha^n_{ki} x) \right)^2 + 2 I^n_{ki} I^n_{ki} \cos(2\beta^n_{ki} x + \delta^n_{ki} - \delta^n_{-ki}) ,
\]
\[
B^n_{ij} = I^n_{ki} I^n_{kj} \exp((\alpha^n_{i} - \alpha^n_{-j}) x) \cos((\beta^n_{i} + \beta^n_{j}) x + \delta^n_{ki} - \delta^n_{kj}) ,
\]
\[
C^n_{ij} = I^n_{ki} I^n_{kj} \exp((\alpha^n_{i} - \alpha^n_{-j}) x) \cos((\beta^n_{i} - \beta^n_{j}) x + \delta^n_{ki} - \delta^n_{kj}) ,
\]
\[
D^n_{ij} = I^n_{ki} I^n_{kj} \exp((-\alpha^n_{i} + \alpha^n_{-j}) x) \cos((\beta^n_{i} - \beta^n_{j}) x + \delta^n_{ki} - \delta^n_{kj}) .
\]

It is apparent that a numerical evaluation is required to find the global maximum of \(I^n_k(x)\). In the following, two sequential search algorithms which guarantee locating the global maximum of the objective function \(I^n_k(x)\) will be formulated. The first method applies Shubert's algorithm [73] which converges to the global maximum. The second method computes all the local maxima by applying the Golden Section search in specific intervals on the transmission line.

5.2.1 Global Convergence Method

The only requirement needed for the application of Shubert's algorithm is that the objective function be globally Lipschitzian (i.e., some bound on its rate of change for the entire line length must be
available. Thus, the Lipschitz constant $L^n_k$, as defined by

$$|I^{n^2}_k(x_2) - I^{n^2}_k(x_1)| = L^n_k|x_2 - x_1|$$

for all $x_1, x_2$ less than $\lambda$, must be finite and known.

For a differentiable objective function such as $I^{n^2}_k(x)$ in (61), this amounts to finding some upper bound on its derivative. Since the propagation constants $\alpha^n_i$, $i=1,2,3$, are relatively small for any harmonic frequency of interest, $L^n_k$ may be approximated by

$$3 \sum_{i=1}^{3} \{4\beta^n_i I^{n^2}_i I^{n^2}_i + 2 \sum_{j=1}^{3} I^{n^2}_j (\beta^n_i + \beta^n_j)\} + \sum_{i=1}^{3} \sum_{j=i+1}^{3} |\beta^n_i - \beta^n_j| (I^{n^2}_i + I^{n^2}_i - I^{n^2}_j)$$

(62)

The algorithm is based on selecting some initial point $x^*_1$ inside the interval $[0, \lambda]$, and generating a recursive sampling sequence as follows. Let

$$F(x) = \min_{m=1,2,\ldots,h} \{I^{n^2}_k(x_m) + L^n_k|x - x_m|\}$$

(63)

and

$$M_h = \max_{x \in [0, \lambda]} F(x),$$

(64)

then choose $x_{h+1}$ such that

$$F_h(x_{h+1}) = M_h.$$  

(65)

The above sequential method is proven to converge effectively to the global maximum [73]. In the computation process, the function $F_h(x)$ defined in Eqn. (63) is conveniently stored in an ordered set

$$D_m = \{(x_{i1}, y_{i1}), \ldots, (x_{im}, y_{im})\}, \quad y_{i1} \leq \ldots \leq y_{im},$$

where the vectors $(x_{im}, y_{im})$ are coordinates of the maxima of $F_h(x)$. The initial set of data depends, of course, on the choice of the first sampling point $x_1$. Figure 16 shows the flowchart of the global convergence method when $x_1$ is chosen at the center of the line.
5.2.2 Local Convergence Method

Since the objective function $I_k^{n2}(x)$ generally has a number of local
maxima for a given line length, existing direct search methods will successfully reach one local maximum which in itself is of little practical value. To find all the local maxima, the line is divided into regions within each of which the objective function is unimodal. By determining and comparing the local maxima of these regions, the global maximum can be readily identified.

An examination of equation (61) indicates that $I_{nk}^{n2}(x)$ is a sum of exponential functions and exponential-cosine functions. Each of these functions is either convex or concave and strictly increasing or decreasing in specific intervals whose boundaries are defined by

$$x = \frac{2\beta_n^m + m\pi}{2\beta_k^n}, \quad m = 0, 1, 2, \ldots,$$  \hspace{1cm} (66)

where $\beta_k^n$ and $\beta_k^n$ respectively represent the coefficients of $x$ in the cosine terms and the corresponding angles at the receiving end. These locations along with the line boundaries are next arranged in increasing order: $x_1(=0) < x_2 < \ldots < x_k(=l)$. Then, in any interval $[x_i, x_{i+1}]$, on the transmission line, each term of (61) is a strictly concave or convex function. Consequently, $I_{nk}^{n2}(x)$ is a summation of strictly convex and concave functions in $[x_i, x_{i+1}]$. Considering that the sum of strictly convex (concave) functions is also a strictly convex (concave) function [76], and the sum of a strictly convex and concave function is unimodal, $I_{nk}^{n2}(x)$ is a unimodal function in each interval. Therefore, application of a direct search method guarantees convergence in each interval.

Since the global maximum of the total rms current is of interest in this study, it is suggested that the derivative of $I_{nk}^{n2}(x)$ be evaluated
at $x_1$, $x_2$, ..., $x_j$. If this derivative changes sign from plus at $x_i$, $i=1,2,...,k-1$, to minus at $x_{i+1}$, then there exists a local maximum in $[x_i, x_{i+1}]$, and its value can be found by any of the one-dimensional search techniques.

Because of its effectiveness, the Golden Section search was selected for computing the local maxima. Once all the local maxima are identified, the global maximum is simply the largest of them. The algorithm of this method is summarized by the flowchart shown in Fig. 17.

5.3 Maximum Overall RMS Current and Peak Voltage

The total rms current squared of phase $k$ is defined by

$$I_k^2(x) = \sum_{n=1}^{N} I_k^{n^2}(x)$$

(67)

where $I_k^{n^2}(x)$ is given in (61) and $N$ is the highest harmonic order of interest. The same computational methods of the previous section can be readily used to determine the global maximum of (67). The Lipschitz constant required by the global convergence method is

$$L_k = \sum_{n=1}^{N} L_k^n.$$  

(68)

When applying the local convergence method, the set of points defining the intervals where $I_k^2(x)$ satisfies the unimodality condition is given by Eqn. (66) where $n=1,...,N$. The line intervals are then defined by arranging these solutions in increasing order.

The $n$-th harmonic voltage of phase $k$ can be rewritten similar to the current equation in (59):

$$\tilde{v}_k^n(x) = \sum_{i=1}^{3} \{ \tilde{v}_{ki}^+ \exp(\gamma_i^n x) + \tilde{v}_{ki}^- \exp(-\gamma_i^n x) \}$$
\[ \Delta_v^n = \sum_{i=1}^{3} \left( v_{k_i}^n(x) \right) \}

\text{where}

\[ \Delta_v^n = \frac{1}{2} \Delta_{k_i}^n (\frac{\delta_{i+1}^n + \gamma_{i}^n}{1}) = v_{k_i}^n \Delta_{k_i}^n. \]

\[ \text{READ line data,}[I^r_n],[V^2_n], n=1,\ldots,N \text{ and } \varepsilon \]

\[ \text{Compute } x_{nm}, n=1,\ldots,N, m=1,2,\ldots \text{ (Eqn. 66)} \]

\[ \text{Arrange the above solutions in increasing order } x_1 (\approx 0) < x_2 < \ldots < x_k (\approx \ell) \]

\[ j = 0 \quad i = 1 \]

\[ \Delta_{k_i}^2/dx|_{x_i} > 0 \text{ and } \Delta_{k_i}^2/dx|_{x_{i+1}} < 0? \]

\[ \text{Y} \]

\[ i = i + 1 \]

\[ j = j + 1 \]

\[ \text{Perform Golden Section Search in } [x_i, x_{i+1}] \]

\[ \text{Store solution in } E_m \text{ located at } x_m. \]

\[ i < k-1? \]

\[ \text{Y} \]

\[ (I^2)^* = \max \{ I_{k_i}^{k_2}(x_1), I_{k_i}^{k_2}(x_k), E_m, m=1,2,\ldots,j \} \]

\[ \text{Let } x^* \text{ be the corresponding location of } (I^2)^* \]

\[ I^* = \sqrt{((I^2)^*)} \]

\[ \text{PRINT } I^* \text{ and } x^* \]

\[ \text{STOP} \]

Fig. 17. Flowchart of Local Convergence Method.
The overall instantaneous voltage is then given by

\[ V_k(x,t) = \sqrt{2} \sum_{n=1}^{N} \sum_{i=1}^{3} V^n_{ki}(x) \sin(n\omega_0 t - \psi^n_{ki}(x)) \]

\[ = \sqrt{2} \sum_{n=1}^{N} \sum_{i=1}^{3} [\text{Re}(\bar{V}^n_{ki}(x)) \sin(n\omega_0 t) - \text{Im}(\bar{V}^n_{ki}(x)) \cos(n\omega_0 t)] \quad (70) \]

where the real and imaginary parts of \( \bar{V}^n_{ki} \) are found from (60) after substituting \((I^+_k, \delta^+_k)\) by \((V^+_k, \delta^+_k)\).

The point of maximum insulation stress, i.e., the line location where \( V_k(x,t) \) is maximum could be found by setting the partial derivatives of (69) with respect to \( x \) and \( t \) equal to zero. However, no closed form solution exists for the resulting equations. Hence, a numerical evaluation is required. Shubert's method does not seem to be computationally feasible for an objective function with more than one variable. Recursive numerical methods for optimizing a two-dimensional function are generally effective only if the function is confined to a region in which the function is locally unimodal. Therefore, the specific regions of the \( x-t \) plane, where \( V_k(x,t) \) satisfies the unimodality, need to be identified.

Consider the \( i \)-th term of the \( n \)-th harmonic voltage \( V_k(x,t) \). The peak voltage, \( \sqrt{2} V^n_{ki}(x) \) varies with \( x \) according to the square root of the right hand side of (61) if \((I^n_{ki}, \delta^n_{ki})\) is substituted for \((I^+_k, \delta^+_k)\). Since \( \alpha^n_i \) is small for all harmonic orders of interest, the locations where the first and second derivatives of the peak value relative to distance are zero can be respectively approximated by

\[ x_m = \frac{\delta^n_{ki} - \delta^n_{ki} + mn}{2\alpha^n_i}, \quad m=0,1,\ldots \quad (71) \]
and
\[ x_m = \frac{\delta_{ki}^{n-} - \delta_{ki}^{n+} + \arccos(-u + \sqrt{u^2 - 1}) + 2\pi m}{2\beta_{ki}}, \quad m = 0, 1, \ldots, \] (72)

where
\[ u = \frac{(V_{ki}^{n+})^2 + (V_{ki}^{n-})^2}{2\beta_{ki}V_{ki}^{n+}V_{ki}^{n-}}. \]

For a given \( x_m \), the time instants when \( v_k(x_m, t) \) is maximum, zero or minimum are given by
\[ t_{mj} = \frac{2\psi_{ki}^{n}(x) + j\pi}{2\omega_0}, \quad j = 0, 1, \ldots \] (73)

In general, the magnitudes of harmonic voltages at the transmission level are relatively small; thus, the overall peak voltage is expected to occur in the neighborhood of the peak of the fundamental component. A conservative estimate is that the global peak occurs within \( \pm 45^\circ \) or \( \pm 1/8f_0 \) seconds from the instant when the fundamental peak occurs. Therefore, only those solutions of (73) that fall within this interval are selected.

The solutions (71) and (72) on the transmission line along with the corresponding time instants given by (73) are arranged in increasing order \((x_m, t_{mj})\), \( m=1, 2, \ldots \quad j=1, 2, \ldots \) where \( x_1 < x_2 < \ldots \) and \( t_1 < t_2 < \ldots \). Then it is clear that \( v_{ki}(x,t) \) is strictly convex or concave in the region defined by \((x_m, t_{mj})\), \((x_m, t_{m+1, j})\), \((x_{m+1}, t_{m+1, j'})\) and \((x_{m+1}, t_{m+1, j+1})\).

By applying the above procedure to all terms in (69), the line locations given by (71) and (72) are arranged in increasing order: \( x_1(=0) < \ldots < x_k(=\xi) \). For each \( x_m \), the time instants of (73) are also arranged in the same fashion: \( t_1(=1/8f) < \ldots < t_j(=3/8f_0) \). Then, in
every region defined by \((x_m, t_{mj}), (x_m, t_{mj+1}), (x_{m+1}, t_{m+1, j}),\) and \((x_{m+1}, t_{m+1, j+1})\), the overall instantaneous voltage \(v_k(x, t)\) is a unimodal function (by the same reasoning as that for the maximum rms current). The local maxima of \(v_k(x, t)\) can then be found by any existing search method.

Because of the fact that only regions with local maxima need to be investigated, it is suggested that the gradient of \(v_k(x, t)\) be evaluated. A necessary condition for a local maximum to exist in a region is that \(\partial v_k(x, t)/\partial x\) be positive at both \((x_m, t_{mj})\) and \((x_m, t_{mj+1})\), and negative at both \((x_{m+1}, t_{m+1, j})\) and \((x_{m+1}, t_{m+1, j+1})\). Upon satisfying this requirement, a further selection of the regions can be made by verifying the directions of the slope projections on the \(x\)-\(t\) plane. Only those regions with slope projections pointing toward the region interior have a local maxima:

\[
\frac{\partial v}{\partial x}(x_{m+1}, t_{m+1, j}) \leq G_{mj} \leq \frac{\partial v}{\partial x}(x_m, t_{mj}) \tag{74}
\]

\[
\frac{\partial v}{\partial x}(x_{m+1}, t_{m+1, j+1}) \leq H_{mj} \leq \frac{\partial v}{\partial x}(x_{m+1}, t_{m+1, j+1}) \tag{75}
\]

where

\[
G_{mj} = \frac{(t_{m+1, j} - t_{mj})}{(x_{m+1} - x_m)},
\]

and

\[
H_{mj} = \frac{(t_{m+1, j+1} - t_{m+1, j})}{(x_{m+1} - x_m)}. \tag{76}
\]

Thus only the regions satisfying the above conditions need to be analyzed. The initial point to start the search is selected to be the center of each of these regions:

\[
\{x_0, t_0\} = \{\frac{1}{2}(x_m + x_{m+1}), \frac{1}{4}(t_{mj} + t_{m+1, j} + t_{m+1, j+1} + t_{m+1, j+1})\}. \tag{76}
\]

The steepest ascent method is selected to evaluate the local maxima. This method requires the gradient of the objective function \(v_k(x, t)\):
\[ V_k(x,t) = \begin{bmatrix} \frac{\partial V}{\partial x} \\ \frac{\partial V}{\partial t} \end{bmatrix} = \frac{1}{2} \sum_{n=1}^{N} \sum_{i=1}^{3} \begin{bmatrix} U_{ki}^n(x) \sin(n\omega_0 t) - W_{ki}^n(x) \cos(n\omega_0 t) \\ n\omega_0 U_{ki}^n(x) \cos(n\omega_0 t) + n\omega_0 W_{ki}^n(x) \sin(n\omega_0 t) \end{bmatrix} \]

where
\[ \begin{bmatrix} U_{ki}^n(x) \\ W_{ki}^n(x) \end{bmatrix} = \gamma_i^n \begin{bmatrix} \cos(\zeta_i^n + \delta_i^n + \beta_i^n x) - \cos(\zeta_i^n + \delta_i^n - \beta_i^n x) \\ \sin(\zeta_i^n + \delta_i^n + \beta_i^n x) - \sin(\zeta_i^n + \delta_i^n - \beta_i^n x) \end{bmatrix} \begin{bmatrix} v_{ki}^n \exp(\alpha_i^n x) \\ v_{ki}^n \exp(-\alpha_i^n x) \end{bmatrix} \]

The flowchart in Fig. 18 summarizes the algorithm for computing the maximum peak voltage.

Since the line-to-neutral voltages are likely to be differently distributed along the line, the line-to-line voltages may have quite unexpected patterns. Therefore, it is also of interest to determine the maximum peak of the line voltage.

The \( n \)-th harmonic complex voltage between phases \( a \) and \( b \) is derived from (69):
\[ \bar{V}_{ab}(x) = \sum_{i=1}^{3} \{ \bar{V}_{abi}^+ \exp(\gamma_i^nx) + \bar{V}_{abi}^- \exp(-\gamma_i^nx) \} = \sum_{i=1}^{3} \bar{V}_{abi}^n(x) \exp[j\psi_{abi}^n(x)] \]

where
\[ \bar{V}_{abi}^\pm = v_{ai}^\pm - v_{bi}^\pm. \]

The corresponding overall instantaneous voltage is
\[ v_{ab}(x,t) = \sqrt{2} \sum_{n=1}^{N} \sum_{i=1}^{3} \bar{V}_{abi}^n(x) \sin(n\omega_0 t - \psi_{abi}^n(x)). \]

The algorithm used to compute the maximum peak phase-voltage can be readily used to determine the maximum peak line-voltage by using (71)-(73), however, applied to (78) and (79).
Fig. 18. Flowchart for Computing Maximum Peak Voltage.
5.4 Maximum Distortion Factor

Other applications of the proposed method include the determination of the global maxima of voltage and current distortion factors which are of interest in verifying whether the harmonic levels conform with existing recommended standards. The distortion factor squared of the current flowing in phase $k$ is given by

$$\left(DF\right)^2 = \left\{ \sum_{n=2}^{N} \frac{(I_k^n)^2}{(I_k^1)^2} \right\}.$$  

Note that the rate of change in the rms value of the fundamental current with distance $x$ may be considered to be negligible when compared to those of the higher order harmonic currents. Hence, when applying the global convergence method to (80), a Lipschitz constant may be taken to be the sum of $L_{k,n}^n$, $n=2,...,N$. Because of the fact that $(DF)^2$ is also unimodal in each of the intervals defined by the set of points given by (66), the local convergence method may also be applied to (80) in the same way as in finding the local maxima of the total rms current.

Both the global and local convergence methods can also be used to determine the maximum distortion factor of the phase or line voltage. The rms values of these signals needed in (80) may be directly obtained from (69) and (78).

5.5 Single-Phase Lines

The corresponding solutions of the voltage and current wave equations of a single-phase transmission line are respectively given by

$$V^n = V^n_+\exp(\gamma^nx) + V^n_-\exp(-\gamma^nx) = V^n(x)\exp\{j\psi^n(x)\}$$

and

$$I^n = I^n_+\exp(\gamma^nx) + I^n_-\exp(-\gamma^nx)$$

where
\[ V^{n\pm} = \frac{1}{2} (V^n \pm \frac{X^n}{Z_c^n}) = V^{n\pm} \exp(j\delta^{n\pm}), \]

\[ I^{n\pm} = \frac{1}{2} (I^n \pm \frac{Y^n}{Z_c^n}) = I^{n\pm} \exp(j\delta^{n\pm}). \]

Herein,

\[ \frac{Z^n}{Z_c^n} = \sqrt{\frac{z^n}{y^n}} \]

and

\[ \frac{Y^n}{Y_c^n} = \sqrt{\frac{z^n}{y^n}}. \]

The variations of the series impedance \( Z^n \) and shunt admittance \( Y^n \) with frequency are illustrated in Appendix II.

From Eqn. (82), the total rms current squared is found to be [69]

\[ I^2(x) = \sum_{n=1}^{N} \left[ (I^{n+} \exp(\alpha^n x))^2 + (I^{n-} \exp(-\alpha^n x))^2 + 2I^{n+}I^{n-}\cos(\theta^{n+} - \theta^{n-} + 2\beta^n x) \right]. \tag{83} \]

If the extrema of the rms of a single harmonic current of order \( n \) are of interest, then only the expression for one single harmonic from (83) is needed:

\[ I^{n2}(x) = (I^{n+} \exp(\alpha^n x))^2 + (I^{n-} \exp(-\alpha^n x))^2 + 2I^{n+}I^{n-}\cos(\theta^{n+} - \theta^{n-} + 2\beta^n x) \tag{84} \]

For power system transmission lines, \( \alpha^n \) is small for all harmonic frequencies of concern. Therefore, the exponentials in (84) may be approximated by unity for normal line lengths. Then equating the derivative of (84) with respect to \( x \) to zero yield the locations for rms current extrema:

\[ x_m = \frac{\theta^{n+} - \theta^{n-} + m\pi}{2\beta^n}, \quad m = \begin{cases} \text{even for maximum} \\ \text{odd for minimum} \end{cases} \tag{85} \]

for \( x_m \) less than the line length. Note that the maximum rms current locations given in (85) agree with those found in Ref. [20]. The value of maximum rms current is then computed by taking the square root of (84) evaluated at \( x_m \) from (85) with \( m \) even.
For the total rms current, however, it can be readily seen that applying the above procedure to Eqn. (84) would result in a complicated transcendental equation for which a closed form solution is not available. Hence, an iterative numerical method is needed to generate the solution. The global and local convergence algorithms discussed previously can be readily used to determine the global maximum of (84). The Lipschitz constant required by the algorithm in Fig. 16 is accurately computed by

$$|d l^2/dx| = \sum_{n=1}^{N} 2(a^n w^n + 28^n I_{n^+} - I_{n^-}) \Delta L \quad (86)$$

where

$$w^n = \max\{|(I_{n^+})^2 - (I_{n^-})^2|, |(I_{n^+})^2 \exp(2\alpha n \xi) - (I_{n^-})^2 \exp(-2\alpha n \xi)|\}.$$ 

On the other hand, the points on the transmission line which determine the regions of unimodality required by the algorithm in Fig. 15 are determined by equation (66).

With regard to locating the maximum peak voltage of the overall instantaneous voltage derived from (81), i.e.,

$$v(x,t) = \sqrt{2} \sum_{n=1}^{N} V^n(x) \sin(n\omega t - \psi^n(x)), \quad (87)$$

the algorithm in Fig. 18 can also be readily used. This is accomplished by computing both the specific line locations by (71)-(72), and the time instants by (73) that both determine the regions in the x-t plane where v(x,t) is guaranteed to have at most one maximum.

5.6 Numerical Example and Discussion of Results

The objective of this example is to illustrate the effectiveness of the procedure for computing the maximum values of the rms current, peak
voltage and distortion factor. Let a study be conducted on a 150-mile long three-phase untransposed transmission line whose geometry is shown in Fig. 19.

![Fig. 19. Three-Phase Transmission Line (Phase Wires: 795000 CM 26/7 ACSR; Steel Ground Wires: R = 4 /mi and GMR = 0.001 ft).](image)

The voltage and current harmonic levels at the receiving end of the line listed in Table II may not be representative of an actual transmission system. However, unbalanced as well as uncharacteristic harmonics, both of which were reported in practice, are taken into account with their phase angles are random. The per-unit values of the phase voltage and current fundamentals (based on 100 MVA and 345 kV) were taken to be \( V_a = 1 Z 0^\circ \), \( V_b = 1 Z -120^\circ \), \( V_c = 1 Z 120^\circ \), \( I_a = 2 Z 13^\circ \), \( I_b = 2 Z -115^\circ \), and \( I_c = 2 Z 123^\circ \).

Data preparation for using the algorithms is initiated by finding the impedance and admittance matrices at each harmonic frequency as reviewed in Appendix II. Then, the eigenvalues and eigenvectors of the matrix product \([Y^n][Z^n]\) are computed by a standard IMSL subroutine. The
following simulation results were obtained by using the flowcharts of Figs. 16, 17 and 18.

<table>
<thead>
<tr>
<th>n</th>
<th>$v_a^n$</th>
<th>$v_b^n$</th>
<th>$v_c^n$</th>
<th>$i_a^n$</th>
<th>$i_b^n$</th>
<th>$i_c^n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2.7</td>
<td>112</td>
<td>2.5</td>
<td>-9</td>
<td>2.5</td>
<td>-31</td>
</tr>
<tr>
<td>5</td>
<td>2.3</td>
<td>72</td>
<td>2.4</td>
<td>30</td>
<td>2.0</td>
<td>88</td>
</tr>
<tr>
<td>7</td>
<td>1.5</td>
<td>153</td>
<td>1.3</td>
<td>75</td>
<td>1.4</td>
<td>-160</td>
</tr>
<tr>
<td>9</td>
<td>1.2</td>
<td>-123</td>
<td>0.5</td>
<td>125</td>
<td>0.9</td>
<td>-84</td>
</tr>
<tr>
<td>11</td>
<td>0.6</td>
<td>-43</td>
<td>0.6</td>
<td>-164</td>
<td>0.6</td>
<td>-4</td>
</tr>
<tr>
<td>13</td>
<td>0.4</td>
<td>108</td>
<td>0.5</td>
<td>111</td>
<td>0.6</td>
<td>75</td>
</tr>
<tr>
<td>15</td>
<td>4.4</td>
<td>54</td>
<td>0.4</td>
<td>-121</td>
<td>0.3</td>
<td>25</td>
</tr>
<tr>
<td>17</td>
<td>2.1</td>
<td>-20</td>
<td>3.0</td>
<td>-42</td>
<td>1.2</td>
<td>168</td>
</tr>
<tr>
<td>19</td>
<td>1.8</td>
<td>-143</td>
<td>2.0</td>
<td>-20</td>
<td>1.0</td>
<td>131</td>
</tr>
<tr>
<td>21</td>
<td>0.3</td>
<td>176</td>
<td>0.3</td>
<td>54</td>
<td>3.0</td>
<td>-143</td>
</tr>
<tr>
<td>23</td>
<td>0.1</td>
<td>10.2</td>
<td>-91</td>
<td>0.2</td>
<td>-33</td>
<td>0.5</td>
</tr>
<tr>
<td>25</td>
<td>1.3</td>
<td>-122</td>
<td>1.5</td>
<td>56</td>
<td>2.5</td>
<td>53</td>
</tr>
<tr>
<td>27</td>
<td>1.7</td>
<td>-6</td>
<td>1.2</td>
<td>177</td>
<td>1.6</td>
<td>-173</td>
</tr>
<tr>
<td>29</td>
<td>0.5</td>
<td>22</td>
<td>0.5</td>
<td>2.0</td>
<td>0.0</td>
<td>17</td>
</tr>
</tbody>
</table>

The computed results are summarized in Table III which lists the number of local maxima, $M$, (excluding the line boundaries), the magnitudes and locations of global maxima of the rms currents, peak voltages and distortion factors. The local convergence method required an average of only 15 iterations for each local maximum of rms currents or distortion factors with a tolerance of 0.01. The global convergence method converged to the global maximum of each objective function with an average of 46 iterations using the same tolerance.

In computing the local maxima of the phase and line voltages, there were approximately 9530 regions where the gradient was computed for possible local maxima. Only $M$ of these as listed in Table III satisfied the necessary and sufficient condition of local maxima. Then the
steepest ascent method using a fixed step size required an average of 17 iterations per local maximum with the same tolerance of 0.01.

TABLE III
COMPUTED GLOBAL MAXIMA AND LOCATIONS OF RMS CURRENTS, PEAK VOLTAGES AND DISTORTION FACTORS

<table>
<thead>
<tr>
<th>RMS Current &amp; Peak Voltage</th>
<th>Distortion Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>----------------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>Ia</td>
<td>2</td>
</tr>
<tr>
<td>Ib</td>
<td>3</td>
</tr>
<tr>
<td>Ic</td>
<td>3</td>
</tr>
<tr>
<td>Va</td>
<td>17</td>
</tr>
<tr>
<td>Vb</td>
<td>18</td>
</tr>
<tr>
<td>Vc</td>
<td>16</td>
</tr>
<tr>
<td>Vab</td>
<td>14</td>
</tr>
<tr>
<td>Vbc</td>
<td>12</td>
</tr>
<tr>
<td>Vca</td>
<td>13</td>
</tr>
</tbody>
</table>

To verify the results of Table III, the total rms currents, peak voltages and distortion factors were computed for all points of the transmission line with an increment of .01 mile. The results are shown in Figs. 20, 21 and 22, respectively. The global and local maxima as well as their locations coincide with those listed in Table III.

Note that not all the local maxima of the peak voltages can be observed in Fig. 21. To see all the local maxima in the search region, a three-dimensional plot of the instantaneous voltages is necessary as shown in Fig. 23 for phase 'a' voltage at ±1/6f_o seconds from the time when the fundamental component reaches its maximum.

From the results of this example, it is recognized that the variation between the minimum and maximum rms current is not appreciable. In this case the variation of heating along the lines is insignificant.
For the maximum peak voltage, however, the difference between the maximum and minimum peak values could not be ignored.

Fig. 20. Variation of RMS Currents.
Fig. 21. Variation of Peak (a) Phase Voltages and (b) Line Voltages.
Fig. 22. Distortion Factor of (a) Currents, (b) Phase Voltages and (c) Line Voltage.
Fig. 23. Instantaneous Phase a Voltage in Search Region.
6. CONCLUSIONS

With the rapidly increasing application of static power converters, harmonic levels in power and distribution systems are becoming intolerable, thus leading to an increasing number of failures of some components and degrading the performance of some others. Furthermore, longer telephone loops and the rapid growth of digital-data transmission devices may lead to inductive communication interference. Therefore, an urgent need of novel or improved methods has developed for harmonic analysis and mitigation.

The major contribution of the work presented in this dissertation includes the following:

1. In cases where nonlinear loads are randomly varying, a practical method has been presented for probabilistic modeling of harmonic voltages and currents. The resulting probability characteristics of the random signals represent a more realistic description of harmonics in power systems. The principal application of the probabilistic model is for developing harmonic standards where probability measures should be assigned to maximum permissible limits.

2. Considering that the -equivalent model of a transmission line only provides information at the line terminals, efficient numerical methods are presented to compute and locate the global maximum of any single voltage or current harmonic, overall peak voltage, total rms current and distortion factors. Since these maxima may create hot spots, insulation damage or communication interference, their prediction is important when harmonic limitations at the transmission level are to be observed.
Recommendations for future research efforts on power system harmonics include

- Identifying improved or new methods for harmonic control.
- Quantitatively determining harmonic effects on system components.
- Searching for improved methods of harmonic analysis.
- Relaxing some of the assumptions made for the probabilistic harmonic modeling.
- Assessing harmonic effects on power system dynamic stability.

Finally, it is the author's opinion that sufficient coverage of the harmonic problems should be given in a power electronics course.
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APPENDIX I

HARMONIC COMPUTATION OF DISTORTED WAVEFORMS

The Fourier series of a periodic function \( w(t) \) with period \( T \) is given by

\[
w(t) = W_0 + \sum_{n=1}^{\infty} \left\{ a_n \cos(n\omega t) + b_n \sin(n\omega t) \right\}
\]

where

\[
W_0 = \frac{1}{T} \int_0^T w(t) \, dt
\]

\[
a_n = \frac{2}{T} \int_0^T w(t) \cos(n\omega t) \, dt
\]

\[
b_n = \frac{2}{T} \int_0^T w(t) \sin(n\omega t) \, dt
\]

and \( \omega = \frac{2\pi}{T} \). Equation (A.1) may be rewritten in the following form:

\[
w(t) = W_0 + \sum_{n=1}^{\infty} \left\{ W_n \cos(n\omega t + \phi_n) \right\}
\]

where

\[
W_n = (a_n^2 + b_n^2)^{1/2}
\]

and

\[
\phi_n = \arctan\left(\frac{b_n}{a_n}\right).
\]

In general, voltage and current waveforms found in power systems are rotational symmetric. Then, (A.2) reduces to

\[
w(t) = \sum_{n=1,3,5,\ldots}^{\infty} W_n \cos(n\omega t + \phi_n).
\]

The current and voltage waveforms found in converter installations are generally discontinuous several times per period due SCR switchings. The repetitive integrations for each interval where the voltage or current is continuous may then be avoided by using the complex form of Fourier series. In such cases, the Fourier coefficients are generally
determined by the jumps of the function and its derivatives at the points of discontinuities [25].

Another application of the complex Fourier series is when the available data are given in discrete form. If a periodic function \( w(t) \) is sampled \( m \) times per period, then assuming that \( w(t) \) is linear between consecutive sampling points, the Fourier coefficients are computed by

\[
a_n - jb_n = \frac{-2 \sum_{i=1}^{m-1} \delta_i \exp(-j\omega t_i)}{Th^2 \omega^2}
\]

where \( \delta_i \) is the jump of the derivative of \( w(t) \) at sampling time \( t_i \). From (A.4), it is clear that the Fourier coefficients can be evaluated by algebraic addition rather than integration, thereby reducing the computational effort.

Another well known algorithm for computing the complex Fourier series of a signal given in discrete form is the Fast Fourier Transform (FFT). The Discrete Fourier Transform (DFT) transforms a time series (discrete data samples) into an amplitude spectrum (Fourier series components), and the FFT is an efficient computer algorithm for computing the DFT. The DFT of a time series \( \{w_i\} \) with \( m \) samples is defined by

\[
W_n = \sum_{i=0}^{m-1} w_i \exp(-j2\pi ni/m), \quad n=0,1,\ldots,m-1 \quad (A.5)
\]

A straightforward calculation of (A.5) would require \( m^2 \) operations (complex multiplication followed by a complex addition). The FFT reduces the number of operations to approximately \( m \) times the natural log of \( m \).
APPENDIX II

EQUIVALENT SERIES IMPEDANCE AND SHUNT ADMITTANCE
OF TRANSMISSION LINES

In a three-phase transmission line with a total of \( x \) bundled conductors and \( y \) ground wires, the voltage equation for any harmonic frequency \( n \) is given by [21]

\[
\begin{bmatrix}
\tilde{v}_1^n \\
\tilde{v}_2^n \\
\vdots \\
\tilde{v}_x^n
\end{bmatrix}
= \begin{bmatrix}
\tilde{z}^n_{11} & \tilde{z}^n_{12} & \cdots & \tilde{z}^n_{1,x+y} \\
\tilde{z}^n_{21} & \tilde{z}^n_{22} & \cdots & \tilde{z}^n_{2,x+y} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \tilde{z}^n_{x+y,1} & \cdots & \tilde{z}^n_{x+y,x+y}
\end{bmatrix}
\begin{bmatrix}
\tilde{i}_1^n \\
\tilde{i}_2^n \\
\vdots \\
\tilde{i}_x^n
\end{bmatrix}
\tag{A.6}
\]

where

\[
\tilde{z}^n_{ii} = (R^n_{i_1} + R^n_{d}) + j(2.02233 \times 10^{-3}) f_0 n \ln(D^n_{e}/D^n_{i}) \ \Omega/\text{mi}
\]

\[
\tilde{z}^n_{ij} = R^n_{d} + j(2.02233 \times 10^{-3}) f_0 n \ln(D^n_{e}/D^n_{ij}) \ \Omega/\text{mi}
\]

\[
R^n_{i_1} = \frac{R^n_{d} a_n}{2} \left[ \frac{\text{ber} a_n \text{bei}' a_n - \text{bei} a_n \text{ber}' a_n}{(\text{ber}' a_n)^2 + (\text{bei}' a_n)^2} \right]
\tag{A.7}
\]

with

\[
R^n_{d} = (1.588 \times 10^{-3}) f_0 n \ \Omega/\text{mi}
\]

\[
D^n_{e} = (2160 \sqrt{\rho} / f_0) / \sqrt{n} \ \text{ft}
\]

if

\[
a_n = (0.0636 \sqrt{f_0 / R^n_{i_1}}) \sqrt{n}.
\]

Herein,

\( \omega_0, f_0 \) : Angular and linear fundamental frequencies
$R_d^n$ : Earth resistance at n-th harmonic frequency
$D_i$ : GMR of conductor i
$D_{ij}$ : Distance between conductors i and j
$R^0_i$ : DC resistance of conductor i

ber,ber' : Real Bessel function and its derivative
bei,bei' : Imaginary Bessel function and its derivative

$\rho$ : Earth resistivity (=100Ω for damp earth)

$Z_{ij}^n$ : Self impedance of conductor i (i=j) and mutual impedance between conductors i and j (i≠j)

Equation (A.6) can be reduced to the partitioned form

\[
\begin{bmatrix}
[V^1] \\
0
\end{bmatrix} =
\begin{bmatrix}
[Z_1^n] & [Z_2^n] \\
\end{bmatrix}
\begin{bmatrix}
[I^n] \\
[I_{n}']
\end{bmatrix}
\] (A.8)

Eliminating $[I_{n}']$ from (A.8) results in

\[
[V^n] = [Z^n] [I^n], \quad [Z^n] = [Z_1^n] - [Z_2^n] [Z_4^n]^{-1} [Z_3^n].
\] (A.9)

For the shunt admittance matrix formulation, the potentials of the line conductors are related to the conductor charges by

\[
[V^n] = [P] [G^n]
\] (A.10)

where

\[
[V^n] = [V_1^n V_2^n \ldots V^n 0 0 \ldots 0]
\]

\[
[G^n] = [g_1^n g_2^n \ldots g_{x+y}^n]
\]

\[
P_{ii} = (1/2\pi\varepsilon) \ln(H_i/x_i)
\]

\[
P_{ij} = (1/2\pi\varepsilon) \ln(H_{ij}/D_{ij}), \quad i \neq j.
\]

Herein,
\( P_{ij} \) : Potential coefficients \((F^{-1}m)\)

\( q^n_i \) : Electric charge of conductor \( i \)

\( \varepsilon \) : Relative permeability

\( H_i \) : Distance between conductor \( i \) and its image

\( H_{ij} \) : Distance between conductor \( i \) and image of conductor \( j \)

\( r_i \) : Radius of conductor \( i \)

Similar considerations as for the series impedance lead to

\[
[\tilde{V}^n] = [C][\tilde{q}^n], \quad [C] = [P]^{-1}.
\]

Finally, the shunt admittance is found by

\[
[Y] = j2\pi f \nu_n[C]. \quad \text{(A.11)}
\]

In case of a single-phase transmission line, the series impedance and shunt admittance for the \( n \)-th harmonic frequency are respectively given by

\[
\tilde{Z}^n = R^n + j\nu_0 L^n
\]

and

\[
\tilde{Y}^n = j\nu_0 C
\]

where \( R^n \) is expressed in (A.7) in terms of its d.c. value and \( L^n \) is composed of two components:

\[
L^n = L_e + L_i^n
\]

\( L_e \) is the frequency-independent external inductance given by

\[
L_e = \frac{\mu}{2\pi} \ln(D/r).
\]

and \( L_i^n \) is the internal inductance which is frequency-dependent. \( L_i^n \)
is related to its d.c. value by

\[ L_i^n = \frac{4L_i^0}{a_n} \left[ \frac{\text{ber}_n a_n \text{ber}'_n a_n + \text{bei}_n a_n \text{bei}'_n a_n}{(\text{ber}'_n a_n)^2 + (\text{bei}'_n a_n)^2} \right], \]  

(A.12)
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