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Abstract

Neuromuscular electrical stimulation (NMES) is a technology where skeletal muscles are externally stimulated by electrodes to help restore functionality to human limbs with motor neuron disorder. This dissertation is concerned with the model-based feedback control of the NMES quadriceps muscle group-knee joint dynamics. A class of nonlinear controllers is presented based on various levels of model structures and uncertainties. The two main control techniques used throughout this work are backstepping control and Lyapunov stability theory.

In the first control strategy, we design a model-based nonlinear control law for the system with the exactly known passive mechanical that ensures asymptotical tracking. This first design is used as a stepping stone for the other control strategies in which we consider that uncertainties exist. In the next four control strategies, techniques for adaptive control of nonlinearly parameterized systems are applied to handle the unknown physical constant parameters that appear nonlinearly in the model. By exploiting the Lipschitzian nature or the concavity/convexity of the nonlinearly parameterized functions in the model, we design two adaptive controllers and two robust adaptive controllers that ensure practical tracking.

The next set of controllers are based on a NMES model that includes the uncertain muscle contractile mechanics. In this case, neural network-based controllers are designed to deal with this uncertainty. We consider here voltage inputs without and with saturation. For the latter, the Nussbaum gain is applied to handle the input saturation.

The last two control strategies are based on a more refined NMES model that accounts for the muscle activation dynamics. The main challenge here is that the activation state is unmeasurable. In the first design, we design a model-based observer that directly estimates the unmeasured state for a certain activation model. The second design introduces a nonlinear filter with an adaptive control law to handle parametric uncertainty in the activation dynamics. Both the observer- and
filter-based, partial-state feedback controllers ensure asymptotical tracking.

Throughout this dissertation, the performance of the proposed control schemes are illustrated via computer simulations.
Chapter 1 Introduction

1.1 Motivation

Neuromuscular electrical stimulation (NMES), or functional electrical stimulation (FES), refers to a promising technique where skeletal muscles are externally stimulated in order to restore functional tasks in persons with movement disorders [111]. The idea behind NMES stems from the principle of voluntary muscle contraction of human beings. Skeletal muscles—the main part of human voluntary muscles—are controlled by the central nervous system on their contraction. Signals in the form of action potentials are sent by the brain through the nervous system to specialized cells (motor neurons) that cause a series of chemical reactions and an ion exchange through the fiber membrane in a specialized junction (synapse). This transient change in membrane potential is the action potential. This condition promotes the release of Ca$^{2+}$ ions, which invokes cross-bridge formation and innervates the muscle fibers. The cross-bridge cycle repeats itself as long as the action potential exists. When the stimulation stops, the Ca$^{2+}$ ions return back into the sarcoplasmic reticulum, preventing cross-bridge formation in the relaxed state [43, 89]. When upper motor neuron diseases occur (e.g., stroke and spinal cord injuries [112]), the action potentials are prevented from being sent to the corresponding motor neuron due to nervous system dysfunctions. This has motivated the idea of directly delivering a series of artificial, external electrical stimuli to the neural tissue to generate the desired response of the nerve and help restore the muscle-limb functionality. This is accomplished via skin or implanted electrodes which upon voltage excitation produce muscle contraction and consequently joint torque and limb motion.

As a key technology for realizing neuroprosthetic devices, NMES is an active area of investigation in the biomedical and rehabilitation engineering research communities. In the early 1960s, FES was used for the first time on the quadriceps and glutei muscles via surface electrodes
to assist standing without additional mechanical bracing for people with selected central nervous system (CNS) damage [54, 72]. In the following decades, NMES has been shown to restore lower extremity function in paraplegia patients [25, 35, 65, 81]. Implanted neuroprostheses have been in clinical use for several essential activities, such as breathing and urinating, to improve the lives of people with spinal cord injury [92, 93]. In 1996, multichannel implanted stimulators with epineurial and/or epimysial electrodes were developed in several research projects [94] to provide a higher level of selectivity and modulation of muscle stimulation [29]. In more recent studies, NMES is reported to have been used in the rehabilitation of patients with congestive heart failure as a new training method for avoiding dyspnea, a side effect that can be brought during conventional exercise-training modalities [114]. The rapid development of NMES techniques has lead to the combination of FES and motorized lower extremity exoskeletons [60], including the ReWalk system [27], Mina [88], and the Vanderbilt exoskeleton [28]. Related researches on hybrid FES/electric motor gait restoration devices can be found in [8, 42, 59, 100].

Control of NMES systems is a challenging problem because the system dynamics are nonlinear and highly uncertain. This is due to a variety of reasons, including the unknown full mechanism of muscle force generation, muscle fatigue, stimulus response time delay, changing muscle geometry under electrodes in non-isometric conditions, and limited force production in the stimulated muscles [102, 109, 112]. In light of these challenges, researchers continue to investigate effective NMES control strategies as outlined in the literature review that follows.

1.2 Literature Review

Due to its challenging nature, the NMES control problem has served as a platform throughout the years for the application of numerous control theoretical methods.

1.2.1 Non-Model-Based Control

In many NMES applications in physical therapy clinics, open-loop control [29, 46, 82, 118] is used because of its simplicity. Traditional linear feedback methods such as a PID control have
also been applied [1, 61, 68, 69, 78]. As was reported in [51, 107], the above approaches either fail to guarantee closed-loop stability or produce unsatisfactory results. Additionally, trial-and-error adjustments to control parameters during experimentation inevitably increase the number of experiments and fatigue of the patient. An early review of NMES control methods can be found in [18].

1.2.2 NMES Dynamics

One impediment for the application of more sophisticated feedback control techniques is the difficulty in understanding and modeling the nonlinear physiological and mechanical dynamics of muscle stimulation, activation and contraction. One of the first modeling results is Hill’s work in the 1930’s [47], which was based on input-output data obtained from experiments. The activated muscle was represented by a lumped-parameter model consisting of a contractile element (CE) surrounded by "passive" connective tissue both in series and parallel. More specifically, equations were proposed representing CE tension-length and CE force-velocity relationships. Since Hill’s work, the identification and modeling of muscle dynamics has received considerable attention from various research groups; see, for example, [23, 24, 26, 29, 34, 44, 45, 76, 70, 101, 108, 115]. In [29, 76, 115], the human lower-limb dynamics was modeled using a pendulum-like experiment where the limb was moved against gravity and then dropped while the knee joint angle and torque were measured. In [23], a Hill-based model was used for the human musculotendon system but with a reverse-order recruitment dynamics for the FES system and a new heterogeneous model structure for the CE. In [34], the off-line identification of lower leg passive dynamics was considered and a nonlinear elastic term was reported to improve the prediction capability of the model. In [44, 45], Hatze proposed a high-order nonlinear musculotendon model where 50 parameters were required to describe the motion of a single joint. This model was reported to effectively describe many nonlinear behaviors [123, 135]. Reviews of muscle dynamics modeling and identification can be found in [57, 103, 123, 132].
1.2.3 Model-Based Control

As one would expect, the development of model-based NMES controllers has grown with the better understanding of the NMES dynamics. This body of work includes adaptive control [3, 13, 63], sliding mode control [51, 60], robust control [83, 110, 111], backstepping control [107], optimal control [22, 121, 113, 117], neural network control [41, 104, 112, 109], and fuzzy logic control [102]. In [3], a low-dimensional adaptive controller was proposed for a redundant hybrid neuroprosthesis by first transforming the original muscle stimulation dynamics into a lower-dimensional system with principal component analysis. Bernotas et al. [13] designed a discrete-time adaptive controller based for a electrically-stimulated cat tibialis anterior muscles, and its performance was evaluated on the basis of the stability and response to step, ramp and sinusoidal inputs. Jezernik et al. [51] designed a sliding mode controller that accounted for the second-order Ca\(^{2+}\) dynamics. In [110], a dynamic robust control was designed to compensate for uncertainties in the muscle-knee joint mechanical dynamics and stimulation dynamics. In [112, 109], system uncertainties were handled by employing a neural network-based controller. Some control schemes have been proposed to account for the system state/input time delay and muscle fatigue. For example, input time delay was compensated using Lyapunov-Krasovski functionals combined with robust controllers in [4, 5, 83, 98, 111]. A known, constant input delay was compensated by a predictor-based hybrid controller in [55]. Sharma and co-workers [12, 60, 59] showed that muscle fatigue of lower limbs during walking or swinging can be attenuated and delayed by a motor assist from a neuroprosthetic system using the feedback linearization technique. A model predictive controller and a second-order sliding mode controller were proposed in [12] and [60], respectively, after the muscle-joint model was linearized.

1.2.4 Adaptive Control for Nonlinearly Parametrized Systems

The NMES mechanical dynamics contains uncertain parameters that appear nonlinearly in the elastic and damping terms, i.e., it is a nonlinearly parametrized system. This makes the
use of adaptive control more difficult since classical adaptive schemes require the unknown parameters to appear linearly in the system model. As a result, most advanced NMES controllers that compensate for modeling uncertainties compensate for functional uncertainties; e.g., the neural network controllers in [41, 104, 112, 109] and the robust-like controllers in [51, 111]. One can argue that if the uncertainties are only parametric in nature, then such controllers are unnecessarily complex and conservative. Note that the adaptive controller in [63] assumes the NMES mechanical parameters appear linearly, while the adaptive controllers of [3, 13] use the update law to tune control parameters, not unknown plant parameters.

The design of adaptive controllers for nonlinearly parametrized systems is a nontrivial task. Since the mid 1990’s, some researchers have worked in this area and devised many interesting results. For example, [91] proposed an adaptation scheme for stabilization of systems with concave parameterizations. In [11], a min-max adaptive controller was designed for first-order nonlinear systems with concave/convex parameterizations which ensures tracking with prescribed precision. This result was extended in [62] to second-order nonlinear systems with extended matching condition. The concave/convex parameterization assumption of [11, 62] was removed in [77] to allow all nonlinear parameterizations where the parameters lie in a known compact set and appear through additive, continuous, scalar, nonlinear functions. In [86], it was shown how to convexify nonlinear parameterizations to enable the use of adaptive controllers for convexly parameterized nonlinear systems. The work in [33] proposed a semi-adaptive stabilization control law for convexly parameterized systems that switches between adaptive and robust controllers. In [87], an adaptive control for multilinearly parameterized systems was introduced that combines convex and concave reparameterizations to ensure stability. A simple, adaptive stabilization controller with a linear-in-parameter-like structure was designed in [50] for systems satisfying the extended matching condition with Lipschitzian parameterizations.
1.2.5 Adaptive Control for Systems with Unknown Control Coefficients

In comparison to the uncertain nonlinearly parametrized mechanical dynamics, the unknown muscle contractile and activation dynamics bring no less challenges. As is shown in Chapter 2 of this dissertation, the contractile and activation dynamics leads to functional uncertainties in the input channel. Therefore, the NMES adaptive control problem considering contractile and activation dynamics can be categorized as a system with unknown control coefficients.

The control of strict-feedback systems has attracted a wealth of ideas since the backstepping technique was proposed in [53] and extended in [67]. In [67], the adaptive backstepping technique was extended to strict-feedback systems with unknown, constant control coefficients. For the case where the control coefficients are unknown state-related functions, approximation-based adaptive control has been employed. The function approximation capability of neural networks were combined with adaptive control techniques in [39, 71, 96, 119, 125, 134] to retain the closed-loop stability properties in the presence of functional uncertainties. When applying neural networks to directly approximate the unknown control coefficient functions, the problem of loss of controllability inevitably arises because the approximated gains can approach to zero due to the neural network (NN) parameter adaptation. To overcome the singularity problem, [134] proposed a NN controller that incorporates an integral-type Lyapunov function where the signs and upper bounds of the control coefficients were assumed known. The use of the upper bound can potentially increase the control magnitude and lead to control saturation. In [39], a direct adaptive NN controller was introduced without the integral-type Lyapunov function but with more strict structural assumptions on the control coefficient; viz., the unknown control coefficient function is independent of certain system states. This assumption was relaxed in [119]; however, knowledge of the lower and upper bounds on the control coefficients were required. An alternative way to handle the singularity problem is to apply switching control [48, 49, 64, 130]. In [130],
a discontinuous, switching NN controller was proposed for single-input/single-output feedback linearizable systems where closed-loop stability was ensured by high gain feedback. Hysteresis switching strategies were introduced in [64] to avoid the singularity problem for fully linearizable systems; however, the control could cause chattering. The control discontinuity was removed in [49], where a smooth switching scheme between an adaptive linearizing control and a robust control around the singularity was applied.

In the context of NMES control, [17, 112, 121] used a dynamic robust controller combined with a NN feedforward term to deal with the unknown control coefficient and other modeling uncertainties. These results required high gain feedback to ensure stability. In [107], an online approximation of the nonlinear muscle contractile function was performed by a Normalized Radial Basis Function network which was then used in the backstepping control. In [2], a continuous switching between a NN controller with a single neuron and a sliding mode controller coupled to a recurrent NN was presented. Although the singularity problem was not an issue in [2] since the unknown control coefficient was simply estimated by a function without any adaptation, closed-loop stability was not guaranteed due to the optimization-based backpropagation learning algorithm of the recurrent NN.

1.2.6 Adaptive Control for Systems with Input Saturation

Like many practical systems, NMES control is subject to control input saturation. That is, the input signals are naturally constrained by physical limits; e.g., the stimulus voltage is limited to a range of values, or the pulse width of the stimulus signals delivered by electrodes is required to be non-negative and upper bounded. A control strategy that does not account for input saturation may result in degraded performance or loss of stability [116]. The input saturation problem is more challenging when an adaptive control scheme is used. In [36], it was mentioned that input saturation can have an adverse effect on the parameter update laws, leading to the deterioration of the control performance even in the unsaturated region.
In the past several decades, numerous design and analysis methods for adaptive control with input saturation were developed. For linear systems, two approaches are often used [14, 15, 136]. The first approach aims at minimizing the effects of input saturation by adding a compensation term to the nominal control (i.e., control design without considering input saturation) [136, 31]. The second approach is to correct the inconsistency between the controller output and the states of the controller by modifying the controller inputs [9, 10, 15, 56]. For nonlinear systems, the so-called Nussbaum gain has been used to handle input saturation [16, 36, 74, 122, 137, 138]. The Nussbaum gain was originally proposed in [90] during the design of an adaptive controller for a class of first-order linear systems without a priori knowledge of the sign of the control coefficients. Since then this method has been broadly used in adaptive control of systems with unknown control directions or unknown control coefficients [38, 73, 79, 129]. The Nussbaum gain is applicable when the derivative of the saturated input function is involved. In [122], two robust adaptive backstepping controllers with Nussbaum-type gains were proposed and closed-loop stability was proven by utilizing the properties of the Nussbaum functions. In [122], the saturated input was approximated by the hyperbolic tangent function plus an uncertainty, and the control design required an input filter that increased the system order. In [137], the Mean Value theorem was cleverly applied to avoid increasing the system order while using Nussbaum functions in the backstepping design process.

Few results exist in the NMES control literature that deal with input saturation. To the author’s best knowledge, the first consideration of input saturation was in [51], where a sliding mode control was designed for a NMES model represented by the second-order passive dynamics and the second-order Ca$^{2+}$ concentration dynamics. However, the control input in [51] was not assured to remain within the amplitude constraints. In [109], the NMES system with input saturation was considered including the first-order muscle fatigue dynamics and the first-order
activation dynamics. Unfortunately, closed-loop stability was only validated in the unsaturated region. Similar to [109], the more recent papers [6, 7] released an unsuccessful attempt to prove closed-loop stability regardless of the consideration of input saturation.

1.3 Dissertation Organization

We begin by introducing in Chapter 2 the full-order dynamic model of the quadriceps muscle group-knee joint stimulation system, which is composed of three subsystems: the passive mechanical dynamics, the knee joint contractile mechanics, and the muscle activation dynamics. Simplified versions of this full-order model will be used in the control designs of the following chapters.

In Chapter 4, a nonlinear tracking control strategy is proposed for the passive mechanical dynamics only where all nonlinear functions and parameters are assumed known. The control design is based on the backstepping technique [67], and an integral-type Lyapunov function is used to prove asymptotic tracking without violating the physical limits on the knee joint angular position. The purpose of this controller is to present the basic control design procedure that will be later extended to account for model uncertainties and more complete system models.

In Chapter 5, two solutions to the NMES adaptive tracking control problem with nonlinear parameterization are presented. We again consider only the passive mechanical dynamics. In Section 5.1, we use the approach in [50] to exploit the Lipschitzian parameterization of the NMES mechanical model to compensate for parametric uncertainties. The resulting discontinuous adaptive control ensures asymptotic tracking for angular position of the knee joint without violating its physical limits. In Section 5.2, we propose an alternative solution to the adaptive tracking control problem for the nonlinearly parametrized limb dynamics. Here, we take explicit advantage of the concavity or convexity of the model functions with respect to the nonlinear parameters. The foundation for the second design is the adaptive strategy introduced in [9, 62]; however, we introduce a few modifications to simplify the resulting control algorithm. Since our
mechanics dynamics are of order two, we first employ a filtered tracking error [21] to convert it into a first-order system. We also bypass the min-max optimization procedure since our main control objective is closed-loop stability. Finally, we utilize a simple projection algorithm on some of the parameter estimates which facilitates the Lyapunov stability analysis and control implementation. The adaptive control in this section is continuous and shown to ensure practical tracking for the angular position/velocity of the limb. Simulation results are provided to demonstrate the performance of both adaptive controllers. The main contribution of this chapter is that, to the best of our knowledge, the proposed adaptive controls are the first to directly account for the nonlinearly parameterized dynamics of the human shank-knee joint. The work in this chapter appeared in [126, 127].

In Chapter 6, we present two robust adaptive tracking control designs for the nonlinearly parameterized shank dynamics in the presence of disturbance torques based on the strategies proposed in Chapter 5. Our first design modifies the discontinuous adaptive control in Section 5.1 by replacing the signum function with a hyperbolic tangent function. A robust term is applied to handle the disturbance torques and the error caused by the function replacement. The second robust adaptive controller is based on the concavity or convexity of the model functions. Different from the adaptive approach in Section 5.2, we simplify the design of the tuning functions by removing the numerical solution of some nonlinear functions to alleviate the computational burden. For both controllers, we prove practical tracking for the angular position of the shank. A verification of the control performance is provided in the form of computer simulations, where the proposed control algorithms are compared with the dynamic robust control from [112]. The main contributions of this chapter are: 1) The robust adaptive techniques can compensate for external disturbances and unmodeled elastic effects; and 2) Both control laws are continuous, which is required for further control design extension and implementations.
In Chapter 7, we propose two NN-based control strategies for the NMES dynamic model where the passive mechanical dynamics and the unknown muscle contractile mechanics are considered simultaneously. The first design is based on the integral-type Lyapunov function proposed in [134] that avoids the singularity problem in the control coefficient estimation. The NN approximation is used to estimate all uncertainties in the dynamics while initial condition sensitivity is attenuated by modifying the integral-type Lyapunov function. We then propose a new NN-based controller that accounts for input saturation. The second control law is based on the Nussbaum gain and is capable of handling the input saturation without performance degradation. Both controllers ensure practical tracking for the shank position. Again, the control performance is illustrated by computer simulations. The contributions of this chapter include: 1) High gain feedback is not required for compensating for the uncertainties in the NMES model; 2) Large control input transients can be attenuated; and 3) We rigorously account for input saturation in the control design and analysis.

In Chapter 8, we augment the NMES model from Chapter 7 with the muscle activation dynamics. Under the assumption that the state of the activation dynamics is unmeasurable, we present two partial-state feedback control strategies for stabilizing the resulting, third-order NMES model. In the first design, we assume exact model knowledge and use a model-based state observer to estimate the unmeasurable state. A model-based controller based on the estimated state is formulated to guarantee asymptotic tracking. In the second design, we consider that muscle activation dynamics is subject to parametric uncertainty. In this case, we apply a filter design inspired by [67] coupled with an adaptive control law to again prove asymptotic tracking. Simulations are conducted to demonstrate the performance of the filter-based partial-state feedback controller. The contribution of this chapter is that a rigorous stability analysis is conducted for combined observer/filter-controller system.

Finally, conclusions and directions for future work are presented in Chapter 9.
Chapter 2 Muscle-Joint Stimulation Dynamics

The foundation of any model-based controller is an accurate mathematical model of the dynamic system under control. In the case of the NMES system, the derivation of such a model is virtually hard to achieve even for a single muscle-joint dynamics of the human shank due to the complex relationships of the electrical stimulus-muscle activation, muscle length-force, contraction velocity-force, and muscle-joint stiffness and damping effects. In this chapter, we present the full-order, nonlinear physiological and mechanical dynamics of the quadriceps muscle group-knee joint stimulation based on what is known in the literature. The resulting full-order model has order four with some of its terms being determined empirically via experimentation.

2.1 Overview

This section provides an overview of the nature of the electrically-stimulated quadriceps muscle-joint system. The physiological and mechanical phenomena includes two levels: passive dynamics and active dynamics. The passive dynamics, also known as the body-segmental mechanical dynamics, represents the macroscopic body-segment movements governed by Newton’s second law. Similar to most robot manipulator dynamics, passive dynamics in muscle-joint systems describes the relationship between the torque and joint angle by a second-order differential equation including elastic, viscous (damping), and gravitational joint moments. The control input of the passive dynamics is the torque applied to the joint. See Figure 2.1(c) for a block diagram of the passive dynamics.

The active dynamics, on the other hand, describes the generation of the joint torque from the electrode stimulus. These dynamics include two distinct mechanisms that interact to determine the force developed by the quadriceps muscle group: 1) the activation dynamics and 2) the contractile mechanics. For a patient suffering a disconnection between the quadriceps motor neurons and CNS, the activation dynamics refers to the release of nerve action potentials by means of NMES,
Figure 2.1: (a) the activation dynamics; (b) contractile mechanics; (c) passive dynamics.
which affects the muscle force by the state of muscle activation. Although NMES is often regarded as "muscle stimulation", the electrical stimulus activates the motor neurons rather than muscle fibers because the threshold for electrical stimulation of the motor axons is far below that of the muscle fibers [84]. In NMES, pulsed currents are applied as stimulus input signals. Each pulse releases a separate action potential in the neurons that are depolarized above the threshold [103]. Muscle force output is determined by the pulse amplitude, pulse duration, pulse frequency, and the muscle fatigue state [17]. Pulse amplitude and duration determine the total number of motor neurons that are recruited and is referred to as spatial summation. Each pulse can cause a twitch in the muscle fibers. An interesting phenomenon occurs when a subsequent pulse is applied before the previous twitch finishes. In this case, the two twitches superimpose and a higher muscle force is generated. This effect is often called temporal summation. When the pulse frequency is higher than a threshold called fusion frequency, a continuous muscle force output can be achieved [17]. However, a higher frequency may cause faster muscle fatigue. Therefore, modulation of the pulse amplitude and width is usually used in NMES control while the pulse frequency is kept constant and as low as possible to maintain a continuous force output [93]. The muscle activation status is consequently considered as the product of the spatial summation (a nonlinear recruitment curve of the pulse duration/amplitude-activation relationship) and the temporal summation (a nonlinear frequency-activation relationship), which serve as an input to the Ca$^{2+}$ dynamics [45]. A fatigue model can be incorporated given that the muscle fatigue state increases with rising pulse frequency. The time delay factor can also be taken into consideration given the finite conduction velocities in the membrane system and delays from the chemical reactions involved [102]. See Figure 2.1(a) for a block diagram of the activation dynamics.

Contractile mechanics determines the forces generated in response to changes in muscle length when the level of activation remains constant [57]. The contractile mechanics in quadriceps are
computed as a function of the maximum isometric muscle force (the contraction force tested under the condition of constant muscle length), a normalized force-length relationship, and a normalized force-velocity relationship. The interactions between the contractile mechanics and the activation dynamics were studied in [57], although the full nature of these interactions is not fully understood. Specifically, the contractile mechanics is known to change dramatically based on the level of activation, but the activation dynamics itself is affected by the contractile mechanics via a feedback mechanism. Since this feedback interaction is poorly understood, it is not considered here. See Figure 2.1(b) for a block diagram of the contractile mechanics.

2.2 Mathematical Model

The full dynamic model of the quadriceps muscle group is presented in this section. For simplicity, the quadriceps muscle group is considered as a single muscle.

2.2.1 Passive Dynamics

Based on the principles introduced in previous Section 2.1, we consider the following musculoskeletal passive dynamics for the shank using the leg extension machine from [29, 34, 111]

\[ J\ddot{\theta} + K(q) + B(\dot{\theta}) + G(q) = \tau \]  

(2.1)

where \( q(t) \in \mathbb{R} \) represents the shank angular position about the knee joint,

\[ K(q) = k_1 \exp(-k_2q)(q - q_0) \]  

(2.2)

is the elastic moment,

\[ B(\dot{\theta}) = b_1\dot{\theta} + b_2\tanh(b_3\dot{\theta}) \]  

(2.3)

denotes the damping moment,

\[ G(q) = mgl\sin(q) \]  

(2.4)

is the gravitational moment, \( \tau \in \mathbb{R} \) is the torque created by electrode stimulation of the quadricep muscles, \( J \) and \( m \) represent the constant inertia and mass of the shank/machine combination, respectively, and \( l \) is the distance between the knee joint and center of the mass of
the shank/machine. All elastic parameters $k_i$ and damping parameters $b_i$ in (2.2) and (2.3) are positive and constant. The leg extension machine in [29, 34, 111] was designed with the user in sitting position such that the vertical position for the free-swinging shank is $q = 0$, and $q > 0$ when the knee joint extends (see Figure 2.2). Note that the human knee joint is not capable of moving beyond the following approximate limits

$$|q(t)| < \frac{\pi}{2}, \forall t \geq 0. \quad (2.5)$$

Also, notice that the elastic moment $K(q)$ does not vanish at $q = 0$ because of the existence of a non-zero, resting knee angle $q_0$ [29].

![Figure 2.2: Depiction of the lower limb with electrode stimulation of the quadriceps muscle.](image)

### 2.2.2 Contractile Mechanics

The torque acting on the knee joint is generated through the muscle tendon contraction force $F_T$ by

$$\tau = \varsigma(q)F_T \quad (2.6)$$

where $\varsigma(q) \in \mathbb{R}$ is the moment arm that changes with the extension and flexion of the shank. The work in [102, 66] showed that the moment arm of the quadriceps muscle can be modeled by the
following continuously differentiable, positive, bounded function

\[ \zeta(q) = n_1 \exp \left( -n_2 q^2 \right) \sin(q) + n_3, \]  

(2.7)

where all \( n_i \) are positive constants. Note that the derivative of (2.7) with respect to \( q \) is also bounded. The force produced by the tendon is modeled as [102]

\[ F_T = F \cos a_q(q) \]  

(2.8)

where \( F \in \mathbb{R} \) is the force generated by muscle fibers, \( a_q(q) \) is the pennation angle between the tendon and the direction of the muscle fibers. Note that \( a_q(q) \) is a continuously differentiable, positive, monotonic, bounded function with bounded first derivative [105]. The muscle force \( F(q, \dot{q}, t) \) is defined as [102, 109]

\[ F = F_m \eta_l(q) \eta_v(q, \dot{q}) \varphi(t) a_c(t), \]  

(2.9)

where \( F_m \in \mathbb{R} \) is the constant maximum isometric muscle force, \( \varphi(t) \in \mathbb{R} \) is the muscle fatigue state, \( a_c(t) \in \mathbb{R} \) is the intermediate normalized muscle activation state, the nonlinear functions \( \eta_l(q) \in \mathbb{R} \) and \( \eta_v(q, \dot{q}) \in \mathbb{R} \) represent the normalized force-length and normalized force-velocity relations, respectively, defined as [102, 44]

\[ \eta_l = \exp \left( -\frac{(\bar{l} - 1)^2}{\varepsilon} \right), \]

(2.10)

\[ \eta_v = m_1 \arctan (m_2 \bar{v} + m_3) + m_4, \]

(2.11)

where \( \bar{l} \in \mathbb{R} \) is the muscle length normalized with respect to the optimal muscle length \( l_{\text{opt}} \) (the muscle length at \( F = F_m \)), i.e., \( \bar{l} = l_m/l_{\text{opt}} \) with \( l_m = C + \int_0^q \zeta(q) dq, C > 0 \) being the muscle length, \( \varepsilon \) is called the shape factor, \( \bar{v} \) is the muscle velocity normalized with respect to the maximum muscle contraction velocity \( v_{\text{max}} \), i.e., \( \bar{v} = v/|v_{\text{max}}| \) with \( v = dl_m/dt \) denoting the muscle velocity such that \( v < 0 \) for muscle contraction. This accounts for the phenomena where the muscle force monotonically decreases when the contraction velocity increases and approaches zero as the contraction velocity is approaches \( v_{\text{max}} \). The muscle velocity \( v \) is related to the knee
angle $q$ and angular velocity $\dot{q}$ by [102]

$$v = \dot{q}c(q). \quad (2.12)$$

### 2.2.3 Activation Dynamics

The muscle activation state can be modeled as a critically-damped, second-order linear system representing the release and absorption of $Ca^{2+}$. In [107], this critically-damped response was approximated by the following first-order equation for simplicity

$$\dot{a}_c = -wa_c + wa_r(u_w)a_f(u_f) \quad (2.13)$$

where $w > 0$ is the unknown time constant for $Ca^{2+}$ dynamics, and $u_w(t), u_f(t) \in \mathbb{R}$ are the pulse width and pulse frequency modulation signals evoked from the external stimulation device, respectively. The nonlinear functions $a_r: \mathbb{R} \rightarrow [0, 1]$ and $a_f: \mathbb{R} \rightarrow [0, 1]$, which represent the recruitment process and frequency characteristic relations, respectively, are given by [101]

$$a_r(u_w) = \rho_1[(u_w - u_{thr}) \arctan(c_{thr}(u_w - u_{thr})) - (u_w - u_{sat}) \arctan(c_{sat}(u_w - u_{sat}))] + \rho_2 \quad (2.14)$$

$$a_f(u_f) = \frac{(uvf)^2}{1 + (uvf)^2} \quad (2.15)$$

where $u_{thr} \in \mathbb{R}$ and $u_{sat} \in \mathbb{R}$ denote the pulse width values corresponding to the threshold and saturation, respectively (i.e., the minimum pulse width for which muscle contraction is observed when the shank is at rest position and at fully extended position, respectively), $c_{thr} \in \mathbb{R}, c_{sat} \in \mathbb{R}$ are positive constants selected to adjust the curvatures of the recruitment curve in the threshold and saturation areas, $\rho_1, \rho_2 \in \mathbb{R}$ are positive constants that scale the recruitment curve to ensure that $a_r(0) = 0$ and $a_r(u_w \rightarrow \infty) \rightarrow 1$, and $fu \in \mathbb{R}$ is the constant shape factor. Note that (2.14) is monotonic and continuous for all $u_{thr}$. Therefore, $u_w$ can be uniquely determined by

$$u_w = a_r^{-1} \quad \text{for } 0 < a_r < 1 \quad (2.16)$$

where $a_r^{-1}$ is the inverse function of (2.14). Since a constant and low pulse frequency $u_f$ is
typically used during NMES control to delay the muscle fatigue, we consider $a_f(u_f) = B$ where $B \in (0, 1)$ is a constant. From (2.13) and (2.14), it can be shown that $a_c(t) \in [0, 1]$ for all $t \geq 0$.

The muscle fatigue variable $\varphi(t)$ is given by the following first-order differential equation

$$\dot{\varphi} = \frac{\lambda(u_f)}{T_f} (\varphi_{\min} - \varphi) a_c + \frac{1}{T_r} (1 - \varphi) (1 - \lambda(u_f) a_c)$$

where $T_f, T_r > 0$ are unknown time constants for the fatigue and the recovery phase in the quadriceps, respectively, $\varphi_{\min} \in [0, 1]$ is an unknown constant representing the minimum fatigue state, $\lambda(u_f)$ is a function of the stimulation frequency defined as

$$\lambda(u_f) = 1 - \beta + \beta \left( \frac{u_f}{100} \right)^2,$$

for $u_f < 100$ Hz

where $0 < \beta < 1$ is a constant shape factor. Notice that since $u_f(t)$ is considered a constant, $\lambda(u_f)$ from (2.18) is constant as well, and $\lambda(u_f) \in (0, 1)$. Since $a_c(t) \in [0, 1]$ for $t \geq 0$, it then can be shown that $\varphi \in [\varphi_{\min}, 1]$. Specifically, $\varphi = 1$ when the muscle is fully rested, and $\varphi = \varphi_{\min}$ when the muscle is fully fatigued [109].

The time delay of the muscle response to the stimulus is not considered in this dissertation. Readers are referred to [52, 83] and the references therein for information on the time delay issue.
Chapter 3 Mathematical Background

This chapter presents some mathematical definitions, notations, and results that will be used in the rest of the dissertation.

3.1 Lipschitzian Functions

The definition of a Lipschitzian function followed by the statement of a useful related lemma from [131] are presented below.

**Definition 1** The function \( f(x, \lambda) : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R} \) is said to be *Lipschitzian* in \( \lambda \) if there is a continuous function \( 0 \leq L(x) < \infty \) such that

\[
| f(x, \lambda) - f(x, \bar{\lambda}) | \leq L(x) | \lambda - \bar{\lambda} | \tag{3.1}
\]

where \( \bar{\lambda} \in \mathbb{R} \).

**Lemma 1** For any \( \eta \in \mathbb{R} \) and Lipschitzian function \( f(x, \lambda) \), the following inequality holds

\[
\eta f(x, \lambda) \leq \eta [ f(x, \bar{\lambda}) + \text{sgn}(\eta) L(x) | \lambda - \bar{\lambda} |] \tag{3.2}
\]

where \( \text{sgn}(\cdot) \) is the signum function and \( L(x) \) is the Lipschitz bounding function from Definition 1.

3.2 Convex and Concave Functions

**Definition 2** A \( C^1 \) function \( f(\lambda) : \mathbb{R} \rightarrow \mathbb{R} \) is said to be *convex* on \( \Theta = [\lambda_{\min}, \lambda_{\max}] \) if

\[
f(\mu \lambda_1 + (1 - \mu) \lambda_2) \leq \mu f(\lambda_1) + (1 - \mu) f(\lambda_2), \tag{3.3}
\]

and *concave* if

\[
f(\mu \lambda_1 + (1 - \mu) \lambda_2) \geq \mu f(\lambda_1) + (1 - \mu) f(\lambda_2), \tag{3.4}
\]

\( \forall \lambda_1, \lambda_2 \in \Theta \) and \( \forall \mu \in [0, 1] \).
Lemma 2 For any $C^1$ function $f (\lambda) : \mathbb{R} \to \mathbb{R}$ that is convex on $\Theta$: 

$$f' (\lambda_{\min}) \leq f' (\lambda) \leq f' (\lambda_{\max}), \ \forall \lambda \in \Theta. \quad (3.5)$$

If the function is concave, then

$$f' (\lambda_{\min}) \geq f' (\lambda) \geq f' (\lambda_{\max}), \ \forall \lambda \in \Theta. \quad (3.6)$$

The following is a corollary to Lemma 2, whose proof is given in the Appendix B.

Corollary 3 For any $C^1$ function $f (\lambda) : \mathbb{R} \to \mathbb{R}$ that is convex on $\Theta = [\lambda_{\min}, \lambda_{\max}]$ and for any $\lambda \in \Theta$,

$$f (\lambda) - f (\lambda_{\min}) + (\lambda_{\min} - \lambda) f' (\lambda_{\min}) \geq 0 \quad (3.7a)$$

$$f (\lambda) - f (\lambda_{\max}) + (\lambda_{\max} - \lambda) f' (\lambda_{\min}) \leq 0. \quad (3.7b)$$

If the function is concave, then

$$f (\lambda) - f (\lambda_{\min}) + (\lambda_{\min} - \lambda) f' (\lambda_{\min}) \leq 0 \quad (3.8a)$$

$$f (\lambda) - f (\lambda_{\max}) + (\lambda_{\max} - \lambda) f' (\lambda_{\min}) \geq 0. \quad (3.8b)$$

The proof of Corollary 3 can be found in Appendix B.

3.3 Neural Networks

For feedback control purposes, the function approximation property of neural networks is of key importance. The two-layer NN is the simplest to have this property and thus will be used in this work.

Theorem 4 [19, 71] Let $f : \mathbb{R}^n \to \mathbb{R}^m$ be a continuous function. Then, there exists a two-layer NN such that

$$f (x) = W^T S (V^T x) + \delta (x), \ \forall x \in \Theta, \quad (3.9)$$

The proof of Lemma 2 is omitted since the results can be easily verified by graphical means.
where \( \Theta \) is a compact set, \( \bar{x} = [x^T, 1]^T \) is the input vector, \( V = [v_1, ..., v_L] \in \mathbb{R}^{(n+1) \times L} \) is the input-to-activation layer weight matrix, \( W \in \mathbb{R}^{L \times m} \) is the activation layer-to-output layer weight matrix, \( L > 1 \) represents the number of activation layer neurons,

\[
S(V^T \bar{x}) = [s(v_1^T \bar{x}), ..., s(v_{L-1}^T \bar{x}), 1]^T \in \mathbb{R}^L
\]

is the activation layer with the sigmoid function

\[
s(x) = \frac{1}{1 + e^{-\sigma x}}, \quad \sigma > 0,
\]

(3.10)

and \( \delta(x) \) is the NN approximation error satisfying \( \|\delta(x)\| < \delta \), which decreases as \( L \) increases.

In the following, let \( \|\cdot\|_F \) denote the Frobenius norm of a matrix, \( \|\cdot\| \) the 2-norm of a vector, and \( \|\cdot\|_1 \) the 1-norm of a vector.

**Lemma 5** [133] For NN approximator (3.9), the estimation error can be expressed as

\[
\hat{W}^T S \left( \hat{V}^T \hat{y} \right) - W^T S \left( V^T \hat{y} \right) = \hat{W}^T \left( \hat{S} - \hat{S}' \hat{V}^T \hat{y} \right) + \hat{W}^T \hat{S}' \hat{V}^T \hat{y} + d_u,
\]

where \( \hat{S} = S \left( \hat{V}^T \hat{y} \right) \), \( \hat{S}' = \text{diag} \{ \hat{s}_1', \hat{s}_2', ..., \hat{s}_L' \} \) with \( \hat{s}_i' = \frac{d[s(x)]}{dx} \big|_{x = v_i^T \hat{y}}, \ i = 1, ..., L \), and the residual term \( d_u \) is bounded by

\[
|d_u| \leq \|V\|_F \|\hat{y}(\hat{W}^T \hat{S}')\|_F + \|W\| \|\hat{S}' \hat{V}^T \hat{y}\| + \|W\|_1.
\]

### 3.4 Nussbaum Function

**Definition 3** Any continuous function \( N : \mathbb{R} \to \mathbb{R} \) is a function of Nussbaum type if it has the following properties

\[
\lim_{s \to -\infty} \sup \frac{1}{s} \int_0^s N(\zeta) \, d\zeta = +\infty \quad (3.11a)
\]

\[
\lim_{s \to +\infty} \inf \frac{1}{s} \int_0^s N(\zeta) \, d\zeta = -\infty.
\]

(3.11b)

In this dissertation, the even Nussbaum function

\[
N(\zeta) = \zeta^2 \cos(\omega \zeta)
\]

(3.3)
will be used, where $\omega > 0$ is a control gain.

**Lemma 6** [38, 122] Let $V(t)$ and $\zeta(t)$ be continuous functions defined on $[0, t_f]$ with $V(t) \geq 0$, $\forall t \in [0, t_f]$, and $N(\zeta)$ be the even Nussbaum function in (3.3). If the following inequality holds

$$V(t) \leq c_0 + e^{-c_1 t} \int_0^t [g(\tau) N(\zeta) + 1] \dot{\zeta}(\tau) e^{c_1 \tau} d\tau, \quad \forall t \in [0, t_f),$$

where $c_0, c_1 > 0$ are constants and $g(t)$ is a time-varying parameter which takes values in the unknown interval $I = [l^-, l^+]$ with $0 \notin I$, then $V(t)$, $\zeta(t)$, and $\int_0^t g(t) N(\zeta) \dot{\zeta} d\tau$ must be bounded on $[0, t_f)$.

The proof of Lemma 6 can be found in [122] when $\omega = \pi/2$ in (3.3). For any $\omega = n\pi$ with $n > 0$, the proof is similar and hence not shown in this report.

### 3.5 Other

**Lemma 7** [95] The inequality

$$0 \leq |\eta| - \eta \tanh \left( \frac{\eta}{\varepsilon} \right) \leq c \varepsilon$$

holds for any $\varepsilon > 0$ and any $\eta \in \mathbb{R}$, where $c = 0.2758$.

**Lemma 8** For matrices $A, B \in \mathbb{R}^{m \times n}$, the following relation holds

$$\text{tr} \left\{ A^T A \right\} + \text{tr} \left\{ B^T B \right\} \geq -2\text{tr} \left\{ A^T B \right\},$$

where $\text{tr}\{\cdot\}$ denotes the matrix trace.

Finally, the following definitions will be used for notation simplification. For any vector $y = \{y_i\} \in \mathbb{R}^n$ where $y_i \in [y_{i\min}, y_{i\max}]$,

$$|y| := \{|y_i|\}, \quad y_{\max} := \{y_{i\max}\}, \quad \text{and} \quad y_{\min} := \{y_{i\min}\}.$$  

(3.6)
Chapter 4 Model-Based Control: The Basic Idea

Tackling the NMES control problem for the full-order dynamic model described in Chapter 2 in a rigorous manner is very difficult. Thus, most results in the literature make the problem tractable by considering reduced-order system models. We follow the same approach here and consider only the passive dynamics in this chapter with subsequent chapters accounting for some of the other subsystems.

4.1 Problem Statement

Consider the passive dynamics in (2.1) rewritten as follows

\[
J \ddot{q} + h(q, \dot{q}) = \tau
\]

(4.1)

where

\[
h(q, \dot{q}) = K(q) + B(\dot{q}) + G(q)
\]

(4.2)

and \( \tau \) is the control input. Our control objective is to design \( \tau = \tau(q, \dot{q}, t) \) to asymptotically track any bounded \( C^2 \) reference trajectory \( q_d(t) \) satisfying \( \sup |q_d(t)| < \pi/2 \) and \( (\dot{q}_d(t), \ddot{q}_d(t)) \in L_\infty \) without violating the constraint in (2.5). We assume for now that no uncertainties exist in (4.1).

To construct our controller, we define the tracking error as

\[
e = q - q_d.
\]

(4.3)

By defining \( p = \inf q_d(t) \) and \( P = \sup q_d(t) \) and imposing the following constraint

\[
-\frac{\pi}{2} - P < e < \frac{\pi}{2} - p,
\]

(4.4)

we ensure (2.5) holds.

4.2 Backstepping Control Design

The backstepping control design approach [67] for (4.1) involves two steps.

Step 1:

Let

\[
z_1 = e
\]

(4.5)
and write the $z_1$-dynamics as

$$\dot{z}_1 = \dot{e} = \alpha + z_2$$  \hfill (4.6)

where

$$z_2 = \dot{e} - \alpha$$  \hfill (4.7)

and $\alpha$ is a virtual control signal to be designed.

Define the following positive-definite function

$$V_1(z_1) = \int_{0}^{z_1} \frac{s}{(s-a)(b-s)} \, ds$$  \hfill (4.8)

where

$$a = -\frac{\pi}{2} - P \quad \text{and} \quad b = \frac{\pi}{2} - p.$$  \hfill (4.9)

This choice of "barrier" function stems from the need to satisfy (4.4). That is, note that

$$V_1(z_1) \to \infty \text{ as } z_1 \to a, b.$$  \hfill (4.10)

Taking the derivative of (4.8) along (4.6) yields

$$\dot{V}_1 = \frac{z_1 \dot{z}_1}{(z_1-a)(b-z_1)} - \frac{z_1 \dot{z}_2}{(z_1-a)(b-z_1)} + \frac{z_1 \alpha}{(z_1-a)(b-z_1)}.$$  \hfill (4.11)

By designing

$$\alpha = -c_1 z_1(a - b - z_1)$$  \hfill (4.12)

where $c_1 > 0$ is a control gain, we obtain

$$\dot{V}_1 = -cz_1^2 + \frac{z_1 \dot{z}_2}{(z_1-a)(b-z_1)}.$$  \hfill (4.13)

Step 2:

The dynamics of the error variable (4.7) is given by

$$J \ddot{z}_2 = J(\ddot{e} - \dot{\alpha})$$

$$= \tau - h(q, \dot{q}) - J(\ddot{q}_d + \dot{\alpha})$$  \hfill (4.14)
where (4.7), (4.1) and (4.3) were used,
\[
\dot{\alpha} = c_1 \dot{e} \left[ 3z_1^2 - 2(a + b)z_1 + ab \right].
\] (4.15)

We now define the positive-definite function
\[
V(z_1, z_2) = V_1 + \frac{1}{2} Jz_2^2,
\] (4.16)
whose derivative along (4.14) is given by
\[
\dot{V} = -cz_1^2 + \frac{z_1 z_2}{(z_1 - a)(b - z_1)} + z_2 \left[ \tau - h(q, \dot{q}) - J(\ddot{q}_d + \dot{\alpha}) \right].
\] (4.17)

We now are ready to present our main result of this chapter.

**Theorem 9** The model-based control law
\[
\tau = -cz_2^2 + h + J(\ddot{q}_d + \dot{\alpha}) - \frac{z_1}{(z_1 - a)(b - z_1)},
\] (4.18)
where \(c_2 > 0\) is a control gain, ensures \((e, \dot{e}) = 0\) is asymptotically stable (AS) and the boundedness of all other signals.

**Proof.** Substituting (4.18) into (4.17) yields
\[
\dot{V}(z_1, z_2) = -c_1 z_1^2 - c_2 z_2^2,
\] (4.19)
which implies that \(\dot{V}\) is negative definite. Therefore, \(V(z_1, z_2)\) is a Lyapunov function and \((z_1, z_2) = 0\) is AS [58]. Since \(\alpha(z_1 = 0) = 0\), we know from (4.5) and (4.7) that \((e, \dot{e}) = 0\) is AS. Since \((q_d(t), \dot{q}_d(t), \ddot{q}_d(t)) \in L_\infty\) by design, we know \(\dot{q}(t) \in L_\infty\). Therefore, we know from (4.15) and (4.18) that \(\tau(t) \in L_\infty\). Finally, it follows from (4.1) that \(\ddot{q}(t) \in L_\infty\).  

Chapter 5 Adaptive Control

In this chapter, we consider that the parameters in (2.1) are uncertain. To deal with this parametric uncertainty, we will formulate two adaptive control laws. What makes the adaptive NMES design challenging is that fact that some of the parameters appear non-linearly in the model. In the first adaptive control strategy, we will take advantage of the Lipschitzian nature of the functions where the parameters appear and apply the discontinuous adaptive control design proposed in [50]. In the second design, we will take explicit advantage of the concavity or convexity of the model functions with respect to the nonlinear parameters, and a continuous adaptive controller with tuning functions inspired by [11] is proposed.

5.1 Discontinuous Adaptive Controller

In this section, we present a solution to the NMES adaptive tracking control problem with non-linear parametrization. We consider only the dynamics of the human shank-knee joint model. Our design uses the approach in [50] to exploit the Lipschitzian parameterization of the NMES mechanical model to compensate for parametric uncertainties. Our adaptive control ensures asymptotic tracking for the angular position and velocity of the shank movement.

5.1.1 Problem Statement

Similar to Section 4.1, our control objective is to design \( \tau = \tau(q, \dot{q}, t) \) to asymptotically track any bounded \( C^2 \) reference trajectory \( q_d(t) \) satisfying \( \sup |q_d(t)| < \pi/2 \) and \( (\dot{q}_d(t), \ddot{q}_d(t)) \in \mathcal{L}_{\infty} \) but under the constraint that all parameters in (2.1) are uncertain. For the sake of the subsequent adaptive design, (2.2) will be separated into the sum of two distinct terms, i.e.,

\[
K(q) = k_1 \exp(-k_2 q) q - k_3 \exp(-k_4 q),
\]

where \( k_3 = k_1 q_0 \) and \( k_4 = k_2 \). We assume the parameters that appear non-linearly in (2.1)-(2.4), viz., \( k_2, k_4, \) and \( b_3 \), lie in a known compact set. This assumption is required because our Lipschitz bounding functions \( L \) will be designed based on the convexity/concavity of the nonlinear functions
in $K(q)$ and $B(\dot{q})$. The assumption may be unnecessary if other choices for $L$ are made.

To quantify the parametric uncertainty, we define the estimate of the unknown parameter or unmeasurable state $\bullet(t)$ to be $\hat{\bullet}(t)$ with the corresponding parameter estimation error being denoted by $\dot{\bullet}(t) = \hat{\bullet}(t) - \bullet$ or $\ddot{\bullet}(t) = \hat{\bullet}(t) - \bullet(t)$. Finally, if parameter $\bullet$ lies in a compact set, then $\bullet \in [\bullet_{\min}, \bullet_{\max}]$ where $\bullet_{\min}$ and $\bullet_{\max}$ are known positive constants.

5.1.2 Control Design

We will again follow the backstepping procedure introduced in Section 4.2. Step 1 of the design process will be identical to the one for the model-based controller since the uncertain parameters do not appear in this step. That is, we use the same Lyapunov function candidate (4.8) and, as a result, the same virtual control signal $\alpha$ given by (4.12).

In Step 2, we rewrite (4.14) as

$$Jz_2 = \tau - W(q, \dot{q}, t)\theta + \sum_{i=1}^{3} \sigma_i f_i(x_i, \lambda_i)$$  (5.2)

where

$$W = [\dot{q} \quad g \sin(q) \quad \dot{q}_d + \dot{\alpha}_1],$$  (5.3)

$$\theta = [b_1, ml, J]^T, \quad \sigma_1 = k_1, \quad \sigma_2 = k_3, \quad \text{and} \quad \sigma_3 = b_2$$

are the parameters that appear linearly in (4.14), $\lambda_1 = k_2$, $\lambda_2 = k_4$, and $\lambda_3 = b_3$ are the parameters that appear nonlinearly, $x_1 = x_2 = q$, and $x_3 = \dot{q}$, and

$$f_1(x_1, \lambda_1) = -q \exp(-k_2q), \quad f_2(x_2, \lambda_2) = \exp(-k_4q), \quad f_3(x_3, \lambda_3) = -\tanh(b_3\dot{q}).$$  (5.4)

We now introduce the positive-definite, radially unbounded function

$$V_2 = V_1 + \frac{1}{2} Jz_2^2 + \frac{1}{2} \left( \theta^\top \Gamma^{-1} \theta + \sum_{i=1}^{3} \gamma_i^{-1} \dot{\sigma}_i^2 + \sum_{i=1}^{3} \beta_i^{-1} \dot{\lambda}_i^2 \right)$$  (5.5)

where $\Gamma > 0 \in \mathbb{R}^{3\times3}$ is constant and diagonal, $\gamma_i, \beta_i > 0$ are constants, and

$$\Lambda_i = (\lambda_i - \lambda_{i\min}) \sigma_i.$$  (5.6)
After taking the derivative of (5.5) along (5.2), we obtain

\[
\dot{V}_2 = -c_1 z_1^2 + \frac{z_1 z_2}{(z_1 - a) (b - z_1)} + z_2 \left( \tau - W(q, \dot{q}, t) \dot{\theta} + \sum_{i=1}^{3} \sigma_i f_i(x_i, \lambda_i) \right) + \dot{\theta}^T \Gamma^{-1} \dot{\theta} + \sum_{i=1}^{3} \gamma_i^{-1} \dot{\sigma_i} \dot{\theta_i} + \sum_{i=1}^{3} \beta_i^{-1} \dot{\Lambda}_i \dot{\Lambda}_i \]

(5.7)

where (4.13) was used. Applying Lemma 1 to (5.7) yields

\[
\dot{V}_2 \leq -c_1 z_1^2 + \frac{z_1 z_2}{(z_1 - a) (b - z_1)} + z_2 \left( \tau - W(q, \dot{q}, t) \theta \right) + \sum_{i=1}^{3} z_2 \left[ \sigma_i f_i(x_i, \lambda_{i_{\min}}) + \text{sgn}(z_2) L_i(x_i) \Lambda_i \right] + \dot{\theta}^T \Gamma^{-1} \dot{\theta} + \sum_{i=1}^{3} \gamma_i^{-1} \dot{\sigma_i} \dot{\theta_i} + \sum_{i=1}^{3} \beta_i^{-1} \dot{\Lambda}_i \dot{\Lambda}_i.
\]

(5.8)

In Appendix A, we prove the existence of the Lipschitz bounding functions \( L_i(x_i) \).

The main result of this section is given in the following theorem.

**Theorem 10** The adaptive control law

\[
\tau = -c_2 z_2 - \frac{z_1}{(z_1 - a) (b - z_1)} - \sum_{i=1}^{3} \text{sgn}(z_2) L_i(x_i) \dot{\Lambda}_i + W(q, \dot{q}, t) \dot{\theta} - \sum_{i=1}^{3} f_i(x_i, \lambda_{i_{\min}}) \dot{\sigma_i},
\]

(5.9)

where \( c_2 > 0 \) is a control gain and

\[
\dot{\theta} = -\Gamma W(q, \dot{q}, t) z_2, \quad \dot{\sigma_i} = \gamma_i z_2 f_i(x_i, \lambda_{i_{\min}}),
\]

(5.10)

\[
\dot{\Lambda}_i = \beta_i z_2 \text{sgn}(z_2) L_i(x_i),
\]

ensures that

\[
(e(t), \dot{e}(t)) \rightarrow 0 \text{ as } t \rightarrow \infty
\]

(5.11)

and all signals are bounded.

**Proof.** Substituting (5.9) and (5.10) into (5.8) gives

\[
\dot{V}_2 \leq -c_1 z_1^2 - c_2 z_2^2.
\]

(5.12)
Given the form of (5.5) and (5.12), we can invoke Corollary 2 of [32] to show that that \((z_1(t), z_2(t), \dot{\theta}(t), \dot{\sigma}_i(t), \dot{\Lambda}_i(t)) \in \mathcal{L}_\infty\) and \((z_1(t) = e(t), z_2(t)) \to 0\) as \(t \to \infty\). From (4.12), we know that \(\alpha(z_1(t)) \to 0\) as \(t \to \infty\); therefore, we have that \(\dot{e}(t) \to 0\) as \(t \to \infty\) from (4.7). From (4.15), it is clear that \(\dot{\alpha}(t) \in \mathcal{L}_\infty\). The boundedness of \(\dot{\theta}, \dot{\sigma}_i,\) and \(\dot{\Lambda}_i\) are obvious from the definition of the parameter estimate and estimate error. Since \((q_d(t), \dot{q}_d(t)) \in \mathcal{L}_\infty\), we know that \((q(t), \dot{q}(t)) \in \mathcal{L}_\infty\).

The boundedness of \(W(q, \dot{q}; t), f_i(x, \lambda_{i_{\min}}),\) and \(L_i(x_i)\) are clear from (5.3), (5.4), and (A.7)-(A.9). We can now use (5.9) to see that \(\tau(t) \in \mathcal{L}_\infty\) and (5.10) to show that the adaptation laws are bounded. Finally, we know \(\dot{q}(t) \in \mathcal{L}_\infty\) from (2.1). 

5.1.3 Simulation

The performance of the proposed adaptive controller is illustrated via a simulation. The system parameters in (2.1) were set to

\[
J = 0.39 \text{ kg-m}^2/\text{rad}, \quad b_1 = 0.6 \text{ kg-m}^2/(\text{rad-s}), \quad b_2 = 0.1 \text{ kg-m}^2/(\text{rad-s}),
\]

\[
b_3 = 45 \text{ s/\text{rad}}, \quad k_1 = 7.9 \text{ kg-m}^2/(\text{rad-s}^2), \quad k_2 = 1.68 \text{ 1/\text{rad}},
\]

\[
k_3 = 6.21 \text{ kg-m}^2/\text{s}^2, \quad k_4 = 1.81 \text{ 1/\text{rad}}, \quad ml = 1.09 \text{ kg-m}.
\]

The compact sets for the nonlinear parameters were chosen as follows

\[
[k_{2_{\min}}, k_{2_{\max}}] = [k_{4_{\min}}, k_{4_{\max}}] = [1.0, 2.5] \text{ 1/\text{rad}}
\]

\[
[b_{3_{\min}}, b_{3_{\max}}] = [40, 105] \text{ s/\text{rad}}.
\]

The reference trajectory was set to

\[
q_d(t) = \frac{7\pi}{24} + \frac{\pi}{8} \left(1 - e^{-0.4t}\right) \sin \omega t \text{ rad},
\]

where \(\omega = 0.6\pi + 0.5\pi/[\cosh (0.6(t - 10))]\), which leads to to the parameters in (4.9) being

\(a = -2.88\) rad and \(b = 1.05\) rad. The initial conditions for the states were \(q(0) = 0.8\) rad and \(\dot{q}(0) = -0.3\) rad/s, while all parameter estimates were initialized to zero. The control and adaptation gains were selected by trial-and-error and set to \(c_1 = 3\), \(c_2 = 5\), \(\Gamma = \text{diag}\{1, 1, 0.5\}\),

\[\text{The differential equation governing the closed-loop dynamics has a discontinuous right-hand side due to (5.9) and (5.10). Therefore, the proof of stability requires the use of a LaSalle-Yoshizawa-like theorem for nonsmooth systems.}\]
\[ \gamma_1 = 1.5, \gamma_2 = 2, \gamma_3 = 3, \beta_1 = \beta_2 = 2, \text{ and } \beta_3 = 0.6. \]

Figure 5.1 shows \( q_d(t) \) versus \( q(t) \) and the corresponding position tracking error. Figure 5.2 shows \( \dot{q}_d(t) \) versus \( \dot{q}(t) \) and the control input, where the discontinuity of the control input can be observed.

The parameter estimates \( \hat{\theta}(t) \), \( \hat{\sigma}_i(t) \), and \( \hat{\Lambda}_i(t) \) are given in Figures 5.3, 5.4, and 5.5, respectively. All parameter estimates are bounded under the adaptation.

5.2 Continuous Adaptive Controller

In this section, we propose an alternative solution to the adaptive tracking control problem for the nonlinearly parametrized limb dynamics which leads to a continuous control law. This is done by exploiting the concavity or convexity of the functions in (2.1) with respect to the nonlinear parameters. The design in this section is founded on the adaptive strategy introduced in [11, 62].

5.2.1 Problem Statement

The control objective in this section is identical to the one in Section 5.1.1. To facilitate the control design, we introduce the filtered tracking error [21]

\[ r = \dot{e} + \mu e, \]  

(5.14)
Figure 5.2: Top plot: $\dot{q}_d(t)$ versus $\dot{q}(t)$; Bottom plot: control input $\tau(t)$.

Figure 5.3: Parameter estimate $\hat{\theta}(t)$.
Figure 5.4: Parameter estimate $\hat{\sigma}(t)$.

Figure 5.5: Parameter estimate $\hat{\Lambda}(t)$. 
where \( e \) was defined in (4.3) and \( \mu > 0 \) is a user-defined control gain, and the following tuning error [11]

\[
    r_e = r - \epsilon S\left(\frac{r}{\epsilon}\right),
\]

where \( \epsilon > 0 \) is another user-defined control parameter and \( S(\cdot) \) is the saturation function

\[
    S(y) = \begin{cases} 
        1, & y \geq 1 \\
        y, & |y| < 1 \\
        -1, & y \leq -1.
    \end{cases}
\]

Note that (5.15) has a dead-zone; thus, if \( r_e = 0 \), then \( |r| \leq \epsilon \) and if \( |r_e| \leq \eta \), then \( |r| \leq \epsilon + \eta \).

Also, since (5.14) represents a stable linear system with input \( r \) and output \( e \), if \( \lim_{t \to \infty} |r(t)| < \epsilon \) then (see Theorem 2.13 in [85])

\[
    \lim_{t \to \infty} |e(t)| < \frac{\epsilon}{\mu}.
\]

When \( \epsilon/\mu \) can be made arbitrarily small, we refer to (5.17) as practical tracking [97].

### 5.2.2 Control Design

We begin the design by rewriting the system dynamics (2.1)-(2.4) in terms of (5.14):

\[
    J\ddot{r} = \tau + J(\mu \dot{e} - \ddot{q}_d) - B(\ddot{q}) - K(q) - G(q).
\]

After segregating the linear parameterizations from the nonlinear ones in (5.18), we have

\[
    J\ddot{r} = \tau + W(q, \dot{q}, t) \theta - \sum_{i=1}^{3} \phi_i f_i(x_i, \lambda_i)
\]

where \( W = [\mu \dot{e} - \ddot{q}_d - \dot{q} - g \sin(q)], \theta = [J \ b_1 \ ml]^T, \phi_1 = k_1, \phi_2 = k_3, \phi_3 = b_2, \lambda_1 = k_2, \lambda_2 = k_4, \lambda_3 = b_3, x_1 = x_2 = q, x_3 = \dot{q}, f_1 = q \exp(-k_2 q), f_2 = -\exp(-k_4 q), \) and \( f_3 = \tanh(b_3 \dot{q}) \). If \( \Theta_i = [\lambda_{i,\min}, \lambda_{i,\max}] \) is a known compact set, note that \( f_1 \) is convex on \( \Theta_1 \) for \( q \geq 0 \) and concave for \( q < 0 \), \( f_2 \) is concave on \( \Theta_2 \) for all \( q \), and \( f_3 \) is concave on \( \Theta_3 \) for \( \dot{q} \geq 0 \) and convex for \( \dot{q} < 0 \).

We propose the following certainty equivalence-type control law to stabilize (5.19)

\[
    \tau = -k_c r - W \dot{\theta} + \sum_{i=1}^{3} \phi^*_i f_i(x_i, \dot{\lambda}_i) + \tau_a,
\]

where \( k_c > 0 \) is a control gain, and \( u_a \) is an additional control signal to be specified later. The
main design challenge here is constructing the adaptation laws for the nonlinear parameterizations $\hat{\lambda}_i$. Our solution is stated in the following theorem.

**Theorem 11** The adaptive control law (5.20) with

$$\dot{\theta} = \Gamma W^\top r_e,$$  \hspace{1cm} (5.21)

$$\dot{\phi}_i = -\gamma_i r_e f_i,$$  \hspace{1cm} (5.22)

$$\dot{\lambda}_i = -\beta_i r_e \omega_i \left( \hat{\lambda}_i - \lambda_{i\min} \right) \left( \lambda_{i\max} - \hat{\lambda}_i \right), \quad \hat{\lambda}_i(0) \in \Theta_i,$$  \hspace{1cm} (5.23)

$$\omega_1 = f_1'(x_1, \lambda_{1\min}), \quad \omega_2 = f_2'(x_2, \lambda_{2\max}),$$

$$\omega_3 = \frac{f_{3\max} - f_{3\min}}{\lambda_{3\max} - \lambda_{3\min}}$$

$$\tau_a = -S\left(\frac{r}{\epsilon}\right) \sum_{i=1}^{3} a_i^*,$$  \hspace{1cm} (5.25)

if $r \geq 0$:

$$a_1^* = \begin{cases} -\phi_{1\max} \left[ f_{1\min} - \hat{f}_1 + \left( \hat{\lambda}_1 - \lambda_{1\min} \right) \omega_1 \right] & \text{if } q \geq 0 \\
-\phi_{1\max} \left[ f_{1\max} - \hat{f}_1 + \left( \hat{\lambda}_1 - \lambda_{1\max} \right) \omega_1 \right] & \text{if } q < 0, \end{cases}$$  \hspace{1cm} (5.26)

$$a_2^* = -\phi_{2\max} \left[ f_{2\min} - \hat{f}_2 + \left( \hat{\lambda}_2 - \lambda_{2\min} \right) \omega_2 \right],$$  \hspace{1cm} (5.27)

$$a_3^* = \begin{cases} -\phi_{3\max} \left[ f_{3\max} - \hat{f}_3 + \left( \hat{\lambda}_3 - \lambda_{3\max} \right) \omega_3 \right] & \text{if } \hat{q} \geq 0 \\
-\phi_{3\max} \left[ f_3 - \hat{f}_3 + \left( \hat{\lambda}_3 - \bar{\lambda}_3 \right) \omega_3 \right] & \text{if } \hat{q} < 0, \end{cases}$$  \hspace{1cm} (5.28)

if $r < 0$:

$$a_1^* = \begin{cases} \phi_{1\max} \left[ f_{1\max} - \hat{f}_1 + \left( \hat{\lambda}_1 - \lambda_{1\max} \right) \omega_1 \right] & \text{if } q \geq 0 \\
\phi_{1\max} \left[ f_{1\min} - \hat{f}_1 + \left( \hat{\lambda}_1 - \lambda_{1\min} \right) \omega_1 \right] & \text{if } q < 0, \end{cases}$$  \hspace{1cm} (5.29)

$$a_2^* = \phi_{2\max} \left[ f_{2\max} - \hat{f}_2 + \left( \hat{\lambda}_2 - \lambda_{2\max} \right) \omega_2 \right],$$  \hspace{1cm} (5.30)
We know that for any law is turned off when \( \hat{\lambda}_3 = 0 \). However, we use specific forms for the presence of the multiplicative saturation function in (5.25). Second, the form of (5.24)-(5.31) the switching between (5.26)-(5.28) and (5.29)-(5.31), the adaptive control law is continuous due to the projection-type algorithm in (5.23) ensures the boundedness of all closed-loop signals and practical tracking in the sense of (5.17).

Before we prove Theorem 11, a few comments and preliminary results are in order. First, despite the switching between (5.26)-(5.28) and (5.29)-(5.31), the adaptive control law is continuous due to the presence of the multiplicative saturation function in (5.25). Second, the form of (5.24)-(5.31) was inspired by the min-max optimization strategy in [77]. However, we use specific forms for \( \omega_i \) and \( \alpha_i^* \) rather than the generalized ones in [77] which were meant to minimize the amplitude of (5.25). Third, the projection-type algorithm in (5.23) ensures \( \hat{\lambda}_i(t) \in \Theta_i \forall t \geq 0 \) since the update law is turned off when \( \hat{\lambda}_i(t) = \lambda_i^{\text{min}} \) or \( \lambda_i^{\text{max}} \). This fact is needed in Lemma 12 below.

**Lemma 12** For any \( \lambda_i, \hat{\lambda}_i \in \Theta_i \) and \( \phi_i > 0 \), if \( f_i \) is convex on \( \Theta_i \), then

\[
\phi_i \left[ f_i - \hat{f}_i + (\hat{\lambda}_i - \lambda_i) f_i^{\text{min}} \right] \geq \phi_i \max \left[ f_i^{\text{min}} - \hat{f}_i \right. \\
+ \left. (\hat{\lambda}_i - \lambda_i^{\text{min}}) f_i^{\text{min}} \right]
\]

and

\[
\phi_i \left[ f_i - \hat{f}_i + (\hat{\lambda}_i - \lambda_i) \left( f_i^{\text{max}} - f_i^{\text{min}} \right) \left( \lambda_i^{\text{max}} - \lambda_i^{\text{min}} \right) \right] \geq \phi_i \max \left[ f_i^{\text{max}} - \hat{f}_i \right. \\
+ \left. (\hat{\lambda}_i - \hat{\lambda}_i) \left( f_i^{\text{max}} - f_i^{\text{min}} \right) \left( \lambda_i^{\text{max}} - \lambda_i^{\text{min}} \right) \right]
\]

where \( f_i^{\text{min}} = f_i(x_i, \lambda_i^{\text{min}}), f_i^{\text{max}} = f_i(x_i, \lambda_i^{\text{max}}) \), and \( \hat{\lambda}_i \) satisfies the equation \( f_i^{\prime}(x_i, \hat{\lambda}_i) = \frac{f_i^{\text{max}} - f_i^{\text{min}}}{\lambda_i^{\text{max}} - \lambda_i^{\text{min}}} \). If \( f_i \) is concave on \( \Theta_i \), then

\[
\phi_i \left[ f_i - \hat{f}_i + (\hat{\lambda}_i - \lambda_i) f_i^{\prime\text{max}} \right] \geq \phi_i \max \left[ f_i^{\text{min}} - \hat{f}_i \right. \\
+ \left. (\hat{\lambda}_i - \lambda_i^{\text{min}}) f_i^{\prime\text{max}} \right].
\]

We know that \( \lambda_3 \) exists from the Mean Value Theorem. In practice, we can determine \( \hat{\lambda}_3 \) by numerically solving \( f_3^\prime(x_3, \hat{\lambda}_3) = \omega_3 \).
The proof of Lemma 12 is similar to the one of the Corollary 3 from [128].

5.2.3 Proof of Stability

We use the Lyapunov function candidate

\[ V(z) = \frac{J}{2} r_e^2 + \frac{1}{2} \theta^T \Gamma^{-1} \theta + \frac{1}{2} \sum_{i=1}^{3} \gamma_i^{-1} \dot{\phi}_i^2 + \sum_{i=1}^{3} \beta_i^{-1} \phi_i \int_0^{\lambda_i} \frac{s}{(\lambda_i + s - \lambda_{i \min})(\lambda_{i \max} - \lambda_i - s)} ds \]  

(35)

where \( z = [r_e, \tilde{\theta}, \tilde{\phi}_i, \tilde{\lambda}_i] \), \( i = 1, 2, 3 \). Note that (5.35) is positive definite and radially unbounded with respect to \( z \). Since \( r_e \) in (5.15) is continuous for all \( r \), it follows that \( \dot{V} \) exists for all \( r \) and is given by

\[ \dot{V} = r_e J \dot{r}_e + \tilde{\theta}^T \Gamma^{-1} \dot{\theta} + \sum_{i=1}^{3} \gamma_i^{-1} \dot{\phi}_i \dot{\phi}_i + \sum_{i=1}^{3} \beta_i^{-1} \phi_i \left( \dot{\lambda}_i - \dot{\lambda}_{i \min} \right) \left( \dot{\lambda}_{i \max} - \dot{\lambda}_i \right). \]  

(5.36)

The above derivative will be analyzed for two cases: \( |r| \leq \epsilon \) and \( |r| > \epsilon \).

**Case 1:** \( |r| \leq \epsilon \)

It follows from (5.15) that \( r_e = 0 \) and \( \dot{r}_e = 0 \). Therefore, the adaptation laws are zero according to (5.21)-(5.23) and \( \dot{V} = 0 \) from (5.36). Since \( |r| \leq \epsilon \), then (5.17) holds.

**Case 2:** \( |r| > \epsilon \)

It follows that \( \dot{r}_e = \dot{r} \), so after substituting (5.19)-(5.23) into (5.36), we obtain

\[ \dot{V} \leq -k_c r_e^2 - r_e \left[ \sum_{i=1}^{3} \phi_i \left( f_i - \hat{f}_i + \tilde{\lambda}_i \omega_i \right) + S(\frac{r}{\epsilon}) \sum_{i=1}^{3} a_i^* \right] \]  

(5.37)

where we have used the fact that \( rr_e > r_e^2 \) when \( |r| > \epsilon \). We now separate Case 2 into two subcases: \( r > \epsilon \) and \( r < -\epsilon \).

**a)** When \( r > \epsilon \), we know that \( r_e > 0 \) and \( S(r/\epsilon) = 1 \). Therefore, (5.38) becomes

\[ \dot{V} \leq -k_c r_e^2 - r_e \sum_{i=1}^{3} L_i \]  

(5.38)

where

\[ L_i = \phi_i \left( f_i - \hat{f}_i + \tilde{\lambda}_i \omega_i \right) + a_i^*. \]  

(5.39)

We now analyze (5.38) and (5.39) for different concavity/convexity conditions on \( f_i \). When \( q \geq 0 \)
and \( \dot{q} < 0 \), we know \( f_1 \) is convex and \( f_3 \) is convex. It then follows from (5.24), (5.26), (5.27), (5.28), and (5.32) that \( L_i \geq 0, i = 1, 2, 3 \) and therefore

\[
\dot{V} \leq -k_\epsilon r_\epsilon^2. \tag{5.40}
\]

A similar process can be followed for the other combinations of the signs of \( q \) and \( \dot{q} \), leading to (5.40).

b) When \( r < -\epsilon \), we have \( r_\epsilon < 0 \) and \( S(r/\epsilon) = -1 \). In this case,

\[
\dot{V} \leq -k_\epsilon r_\epsilon^2 - r_\epsilon \sum_{i=1}^{3} \left[ \phi_i \left( f_i - \dot{f}_i + \lambda_i \omega_i \right) - a_i^* \right]. \tag{5.41}
\]

Again here, we can invoke Lemma 12 along with the appropriate expressions in (5.26)-(5.31) to arrive at (5.40) for all combinations of the signs of \( q \) and \( \dot{q} \).

For Case 2, we know from (5.35) and (5.40) that \( z(t) \) is bounded for all time. Since \( r_\epsilon(t) \) is bounded, we know from (5.15) that \( r(t) \) is bounded, and then from (5.14) that \( e(t), \dot{e}(t) \) are bounded. We can use (4.3) and its derivative to show that \( q(t), \dot{q}(t) \) are bounded. It is not difficult to see from (5.20) and (5.21)-(5.31) that the control input and adaptation laws are bounded for all time. From (5.19), we then know \( \dot{r}(t) \) is bounded and therefore \( \dot{r}_\epsilon(t) \) is bounded. Now, given (5.40), we can invoke a corollary to Barbalat’s lemma [67] to show that \( \lim_{t \to \infty} r_\epsilon(t) \to 0 \). Finally, we know that (5.17) holds.

5.2.4 Simulation

We simulated (2.1)-(2.4) in closed loop with our adaptive controller (5.20)-(5.31). The model parameters were set to the values in (5.13). The plant initial conditions were set to \( q(0) = 0.8 \) rad and \( \dot{q}(0) = -0.8 \) rad/s. The bounds on the parameter estimates were set to

\[
\begin{align*}
    b_2 & \leq 0.4 \text{ kg-m}^2/(\text{rad-s}), & b_3 & = 40 \text{ s/rad}, & b_3 & \leq 105 \text{ s/rad}, \\
    k_1 & \leq 9.5 \text{ kg-m}^2/(\text{rad-s}^2), & k_3 & \leq 14.92 \text{ kg-m}^2/s^2, & k_2 & \leq 1 \text{ 1/rad}, \\
    k_2 & \leq 2.5 \text{ 1/rad}, & k_4 & = 1 \text{ 1/rad}, & k_4 & \leq 2.5 \text{ 1/rad}.
\end{align*}
\]

All parameter estimates were initialized to zero except for \( \hat{b}_3(0) = 104 \text{ 1/srad}, \hat{k}_2(0) = 2.4 \text{ 1/rad} \).
and $\hat{k_d}(0) = 1.1/\text{rad}$.

We chose the reference trajectory as

$$q_d(t) = \frac{7\pi}{24} + \frac{\pi}{8} \sin \left( \pi t - \frac{\pi}{2} \right) \text{ rad.}$$

The control gains were set to $\mu = 3$, $k_c = 4$, and $\epsilon = 0.005$ while the adaptation gains were selected as $
\Gamma = \text{diag}\{0.5, 0.8, 0.5\}$, $\gamma_1 = 1.5$, $\gamma_2 = 0.8$, $\gamma_3 = 1$, $\beta_1 = 3.5$, $\beta_2 = 3.5$, and $\beta_3 = 1$.

Figure 5.6 shows the angular position of the lower leg limb along with the tracking error. One can see that the error converges quickly to within the user-defined bound $\pm \epsilon/\mu \approx 0.0017$. The angular velocity data and the torque control input are shown in Figure 5.7, where the control input is observed as a continuous signal.

Figure 5.6: Top plot: $q_d(t)$ versus $q(t)$. Bottom plot: tracking error $e(t)$

The parameter estimates are displayed in Figure 5.8-5.10 and show their convergence to steady-state values.
Figure 5.7: Top plot: $\dot{\theta}_d(t)$ versus $\dot{\theta}(t)$. Bottom plot: control input $\tau(t)$.

Figure 5.8: Parameter estimate $\hat{\phi}(t)$. 
Figure 5.9: Parameter estimate $\hat{\lambda}(t)$.

Figure 5.10: Parameter estimate $\hat{\theta}(t)$.
Chapter 6 Robust Adaptive Control

In this chapter, we consider the problem where disturbance torques are present in the passive mechanical dynamics due to functional uncertainties in the elastic moment and/or the presence of time-varying, external loads. To solve this problem, we introduce *robust* versions of the adaptive controllers from Chapter 5. The resulting control laws are continuous and guarantee practical tracking for the shank angular position.

6.1 Problem Statement

We consider here the following passive mechanical dynamic model

\[ J\ddot{q} + B(\dot{q}) + K(q) + G(q) + d(q,t) = \tau, \tag{6.1} \]

where \( K(q), B(\dot{q}), \) and \( G(q) \) were defined in (2.2)-(2.4) and \( d(q,t) \in \mathbb{R} \) is the disturbance torque representing uncertainties in the elastic effects and/or time-varying external loads.

Remark 1 The model for the elastic moment in (6.1) has been the subject of discussion in the literature. In earlier work [20, 57, 80], the elastic moment was represented by a linear term and two exponential terms:

\[ K(q) = a_1 q - a_2 [\exp(-a_3 q) - 1] + a_4 [\exp(a_5 q) - 1] \tag{6.2} \]

where \( a_i > 0 \) for \( i = 1, ..., 5 \). This model was simplified in [34] by neglecting the first and third terms in (6.2) since their contributions were negligible in the operation range of the system identification experiment \((q \geq \pi/6)\). The existence of the non-zero resting knee angle was first reported in [29], resulting in the model shown in (2.2). Since then this model has been widely used in recent control work; see e.g. [98, 107, 111, 112]. Due to the uncertainty in the form of \( K(q) \), we include unmodeled elastic effects in \( d(q,t) \).

Our control objective is to design a continuous feedback control law \( \tau(q, \dot{q}, t) \) to track any
reference trajectory $q_d(t)$ satisfying $\sup |q_d(t)| < \pi / 2$ and $(\dot{q}_d(t), \ddot{q}_d(t)) \in L_{\infty}$ under the assumption that the disturbance is upper bounded by

$$|d(q,t)| \leq \delta(q) + d_0,$$

where $\delta(q) \geq 0$ is some bounding function and $d_0 > 0$ is constant.

**Remark 2** One way of determining $\delta(q)$ is to set it to a function that upper bounds possible elastic model mismatches. For example, $\delta(q) = c_1 \exp(c_2q)$ with $c_1, c_2 > 0$ bounds the difference between (2.2) and (6.2).

### 6.2 Lipschitzian Parameterization-Based Control

#### 6.2.1 Control Design

We begin the design by rewriting the system dynamics (6.1) and (2.2)-(2.4) in terms of $r$ defined in (5.14):

$$J \dot{r} = r + J (\mu \dot{e} - \ddot{q}_d) - B (\dot{q}) - K(q) - G(q) - d(q,t).$$

(6.4)

After segregating the linear parameterizations from the nonlinear ones in (6.4), we obtain

$$J \dot{r} = \tau - W(x,t)\theta + Y(x,\lambda)\phi - d(q,t),$$

(6.5)

where $W = [-\mu \dot{e} + \ddot{q}_d, \dot{q}_d, g \sin(q)]^\top$, $x = [q, \dot{q}], \theta = [J, b_1, ml], \phi = [k_1, k_1 q_0, b_2], \lambda = [k_2, k_2, b_3]$, and

$$Y = [-q \exp(-k_2q), \exp(-k_2q), -\tanh(b_3\dot{q})]^\top.$$

(6.6)

Let $\psi = \{\psi_i\} \in \mathbb{R}^3$ with

$$\psi_i = (\lambda_i - \lambda_i \min) \phi_i$$

be a new unknown parameter where $\psi_i \in [\psi_i \min, \psi_i \max] = [0, (\lambda_i \max - \lambda_i \min) \phi_i \max]$. We now
define the following positive definite, radially unbounded function \( V_L : \mathbb{R} \times \Xi_L \rightarrow [0, \infty) \)

\[
V_L = \frac{1}{2} J r^2 + \sum_{i=1}^{3} \alpha_i^{-1} \int_0^s \frac{\dot{\theta}_i}{(\theta_{i_{\text{max}}} - \theta_i - s)(\theta_i + s - \theta_{i_{\text{min}}})} ds
+ \sum_{i=1}^{3} \beta_i^{-1} \int_0^s \frac{\dot{\phi}_i}{(\phi_{i_{\text{max}}} - \phi_i - s)(\phi_i + s - \phi_{i_{\text{min}}})} ds
+ \sum_{i=1}^{3} \gamma_i^{-1} \int_0^s \frac{\dot{\psi}_i}{(\psi_{i_{\text{max}}} - \psi_i - s)(\psi_i + s - \psi_{i_{\text{min}}})} ds
\]  

(6.8)

where \( \alpha_i, \beta_i, \gamma_i > 0 \) are constants and

\[
\Xi_L := \left\{ (\bar{\theta}, \bar{\phi}, \bar{\psi}) : (\theta_{\min} - \theta, \theta_{\max} - \theta) \times (\phi_{\min} - \phi, \phi_{\max} - \phi) \times (\psi_{\min} - \psi, \psi_{\max} - \psi) \right\}.
\]  

(6.9)

After taking the time derivative of (6.8) along (6.5), we have

\[
\dot{V}_L = \dot{r} [u - W(x,t)\theta + Y(x,\lambda) \phi - d(q,t)] + \sum_{i=1}^{3} \alpha_i^{-1} \frac{\dot{\theta}_i}{(\theta_{i_{\text{max}}} - \theta_i)(\theta_i - \theta_{i_{\text{min}}})}
+ \sum_{i=1}^{3} \beta_i^{-1} \frac{\dot{\phi}_i}{(\phi_{i_{\text{max}}} - \phi_i)(\phi_i - \phi_{i_{\text{min}}})}
+ \sum_{i=1}^{3} \gamma_i^{-1} \frac{\dot{\psi}_i}{(\psi_{i_{\text{max}}} - \psi_i)(\psi_i - \psi_{i_{\text{min}}})}
\]  

(6.10)

After adding and subtracting the term \( rY(x,\lambda_{\min}) \phi \) to (6.10) and then applying Lemma 1, we obtain

\[
\dot{V}_L \leq \dot{r} [\tau - W(x,t)\theta + Y(x,\lambda_{\min}) \phi] + |r| L(x) \psi + |r| (\delta(q) + d_0)
+ \tilde{\theta}^T D^{-1}(\hat{\theta}) \alpha^{-1} \hat{\theta} + \tilde{\phi}^T D^{-1}(\hat{\phi}) \beta^{-1} \hat{\phi} + \tilde{\psi}^T D^{-1}(\hat{\psi}) \gamma^{-1} \hat{\psi}
\]  

(6.11)

where (6.3) was used, \( L(x) = [L_1(q), L_2(q), L_3(\dot{q})]^T \), \( L_i \) are Lipschitzian bounding functions given in Appendix A, \( \alpha = \text{diag} \{ \alpha_i \} \), \( \beta = \text{diag} \{ \beta_i \} \), \( \gamma = \text{diag} \{ \gamma_i \} \), and

\[
D(\bullet) = \text{diag} \{ (\bullet_{i_{\text{max}}} - \bullet_i)(\bullet_i - \bullet_{i_{\text{min}}}) \}.
\]  

(6.12)

Based on (6.11), we propose the following robust adaptive control law

\[
\tau = -k_c r + W(x,t)\dot{\theta} - Y(x,\lambda_{\min}) \dot{\phi} - \tanh (r \rho_1(x)) L(x) \dot{\psi} - \tanh (r \rho_2(q))(\delta(q) + d_0)
\]  

(6.13)
where \( k_c > 0 \) is a user-defined control gain,

\[
\begin{align*}
\rho_1 (x) &= \frac{L(x) \psi_{\text{max}}}{\varepsilon_1} > 0 \quad (6.14) \\
\rho_2 (q) &= \frac{\delta (q) + d_0}{\varepsilon_2} > 0, \quad (6.15)
\end{align*}
\]

\( \varepsilon_i > 0 \) are user-defined gains, and the update laws for the parameter estimates are given by [37]

\[
\begin{align*}
\dot{\hat{\theta}} &= -\alpha D(\hat{\theta}) W^\top (x, t) r, \quad \hat{\theta}(0) \in (\theta_{\text{min}}, \theta_{\text{max}}) \quad (6.16) \\
\dot{\hat{\phi}} &= \beta D(\hat{\phi}) Y^\top (x, \lambda_{\text{min}}) r, \quad \hat{\phi}(0) \in (\phi_{\text{min}}, \phi_{\text{max}}) \quad (6.17) \\
\dot{\hat{\psi}} &= \gamma D(\hat{\psi}) r \tanh (r \rho_1 (x)) L^\top (x), \quad \hat{\psi}(0) \in (\psi_{\text{min}}, \psi_{\text{max}}). \quad (6.18)
\end{align*}
\]

### 6.2.2 Main Result

The statement of the stability properties of the above robust adaptive controller is given in the following theorem.

**Theorem 13** The control algorithm given by (6.13)-(6.15) ensures practical tracking in the sense that

\[
\lim_{t \to \infty} |e(t)| \leq \frac{1}{\mu} \sqrt{\frac{c (\varepsilon_1 + \varepsilon_2)}{k_c}}, \quad c = 0.2758
\]

and the boundedness of all other signals for any \((q(0), \dot{q}(0)) \in \mathbb{R}^2\) and \((\hat{\theta}(0), \hat{\phi}(0), \hat{\psi}(0)) \in (\theta_{\text{min}}, \theta_{\text{max}}) \times (\phi_{\text{min}}, \phi_{\text{max}}) \times (\psi_{\text{min}}, \psi_{\text{max}}).

**Proof.** Substituting (6.13)-(6.15) into (6.11) yields

\[
\dot{V}_L \leq -k_c r^2 + |r| (\delta (q) + d_0) - r \tanh (r \rho_2 (q)) (\delta (q) + d_0)
\]

\[
+ |r| L(x) \psi - r \tanh (r \rho_1 (x)) L(x) \psi + \psi^\top r \tanh (r \rho_1 (x)) L^\top (x). \quad (6.19)
\]

From Lemma 7 and (6.15), we have that

\[
|r| (\delta (q) + d_0) \leq \left[ r \tanh (r \rho_2 (q)) + c \rho_2^{-1} (q) \right] (\delta (q) + d_0)
\]

\[
= r \tanh (r \rho_2 (q)) (\delta (q) + d_0) + c \varepsilon_2. \quad (6.20)
\]
Given that $L(x)\psi \geq 0$, we can use Lemma 7 and (6.14) to claim that

$$|r| L(x)\psi \leq \left[ r \tanh (r \rho_1(x)) + c \rho_1^{-1}(x) \right] L(x)\psi$$

$$\leq r \tanh (r \rho_1(x)) L(x)\psi + c \rho_1^{-1}(x) L(x)\psi_{\max}$$

$$= r \tanh (r \rho_1(x)) L(x)\psi + c\varepsilon_1$$ \hspace{1cm} (6.21)

when $\rho_1(x) > 0$. Therefore,

$$|r| L(x)\psi - r \tanh (r \rho_1(x)) L(x)\hat{\psi} + \tilde{\psi}^T r \tanh (r \rho_1(x)) L^T(x) \leq c\varepsilon_1$$ \hspace{1cm} (6.22)

when $\rho_1(x) > 0$. Now, when $\rho_1(x) = 0$, we know from (6.14) that $L(x) = 0$, so the left-hand side of (6.22) is zero. Applying these results to (6.19) yields

$$\dot{V}_L \leq -k_cr^2 + c(\varepsilon_1 + \varepsilon_2).$$ \hspace{1cm} (6.23)

Since the projection algorithm in (6.15) ensures $(\tilde{\theta}(t), \tilde{\phi}(t), \tilde{\psi}(t)) \in L_\infty$, we know $(\tilde{\theta}(t), \tilde{\phi}(t), \tilde{\psi}(t)) \in L_\infty$ by the definition of the parameter estimate and estimate error. From (6.8) and (6.23), we can show that $r(t) \in L_\infty$ by analyzing the following two cases: 

(i) $|r(t)| \leq \sqrt{c(\varepsilon_1 + \varepsilon_2)/k_c}$

and (ii) $|r(t)| > \sqrt{c(\varepsilon_1 + \varepsilon_2)/k_c}$. Case (i) directly gives that $r(t)$ is bounded. For Case (ii), we know that $\dot{V}_L < 0$ and hence $V_L(t) \in L_\infty$ and $r(t)$ is ultimately bounded with effective bound given by $\sqrt{c(\varepsilon_1 + \varepsilon_2)/k_c}$. Combining both cases yields $\lim_{t \to \infty} |r(t)| \leq \sqrt{c(\varepsilon_1 + \varepsilon_2)/k_c}$ for any $r(0)$. Therefore, we have from (5.17) that $\lim_{t \to \infty} |e(t)| \leq \mu^{-1} \sqrt{c(\varepsilon_1 + \varepsilon_2)/k_c}$ for any $e(0)$.

Given that $(r(t), e(t)) \in L_\infty$, we have that $\dot{e}(t) \in L_\infty$ from (5.14). Because $(q_d(t), \dot{q}_d(t), q_d(t)) \in L_\infty$ by design, then $(q(t), \dot{q}(t)) \in L_\infty$ from (4.3). We can now conclude that all functions on the right-hand side of (6.13) are bounded and thus $\tau(t) \in L_\infty$. Since $d(q, t) \in L_\infty$ from (6.3), we can use (6.1) to state that $\ddot{q}(t) \in L_\infty$. Since no restrictions were placed on $q$ and $\dot{q}$ during the above analysis, the stability result holds globally for $q$ and $\dot{q}$. 

**Remark 3** The bound $\sqrt{c(\varepsilon_1 + \varepsilon_2)/k_c}$ in the above proof is referred to as an effective bound because it is not exact. That is, when $|r(t)| > \sqrt{c(\varepsilon_1 + \varepsilon_2)/k_c}$, the trajectory of $|r(t)|$ is
pulled back towards \( \sqrt{c(\varepsilon_1 + \varepsilon_2)/k_c} \) by the fact that \( \dot{V}_L < 0 \), and a balance occurs at \( |r(t)| \approx \sqrt{c(\varepsilon_1 + \varepsilon_2)/k_c} \).

6.3 Convex/Concave Parameterization-Based Control

6.3.1 Control Design

This control design will be based on the concavity or convexity of the elements of \( Y(x, \lambda) \) defined in (6.6). Specifically, notice that if \( \Theta_i := [\lambda_{i_{\min}}, \lambda_{i_{\max}}] \), then

- \( Y_1 \) is concave on \( \Theta_1 \) for \( q \geq 0 \) and convex for \( q < 0 \);
- \( Y_2 \) is convex on \( \Theta_2 \) for all \( q \);
- \( Y_3 \) is convex on \( \Theta_3 \) for \( q \geq 0 \) and concave for \( q < 0 \).

Based on (6.5) and the above concavity or convexity characteristics, we propose the following robust adaptive controller

\[
\tau = -k_c r + W(x, t) \dot{\theta} - Y(x, \dot{\lambda}) \dot{\phi} - S \left( \frac{L}{c} \right) \sum_{i=1}^{3} a_i^* - \tanh (r_c \rho_2 (q)) (\delta(q) + d_0) \tag{6.24}
\]

where \( r_c \) was defined in (5.15),

\[
\dot{\theta} = -\alpha D(\dot{\theta}) W^T(x, t) r_c, \quad \dot{\theta}(0) \in (\theta_{\min}, \theta_{\max}) \tag{6.25}
\]

\[
\dot{\phi} = \beta D(\dot{\phi}) Y^T(x, \dot{\lambda}) r_c, \quad \dot{\phi}(0) \in (\phi_{\min}, \phi_{\max}) \tag{6.26}
\]

\[
\dot{\lambda} = \sigma D(\dot{\lambda}) U^T(x, \lambda_{\min}) r_c, \quad \dot{\lambda}(0) \in (\lambda_{\min}, \lambda_{\max}), \tag{6.27}
\]

\( \sigma = \text{diag}(\sigma_i) \in \mathbb{R}^{3 \times 3} \) is positive definite,

\[
U = [Y_1'(q, \lambda_{1_{\min}}), Y_2'(q, \lambda_{2_{\min}}), Y_3'(\dot{q}, \lambda_{3_{\min}})]^T, \tag{6.28}
\]

\( Y_i'(\cdot, \lambda_i) = \partial Y_i/\partial \lambda_i \), and \( \rho_2(q) \) was defined in (6.15). The \( a_i^* \) functions in (6.24) are defined as follows. If \( r \geq 0 \):

\[
a_1^* = \begin{cases} 
\phi_{1_{\max}} \left[ Y_{1_{\min}} - \dot{Y}_1 + \left( \dot{\lambda}_1 - \lambda_{1_{\min}} \right) U_1 \right], & \text{if } q \geq 0 \\
\phi_{1_{\max}} \left[ Y_{1_{\max}} - \dot{Y}_1 + \left( \dot{\lambda}_1 - \lambda_{1_{\max}} \right) U_1 \right], & \text{if } q < 0,
\end{cases} \tag{6.29}
\]

\[
a_2^* = \phi_{2_{\max}} \left[ Y_{2_{\max}} - \dot{Y}_2 + \left( \dot{\lambda}_2 - \lambda_{2_{\max}} \right) U_2 \right], \tag{6.30}
\]
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where, for simplicity of notation, \( Y_{i\min} = Y_i(\cdot, \lambda_{i\min}) \), \( Y_{i\max} = Y_i(\cdot, \lambda_{i\max}) \), and \( \hat{Y}_i = \hat{Y}_i(\cdot, \hat{\lambda}_i) \).

**Remark 4** Despite the switching between (6.29)-(6.31) and (6.32)-(6.34), the continuity of control law (6.24) is guaranteed by the saturation function \( S(r/\epsilon) \) multiplying \( a_i^* \). That is, for each \( i \), \( \lim_{r \to 0^-} S(r/\epsilon) a_i^* = \lim_{r \to 0^+} S(r/\epsilon) a_i^* = 0 \).

**Remark 5** The use of (6.28)-(6.34) was inspired by the min-max optimization strategy proposed in [77]. However, we use specific forms for \( U \) and \( a_i^* \) instead of the generalized ones in [77] that were introduced for the purpose of minimizing the amplitude of the control term \( \sum_{i=1}^{3} a_i^* \). Since optimization is not our main control objective, our designs in (6.28)-(6.34) simplify the overall control law. Also, different with the adaptive approach in Section 5.2, we simplify the design of tuning function \( a_i^* \) by removing the process of numerically solving the parameter \( \bar{\lambda}_3 \) from some nonlinear function, which is beneficial for the control implementations by alleviating the burden of calculation.
6.3.2 Main Result

**Theorem 14** The control algorithm given by (6.24)-(6.34) ensures practical tracking in the sense of

\[
\lim_{t \to \infty} |e(t)| \leq \frac{1}{\mu} \left( \epsilon + \sqrt{\frac{c_{\text{ref}}}{k_c}} \right), \quad c = 0.2758
\]

and the boundedness of all other signals for any \((q(0), \dot{q}(0)) \in \mathbb{R}^2\) and \((\dot{\theta}(0), \dot{\phi}(0), \dot{\lambda}(0)) \in (\theta_{\text{min}}, \theta_{\text{max}}) \times (\phi_{\text{min}}, \phi_{\text{max}}) \times (\lambda_{\text{min}}, \lambda_{\text{max}})\).

**Proof.** Consider the Lyapunov function candidate \(V_C : \mathbb{R} \times \Xi_C \to [0, \infty)\)

\[
V_C = \frac{1}{2} \dot{r}^2 + \sum_{i=1}^{3} \alpha_i^{-1} \int_0^{\hat{\theta}_i} \frac{s}{(\theta_i - \theta - s)(\theta_i - s)} ds \\
+ \sum_{i=1}^{3} \beta_i^{-1} \int_0^{\hat{\phi}_i} \frac{s}{(\phi_i - \varphi - s)(\phi_i + \varphi - s)} ds \\
+ \sum_{i=1}^{3} \sigma_i^{-1} \int_0^{\hat{\lambda}_i} \frac{s}{(\lambda_i - \lambda - s)(\lambda_i + \lambda - s)} ds
\]

where

\[
\Xi_C := \left\{ (\theta, \phi, \lambda) : (\theta_{\text{min}} - \theta, \theta_{\text{max}} - \theta) \times (\phi_{\text{min}} - \phi, \phi_{\text{max}} - \phi) \times (\lambda_{\text{min}} - \lambda, \lambda_{\text{max}} - \lambda) \right\}.
\]

(6.38)

Since \(r_e\) in (5.15) is continuous for all \(r\), it follows that \(\dot{V}_C\) exists for all \(r\) \([11]\) and is given by

\[
\dot{V}_C = r_e \dot{r} + \ddot{\theta}^T D^{-1}(\hat{\theta}) \alpha^{-1} \dot{\theta} + \ddot{\phi}^T D^{-1}(\hat{\phi}) \beta^{-1} \dot{\phi} + \dot{\phi}^T \text{diag}(\bar{\lambda}) D^{-1}(\hat{\lambda}) \dot{\lambda}
\]

where \(D\) was defined in (6.12) and \(\text{diag}(\bar{\lambda}) := \text{diag}(\bar{\lambda}_i)\). The above derivative will be analyzed for two cases: \(|r| \leq \epsilon\) and \(|r| > \epsilon\).

**Case 1:** \(|r| \leq \epsilon\)

It follows from (5.15) that \(r_e = 0\) and \(\dot{r}_e = 0\). Therefore, the adaptation laws are zero according to (6.24) and \(\dot{V}_C = 0\) from (6.38). Since \(|r| \leq \epsilon\), then (5.17) holds for which (6.35) is a sufficient condition. Since \((\hat{\theta}(t), \hat{\phi}(t), \hat{\psi}(t)) \in \mathcal{L}_\infty\) by the projection in (6.24) and \(r(t), e(t) \in \mathcal{L}_\infty\), we can follow the arguments from the proof of Theorem 1 to conclude the boundedness of all signals.
inclusive of the control (6.24)-(6.34).

**Case 2:** $|r| > \epsilon$

In this case, $\dot{r}_\epsilon = \dot{r}$, so after substituting (6.5) and (6.24) into $r_\epsilon \dot{r}_\epsilon$, we obtain

$$ r_\epsilon \dot{r}_\epsilon \leq -k_\epsilon r_\epsilon^2 + r_\epsilon \left[ W(x, t) \tilde{\theta} - d(q, t) - \tanh (r_\epsilon \rho_2(q)) (\delta(q) + d_0) \right] $$

$$ + r_\epsilon \left( Y(x, \lambda) \phi - Y(x, \hat{\lambda}) \hat{\phi} - S(\frac{r}{\epsilon}) \sum_{i=1}^{3} a_i^* \right) \quad (6.39) $$

where we have used the fact that $r r_\epsilon > r_\epsilon^2$ when $|r| > \epsilon$. Adding and subtracting $r_\epsilon Y(x, \hat{\lambda}) \phi$ to (6.39) yields

$$ r_\epsilon \dot{r}_\epsilon \leq -k_\epsilon r_\epsilon^2 + r_\epsilon \left[ W(x, t) \tilde{\theta} - Y(x, \hat{\lambda}) \hat{\phi} - d(q, t) - \tanh (r_\epsilon \rho_2(q)) (\delta(q) + d_0) \right] $$

$$ + r_\epsilon \left( Y(x, \lambda) - Y(x, \hat{\lambda}) \right) \phi - S(\frac{r}{\epsilon}) \sum_{i=1}^{3} a_i^* \quad (6.40) $$

Now, substituting (6.40), (6.24), and (6.3) into (6.38) gives

$$ \dot{V}_C \leq -k_\epsilon r_\epsilon^2 + r_\epsilon \sum_{i=1}^{3} H_i + |r_\epsilon| (\delta(q) + d_0) - r_\epsilon \tanh (r_\epsilon \rho_2(q)) (\delta(q) + d_0) \quad (6.41) $$

where

$$ H_i = \phi_i \left[ Y_i(x, \lambda_i) - Y_i(x, \hat{\lambda}_i) + \tilde{\lambda}_i U_i \right] - S(\frac{r}{\epsilon}) a_i^*. \quad (6.42) $$

Applying Lemma 1 and (6.15) to (6.41) gives

$$ \dot{V}_C \leq -k_\epsilon r_\epsilon^2 + c \epsilon + r_\epsilon \sum_{i=1}^{3} H_i. \quad (6.43) $$

We now separate Case 2 into two subcases: $r > \epsilon$ and $r < -\epsilon$.

**a) When $r > \epsilon$, we know that $r_\epsilon > 0$ and $S(r/\epsilon) = 1$. We can show that $H_i \leq 0$, $i = 1, 2, 3$ always. For brevity, we only demonstrate this for $H_1$ for the case where $q \geq 0$. A similar process can be followed for other combinations of the signs of $q$ and $\dot{q}$ for all $H_i$. When $q \geq 0$, $a_i^*$ is given by (6.29) and $Y_1$ is concave. Therefore, from (3.8a) and the fact that $\hat{\lambda}_1(t) \in (\lambda_{i_{\min}}, \lambda_{i_{\max}})$, we
have $Y_{1\min} - \dot{Y}_1 + (\lambda_1 - \lambda_{1\min}) U_1 \geq 0$ and

$$H_1 = \phi_1 [Y_1 - \dot{Y}_1 + (\lambda_1 - \lambda_1) U_1] - \phi_{1\max} [Y_{1\min} - \dot{Y}_1 + (\lambda_1 - \lambda_{1\min}) U_1]$$

$$\leq \phi_1 [Y_1 - \dot{Y}_1 + (\lambda_1 - \lambda_1) U_1 - Y_{1\min} + \dot{Y}_1 - (\lambda_1 - \lambda_{1\min}) U_1]$$

$$= \phi_1 [Y_1 - Y_{1\min} + (\lambda_{1\min} - \lambda_2) Y'_1] \leq 0$$  \hspace{1cm} (6.44)

where (6.28) was used and $Y'_{1\min} = Y'_1(q, \lambda_{1\min})$. Since $H_i \leq 0$, $i = 1, 2, 3$, it follows from (6.43) that

$$\dot{V}_C \leq -k_c r^2 + c\varepsilon_2.$$  \hspace{1cm} (6.45)

b) When $r < -\varepsilon$, we have $r_\varepsilon < 0$ and $S(r/\varepsilon) = -1$. Similar to Case a, we can invoke Corollary 3 along with the appropriate expressions in (6.29)-(6.34) to show that $H_i \geq 0$, $i = 1, 2, 3$ (6.45) for all combinations of the signs of $q$ and $\dot{q}$. After applying this result to (6.43), we arrive at (6.45).

For Case 2, we can follow the arguments used in the proof of Theorem 13 to show that ($\tilde{\theta}(t)$, $\tilde{\phi}(t)$, $\tilde{\lambda}(t)$) $\in L_\infty$ and $\lim_{t \to \infty} |r_{\varepsilon}(t)| \leq \sqrt{c\varepsilon_2/k_c}$. It then follows from (5.15) that $\lim_{t \to \infty} |r(t)| \leq \sqrt{c\varepsilon_2/k_c} + \varepsilon$ and from (5.17) that $\lim_{t \to \infty} |e(t)| \leq \mu^{-1} \left( \sqrt{c\varepsilon_2/k_c} + \varepsilon \right)$. Now, we can use the signal chasing arguments from the proof of Theorem 13 to show the boundedness of the remaining signals including the control (6.24)-(6.34).

Finally, since the combined analyses of Cases 1 and 2 placed no restrictions on $q$ and $\dot{q}$, the stability result holds for all $q(0)$ and $\dot{q}(0)$. ■

6.4 Simulation

6.4.1 Description

The performance of the robust adaptive controllers was tested via computer simulations conducted in Simulink with ode solver $\text{ode}45$. The parameters in (6.1) were set to

$$J = 0.39 \text{ kg-m}^2/\text{rad}, \ b_1 = 0.3 \text{ kg-m}^2/(\text{rad-s}), \ b_2 = 0.1 \text{ kg-m}^2/(\text{rad-s}),$$

$$b_3 = 45 \text{ s/\text{rad}}, \ k_1 = 3.657 \text{ kg-m}^2/(\text{rad-s}^2), \ k_2 = 1.68 \text{ 1/\text{rad}},$$

$$q_0 = \pi/15 \text{ rad}, \ ml = 1.025 \text{ kg-m}. \hspace{1cm} (6.46)$$
The compact sets for the parameters were chosen as follows

\[
\begin{align*}
\left[ J_{\text{min}}, J_{\text{max}} \right] &= [0.292, 0.400], \quad \left[ b_{1\text{min}}, b_{1\text{max}} \right] = [0.270, 0.377], \quad \left[ b_{2\text{min}}, b_{2\text{max}} \right] = [0.09, 0.15], \\
\left[ b_{3\text{min}}, b_{3\text{max}} \right] &= [45, 75], \quad \left[ k_{1\text{min}}, k_{1\text{max}} \right] = [1.990, 4.679], \quad \left[ k_{2\text{min}}, k_{2\text{max}} \right] = [1.317, 2.204], \\
\left[ q_{0\text{min}}, q_{0\text{max}} \right] &= [0.087, 0.262], \quad \left[ ml_{\text{min}}, ml_{\text{max}} \right] = [0.790, 1.204].
\end{align*}
\]

The above values were based on the experiments reported in [29, 107]. All parameter estimates were initialized to \( \bullet (0) = \bullet_{\text{min}} + 0.01 \). The initial conditions for the states were set to \( q (0) = \pi / 15 \) rad and \( \dot{q} (0) = 0 \) rad/s.

For comparison purposes, we also simulated the dynamic robust control proposed in [99, 124], which was applied to the shank dynamics in [110] under the name “RISE” control. This control is typically used to compensate for sufficiently smooth functional uncertainties; specifically, it assumes the terms \( J, B (\dot{q}), K (q), G (q), \) and \( d (q, t) \) in (6.1) are uncertain \( C^2 \) functions. The dynamic robust control law has a relatively simple structure given by [110]

\[
u(t) = (k_1 + 1) r(t) - (k_1 + 1) r(0) + \int_0^t [(k_1 + 1) k_2 r (\tau) + k_3 \text{sgn} (r (\tau))] d\tau,
\]  

(6.47)

where \( r \) was defined in (5.14) with \( \mu > 1/2, k_1, k_3 > 0 \) are sufficiently large control gains dependent on the initial conditions and upper bounds on the functional uncertainties, respectively, and \( k_2 > 1 \).

Three sets of simulations were conducted using different reference trajectories and/or disturbances to capture different system operating conditions.

**Simulation 1:** The reference trajectory was set to

\[
q_d(t) = \frac{\pi}{18} + \frac{7\pi}{24} \left( 1 - \exp \left(-0.8t^3 \right) \right) + \frac{\pi}{8} \left( 1 - \exp \left(-0.4t^3 \right) \right) \sin \omega(t)t \ \text{rad}
\]  

(6.48)

where \( \omega(t) = 0.6\pi + 0.5\pi / \cosh(0.6 (t - 13)) \) rad/s is the time-varying frequency. Note that \( q_d(0) = \pi / 18 \) and \( \dot{q}_d(0) = \ddot{q}_d(0) = 0 \). This trajectory, which is shown in Figure 6.1a, mimics a walking gait whose period varies rapidly from 1.8 s to 3.5 s.
The disturbance was chosen as

\[ d(q, t) = 0.3 \exp(0.2q) + 0.1q \]  

(6.49)

to capture unmodeled elastic effects. This disturbance was bounded as in (6.3) with

\[ \delta(q) = 3.5 \exp(0.2|q|) + 4. \]  

(6.50)

Figure 6.1: Reference trajectory \( q_d(t) \) used in each simulation.

**Simulation 2:** Here, the reference trajectory was set to a sequence of two smooth step commands generated by the dynamical system

\[
\dot{x} = \begin{bmatrix}
   0 & 1 & 0 \\
   0 & 0 & 1 \\
   -6000 & -1300 & -80
\end{bmatrix} x + \begin{bmatrix}
   0 \\
   0 \\
   1
\end{bmatrix} w  
\]  

(6.51)

\[ y = x, \]
where \( x = [q_d, \dot{q}_d, \ddot{q}_d]^\top \) and

\[
w = \begin{cases} 
1000\pi/3, & 0 \leq t < 10 \text{ s} \\
1000\pi, & 10 \leq t < 50 \text{ s} \\
2500\pi, & t \geq 50 \text{ s},
\end{cases}
\]

with initial condition \( x(0) = [\pi/18, 0, 0]^\top \). The plot of \( q_d(t) \) is shown in Figure 6.1b. This trajectory simulates a typical motion conducted during rehabilitation sessions. The same disturbance in (6.49) was used in this simulation.

**Simulation 3:** In this case, the reference trajectory was given by (6.48), but with a constant frequency of \( \omega = 2.15\pi \text{ rad/s} \) (see Figure 6.1c). This represents a walking gait with period of 0.9 s, and therefore faster than the one in Simulation 1. The disturbance was selected as

\[
d(q, t) = 0.3 \exp(0.2q) + 0.1q + d_l(t), \quad (6.52)
\]

where \( d_l(t) \) is the discontinuous signal

\[
d_l(t) = \begin{cases} 
0, & 0 \leq t < 10 \text{ s} \\
7.2 \text{ Nm}, & 10 \leq t < 15 \text{ s} \\
0, & 15 \leq t < 20 \text{ s} \\
-3.6 \text{ Nm}, & 20 \leq t < 25 \text{ s} \\
0, & t \geq 25 \text{ s}
\end{cases} \quad (6.53)
\]

that simulates unintentional muscle contractions and/or the addition of loads. The same bounding function (6.50) was used in this simulation.

In all simulations, the following gains were used. Lipschitzian parameterization-based (LPB) control:

\[
k_c = 2, \quad \mu = 2.7, \quad \varepsilon_1 = 0.04, \quad \varepsilon_2 = 0.75, \quad \alpha = \text{diag}\{80, 170, 35\}, \quad \beta = \text{diag}\{140, 90, 100\},
\]

\[
\gamma = \text{diag}\{170, 450, 80000\};
\]
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convex/concave parameterization-based (CCPB) control:

\[ k_c = 2, \mu = 2.7, \varepsilon_2 = 0.75, \epsilon = 0.003, \alpha = \text{diag}\{80, 170, 35\}, \beta = \text{diag}\{140, 90, 100\}, \]

\[ \sigma = \text{diag}\{80, 250, 8800\}; \]

and dynamic robust (DR) control:

\[ k_1 = 1, \mu = 2.7, k_2 = 2, k_3 = 40. \]

Note that the gains that are common across the control laws were kept at the same value to enable proper comparison. For example, since the first term on the right-hand side of (6.13) and (6.24) is the same as the one in (6.47) with \( k_c = k_1 + 1 \), we set \( k_1 = 1 \).

In order to quantify the performance of each controller, we calculated the root mean square (RMS) of the tracking error (\( e_{\text{rms}} \)) and control input (\( u_{\text{rms}} \)) as defined by

\[
\bullet_{\text{rms}} = \sqrt{\frac{1}{t_f} \int_0^{t_f} \bullet^2(t)dt}
\]

where \( t_f \) is the final simulation time.

6.4.2 Results and Discussion

The results for the three simulations described above are presented next. Figures 6.2-6.11 show the tracking errors, control inputs, and parameter estimates for the LPB, CCPB, and DR controls for Simulation 1. The same variables are shown in Figures 6.3-6.14 and Figures 6.4-6.17 for Simulations 2 and 3, respectively. For comparison purposes, \( e_{\text{rms}} \) and \( u_{\text{rms}} \) for each controller for each simulation are given in Table 6.1. The final time for calculating (6.54) for each simulation was as follows: Simulation 1: \( t_f = 35 \) s; Simulation 2: \( t_f = 70 \) s; Simulation 3: \( t_f = 40 \) s.

The results show that the LPB and CCPB controllers outperformed the DR control in the sense that they produced significantly smaller \( e_{\text{rms}} \) values with very similar control energy (i.e., \( u_{\text{rms}} \) values) across the three simulations. We believe that this better performance has the following causes. First, the robust adaptive controllers incorporate more model information than the DR controller, which is essentially model-independent and attempts to dominate the uncertainties through high-
gain feedback. Second, the inability of the DR controller to track or reject high-frequency signals
very well comes from the fact that it assumes the signals are sufficiently smooth. In particular,
notice the large spikes in the tracking error of the DR controller in Figures 6.2, 6.3, 6.4, which co-
incide with the higher frequency period of $q_d(t)$ in Figure 6.1a, the steps in $q_d(t)$ in Figure 6.1b,
and the discontinuities in $d_l(t)$ in Figure 6.5, respectively. These spikes can be troublesome in
practice since the knee joint is not capable of moving beyond approximately $\pm\pi/2$ rad.

![Graphs of LPB, CCPB, and DR Control](image)

**Figure 6.2:** Simulation 1: Tracking error $e(t)$.

The control input of the DR controller also has higher frequency content than those of the robust
adaptive controllers as can be seen from Figures 6.6, 6.7, and 6.8. The high frequency arises from
the term $\int_0^t k_3 \text{sign}(r(\tau)) \, d\tau$ in (6.47). This is of concern since torque-level control laws have to be
embedded into low-level control loops, potentially magnifying their high-frequency content.
Figure 6.3: Simulation 2: Tracking error $e(t)$.

Figure 6.4: Simulation 3: Tracking error $e(t)$. 
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Figure 6.5: Simulation 3: Disturbance term \( d(t) \).

Figure 6.6: Simulation 1: Control input \( \tau(t) \).
Figure 6.7: Simulation 2: Control input $\tau(t)$.

Figure 6.8: Simulation 3: Control input $\tau(t)$.  
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Table 6.1: Comparison of RMS Values

<table>
<thead>
<tr>
<th>Simulation</th>
<th>Control</th>
<th>$\epsilon_{rms}$ (rad)</th>
<th>$u_{rms}$ (Nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>LPB</td>
<td>0.0027</td>
<td>9.615</td>
</tr>
<tr>
<td></td>
<td>CCPB</td>
<td>0.0029</td>
<td>9.592</td>
</tr>
<tr>
<td></td>
<td>DR</td>
<td>0.0711</td>
<td>9.635</td>
</tr>
<tr>
<td>2</td>
<td>LPB</td>
<td>0.0020</td>
<td>7.269</td>
</tr>
<tr>
<td></td>
<td>CCPB</td>
<td>0.0024</td>
<td>7.263</td>
</tr>
<tr>
<td></td>
<td>DR</td>
<td>0.0113</td>
<td>7.272</td>
</tr>
<tr>
<td>3</td>
<td>LPB</td>
<td>0.0098</td>
<td>10.946</td>
</tr>
<tr>
<td></td>
<td>CCPB</td>
<td>0.0124</td>
<td>10.950</td>
</tr>
<tr>
<td></td>
<td>DR</td>
<td>0.0482</td>
<td>10.985</td>
</tr>
</tbody>
</table>

Between the two robust adaptive controllers, the LPB controller performed slightly better than the CCPB control, although the improvement was not significant (see Table 6.1). The parameter estimates $\hat{\theta}(t)$ and $\hat{\phi}(t)$ had similar profiles for both controllers with the difference being due to their adaptation laws being different for each control (see (6.15) and (6.24)).

The simulations reported here are not meant to be an exhaustive and definitive study of the performance of the proposed robust adaptive controllers, nor do they imply that these controllers are necessarily “better” than the DR controller (or any other controller, for that matter) when applied to the human shank musculoskeletal system. Such questions are impossible to address in general since the answer is application dependent. Rather, the simulations are meant to demonstrate with reasonable confidence that the robust adaptive controllers are a viable solution for the torque-level control of the human shank musculoskeletal system and can provide good performance for various operating conditions.
Figure 6.9: Simulation 1: Parameter estimates $\hat{\theta}(t)$.

Figure 6.10: Simulation 1: Parameter estimates $\hat{\phi}(t)$.
Figure 6.11: Simulation 1: Parameter estimates $\hat{\Psi}(t)$ for LPB control (left column) and parameter estimates $\hat{\lambda}(t)$ for CCPB control (right column).

Figure 6.12: Simulation 2: Parameter estimates $\hat{\theta}(t)$. 
Figure 6.13: Simulation 2: Parameter estimates $\hat{\phi}(t)$.

Figure 6.14: Simulation 2: Parameter estimates $\hat{\psi}(t)$ for LPB control (left column) and parameter estimates $\hat{\lambda}(t)$ for CCPB control (right column).
Figure 6.15: Simulation 3: Parameter estimates $\hat{\theta}(t)$.

Figure 6.16: Simulation 3: Parameter estimates $\hat{\phi}(t)$. 
Figure 6.17: Simulation 3: Parameter estimates \( \hat{\Psi}(t) \) for LPB control (left column) and parameter estimates \( \hat{\lambda}(t) \) for CCPB control (right column).
Chapter 7 Neural Network-Based Control

In this chapter, we add the muscle contractile mechanics to the NMES model considered for control. The muscle contractile term relates the joint torque to the voltage applied to the electrodes; hence, our control input in this chapter is at the voltage level as opposed to the torque-level input of the previous chapters. Since the voltage-torque relationship is highly uncertain, the control problem in this chapter can be cast as one where the control coefficient is unknown. To deal with this uncertainty, we will use a NN-based control strategy. Two control strategies will be formulated: one for the case where the voltage input is not amplitude-limited and the other where it is subject to saturation.

7.1 Problem Statement

To consider more model uncertainties for the passive mechanical dynamics, we introduce a torque-level disturbance term \( d(q, \dot{q}, t) \) such that the model in (6.1) is updated by

\[
J\ddot{q} + B(\dot{q}) + K(q) + G(q) + d(q, \dot{q}, t) = \tau,
\]

where \( K(q) \), \( B(\dot{q}) \), and \( G(q) \) were defined in (2.2)-(2.4) and the disturbance \( d(q, \dot{q}, t) \in \mathbb{R} \) represents all unmodeled dynamics, e.g., elastic and damping moments, muscle fatigue, response delays, spasms, and/or time-varying external loads, and \( d(q, \dot{q}, t) \) is bounded if \((q, \dot{q}) \in \mathcal{L}_\infty\) and the time-varying external loads are bounded. The active torque \( \tau \) generated by electrode stimulation of the quadriceps muscles is the product of muscle contractile mechanics described by

\[
\tau = F_m \varsigma(q) \eta(q, \dot{q}) u
\]

where \( \varsigma(q) \) is the moment arm defined in (2.7), the constant \( F_m > 0 \) is the maximum isometric force developed by electrical stimulation, \( \eta(q, \dot{q}) := \eta_l(q) \eta_v(q, \dot{q}) \) with \( \eta_l(q) \) and \( \eta_v(q, \dot{q}) \) given by (2.10) and (2.11), respectively, and \( u \in \mathbb{R} \) represents the voltage input that triggers the stimulus signals of the electrodes.
The dynamics in (7.1) can be rewritten as
\[ \dot{x}_1 = x_2 \]
\[ J \dot{x}_2 = f(x, t) + \Omega(x) u \] (7.3)
where \( x = [x_1, x_2]^T := [q, \dot{q}]^T \),
\[ f(x, t) = -K(x_1) - B(x_2) - G(x_1) - d(x, t), \] (7.4)
\[ \Omega(x) = F_m \zeta(x_1) \eta(x). \] (7.5)
We consider that the functions \( f(x, t) \) and \( \Omega(x) \) in (7.3) are unknown. Our control objective is to design \( u(x, t) \) to practically track any bounded \( C^2 \) reference trajectory \( x_{1d}(t) \) satisfying
\[ \sup |x_{1d}(t)| < \pi/2 \text{ and } (\dot{x}_{1d}(t), \ddot{x}_{1d}(t)) \in \mathcal{L}_\infty \text{ despite the functional uncertainties present in (7.3).} \]
Since \( \zeta(x_1) \) and \( \eta(x) \) are both positive and bounded for all \( x \in (-\pi/2, \pi/2) \times \mathbb{R} \) from (2.7), (2.10), (2.11), and (2.12), we know that the control coefficient \( \Omega(x) \) satisfies
\[ g_0 \leq \Omega(x) \leq g_1, \] (7.6)
where \( g_0 \) and \( g_1 \) are unknown positive constants. Moreover, the function \( \Omega(x) \) is continuously differentiable with bounded first derivative with respect to \( x \). In [38, 134], the upper bound on \( \Omega(x) \) was assumed to be known. Though one can claim that an upper bound can always be found by picking it to be large enough, this practice may lead to unnecessary, higher control efforts.

To facilitate constructing the controller, we make the following assumption about the unknown nonlinearity \( f(x, t) \):

**Assumption 1** The function \( f(x, t) \) is continuous with respect to \( x \) and \( t \).

This assumption relaxes the assumption in [112] that \( d(x, t) \) be differentiable with respect to \( t \). Here, we only require its continuity with respect to \( t \).
7.2 Control Formulation

7.2.1 Design without Input Saturation

Using the tracking error defined in (4.3), we follow the backstepping approach presented in Section 4.2.

**Step 1:**

We first define \( z_1 \) as in (4.5) and write its dynamics as

\[
\dot{z}_1 = x_2 - \dot{x}_{1d} = z_2 + \alpha - \dot{x}_{1d}.
\]  
(7.7)

where \( \alpha \) is the virtual control and

\[
z_2 = x_2 - \alpha.
\]  
(7.8)

Based on (7.7), we design the virtual control as

\[
\alpha (z_1, t) = -k_1 z_1 + \dot{x}_{1d}
\]  
(7.9)

where \( k_1 > 0 \) is a control gain, which gives the closed-loop system

\[
\dot{z}_1 = -k_1 z_1 z_2 - k_1 \dot{z}_1.
\]  
(7.10)

Now, given the positive-definite and radially unbounded function

\[
V_1 = \frac{1}{2} z_1^2,
\]  
(7.11)

its derivative along (7.10) yields

\[
\dot{V}_1 = -K_1 \dot{Z}_1^2 + z_1 \dot{z}_2.
\]  
(7.12)

**Step 2:**

The dynamics of \( z_2 \) is given by

\[
J \dot{z}_2 = J \dot{x}_2 - J \dot{\alpha}
\]
\[
= f(x, t) + \Omega(x) u(t) - J \dot{\alpha}.
\]  
(7.13)

where (7.3) was used and

\[
\dot{\alpha} = -K_1 z_2 + K_1^2 z_1 + \ddot{x}_{1d}.
\]  
(7.14)
We now define the positive-definite and radially unbounded function

\[ V_2(z_1, z_2) = \frac{J}{g_1} \int_0^{z_2} \tanh(s) \beta(z_1 + x_{1d}, s + \alpha) ds \]  

(7.15)

where

\[ \beta(x_1, x_2) = \frac{g_1}{\Omega(x)}, \]  

(7.16)

and (4.5) and (7.8) were used. Based on (7.6), we have

\[ 1 \leq \beta(x_1, x_2) \leq \frac{g_1}{g_0} \]  

(7.17)

where \( \beta(x_1, x_2) \) is continuously differentiable with respect to \( x \). Therefore,

\[ V_2 \leq \frac{J}{g_0} \int_0^{z_2} \tanh(s) ds = \frac{J}{g_0} \ln \left( \cosh(z_2) \right), \]  

(7.18)

and

\[ V_2 \geq \frac{J}{g_1} \ln \left( \cosh(z_2) \right). \]  

(7.19)

Remark 6 The function in (7.15) is inspired by the one proposed in [134, 38]. In this work, we modified the function in [134, 38] by using \( \tanh(s) \) in replace of \( s \). This was motivated by the desire to attenuate the transient amplitude of the control input signal. That is, for large initial conditions, we observed that the control signal in (7.29) has significantly smaller transients than the control in [134, 38].

After taking the time derivative of (7.15), we obtain

\[ \dot{V}_2 = \frac{\partial V_2}{\partial z_1} \dot{z}_1 + \frac{\partial V_2}{\partial z_2} \dot{z}_2 + \frac{\partial V_2}{\partial x_1}, \]  

(7.20)

where

\[ \frac{\partial V_2}{\partial z_1} \dot{z}_1 = \frac{J}{g_1} \int_0^{z_2} \tanh(s) \left( \frac{\partial \beta(x_1, s + \alpha)}{\partial x_1} \dot{z}_1 + \frac{\partial \beta(x_1, s + \alpha)}{\partial \alpha} \frac{\partial x_1}{\partial z_1} \dot{x}_{1d} \right) ds, \]  

(7.21)

\[ \frac{\partial V_2}{\partial z_2} \dot{z}_2 = \frac{J}{g_1} \tanh(z_2) \beta(x_1, x_2), \]

\[ \frac{\partial V_2}{\partial t} = \frac{J}{g_1} \int_0^{z_2} \tanh(s) \left( \frac{\partial \beta(x_1, s + \alpha)}{\partial x_1} \frac{\partial x_{1d}}{\partial x_1} + \frac{\partial \beta(x_1, s + \alpha)}{\partial \alpha} \frac{\partial x_{1d}}{\partial t} \right) ds, \]  

(7.22)
\[
\frac{\partial x_1}{\partial z_1} = \frac{\partial x_1}{\partial x_1 d} = 1, \quad \text{and} \quad \frac{\partial \beta (x_1, s + \alpha)}{\partial \alpha} = \frac{\partial \beta (x_1, s + \alpha)}{\partial s}.
\]  

(7.23)

From (7.20)-(7.23), we get

\[
\dot{V}_2 = \frac{J}{g_1} (\dot{z}_1 + \dot{x}_{1d}) \int_0^{z_2} \tanh (s) \frac{\partial \beta (x_1, s + \alpha)}{\partial x_1} \, ds
\]
\[
+ \frac{J}{g_1} \frac{\partial \alpha}{\partial z_1} \dot{z}_1 + \frac{\partial \alpha}{\partial t} \right) \int_0^{z_2} \tanh (s) \frac{\partial \beta (x_1, s + \alpha)}{\partial s} \, ds
\]
\[
+ \frac{1}{g_1} \tanh (z_2) \beta (x_1, x_2) [f (x, t) + \Omega (x) u - J\dot{\alpha}]
\]
\[
= \frac{J}{g_1} \left[ \dot{x}_1 \int_0^{z_2} \tanh (s) \frac{\partial \beta (x_1, s + \alpha)}{\partial x_1} \, ds \right.
\]
\[
+ \dot{\alpha} \left( \tanh (z_2) \beta (x_1, x_2) - \int_0^{z_2} \beta (x_1, x_2) \text{sech}^2 (s) \, ds \right)
\]
\[
+ \frac{1}{g_1} \tanh (z_2) \beta (x_1, x_2) f (x, t) + \tanh (z_2) u - \frac{J}{g_1} \tanh (z_2) \beta (x_1, x_2) \dot{\alpha}
\]
\[
= \tanh (z_2) (h (y) + u),
\]  

(7.24)

where \( y = [x_1, x_2, x_{1d}, \dot{x}_{1d}, \dot{x}_{1d}, z_2]^T \) and

\[
h (y) = \frac{J}{g_1 \tanh (z_2)} \left[ \dot{x}_1 \int_0^{z_2} \tanh (s) \frac{\partial \beta (x_1, s + \alpha)}{\partial x_1} \, ds - \dot{\alpha} \int_0^{z_2} \beta (x_1, s + \alpha) \text{sech}^2 (s) \, ds \right]
\]
\[
+ \frac{1}{g_1} \beta (x_1, x_2) f (x, t).
\]  

(7.25)

**Remark 7** In spite of \( \tanh (z_2) \) appearing in the denominator of (7.25), the first two terms of \( h (y) \) are still bounded as \( z_2 \to 0 \) due to the boundedness of the first derivative of \( \Omega (x) \) with respect to \( x \). That is, applying L’Hôpital’s rule yields

\[
\lim_{z_2 \to 0} \frac{\dot{x}_1}{\tanh (z_2)} \int_0^{z_2} \tanh (s) \frac{\partial \beta (x_1, s + \alpha)}{\partial x_1} \, ds = \lim_{z_2 \to 0} \frac{\partial}{\partial z_2} \left[ \dot{x}_1 \int_0^{z_2} \tanh (s) \frac{\partial \beta (x_1, s + \alpha)}{\partial x_1} \, ds \right] / \partial z_2
\]
\[
= \lim_{z_2 \to 0} \int_0^{z_2} \tanh (s) \frac{\partial \beta (x_1, s + \alpha)}{\partial x_1} \, ds + \dot{x}_1 \tanh (z_2) \frac{\partial \beta (x_1, x_2)}{\partial x_1} \frac{1}{\text{sech}^2 (z_2)}
\]
\[
= 0,
\]  

(7.26)
and
\[
\lim_{z_2 \to 0} \frac{\hat{\alpha}}{\tanh(z_2)} \int_0^{z_2} \beta(x_1, s + \alpha) \sech^2(s) \, ds = \lim_{z_2 \to 0} \frac{\partial}{\partial z_2} \left[ \hat{\alpha} \int_0^{z_2} \beta(x_1, s + \alpha) \sech^2(s) \, ds \right] / \partial z_2 \\
= \lim_{z_2 \to 0} -K_1 \int_0^{z_2} \beta(x_1, s + \alpha) \sech^2(s) \, ds + \hat{\alpha} \beta(x_1, x_2) \sech^2(z_2) / \sech^2(z_2) \\
= (-K_1 + K_1^2 z_1 + \ddot{x}_{1d}) \beta(x_1, \alpha).
\]  
(7.27)

where the last line of (7.27) used (7.14).

Since \( f(x,t) \) is continuous and \( \beta(x_1, x_2) \) continuously differentiable with respect to \( x \) and \( t \), we know that (7.25) is continuous with respect to \( y \). Thus, we can invoke Theorem ?? to state that for \( y \in \Theta \) where \( \Theta \) is a compact set,
\[
h(y) = W^T S \left( V^T \dot{y} \right) + \delta(y)
\]  
(7.28)

where \( \dot{y} = [y^T, 1]^T \in \mathbb{R}^7 \) and \( W, V \) are the unknown, ideal weights. Based on (7.24) and (7.28), we design the control law as
\[
u = -k(t) \tanh(z_2) - \dot{W}^T S \left( \dot{V}^T \dot{y} \right) - \frac{z_1 z_2 + K_2 \ln(\cosh(z_2))}{\tanh(z_2)},
\]  
(7.29)

where
\[
k(t) = \frac{1}{\varepsilon} \left( \| \dot{\bar{y}} \dot{W}^T \dot{S} \|_F^2 + \| \dot{S} \dot{V}^T \dot{y} \|_F^2 + 1 \right),
\]  
(7.30)

\( \varepsilon > 0 \) is a control gain, and \( \dot{W}(t) \in \mathbb{R}^L \) and \( \dot{V}(t) \in \mathbb{R}^{7 \times L} \) are estimates of the weights \( W \) and \( V \), respectively. Note that the last term in (7.29) remains bounded as \( z_2 \to 0 \) due to the facts that
\[
\lim_{z_2 \to 0} \left[ z_2 / \tanh(z_2) \right] = 1 \text{ and } \lim_{z_2 \to 0} \left[ \ln(\cosh(z_2)) / \tanh(z_2) \right] = 0.
\]

Our main result is included in the following theorem:

**Theorem 15**  For any initial condition \( x(0) \in (-\pi/2, \pi/2) \times \mathbb{R} \) of the uncertain muscle-joint dynamic system (7.3), the NN-based control (7.29) and (7.30) ensures that \( z_1 \) is ultimately uniformly bounded and all other signals are bounded if the weight estimates are updated by
\[
\dot{W} = \Gamma_w \left[ \tanh(z_2) \left( \dot{S} - \dot{S} \dot{V}^T \dot{y} \right) - \gamma_w \dot{W} \right],
\]  
(7.31)
\[
\dot{\mathcal{V}} = \Gamma_v \left[ \tanh(z_2) \bar{y} \bar{W}^\top \hat{S}' - \gamma_v \bar{V} \right]
\]  
(7.32)

where \( \Gamma_w = \Gamma_w^\top > 0 \), \( \Gamma_v = \Gamma_v^\top > 0 \), and \( \gamma, \gamma_w, \gamma_v > 0 \) are adaptation gains.

**Proof.** We define the following Lyapunov function candidate

\[
\mathcal{V} = V_1 + V_2 + \bar{W}^\top \Gamma_w^{-1} \bar{W} + \text{tr}\{\bar{V}^\top \Gamma_v^{-1} \bar{V}\}
\]  
(7.33)

Using (7.12) and (7.24), we can obtain the following relation by taking a derivative of (7.33)

\[
\dot{\mathcal{V}} = -K_1 z_1^2 + z_2 \hat{y} + \bar{W}^\top \Gamma_w^{-1} \hat{W} + \text{tr}\left\{\bar{V}^\top \Gamma_v^{-1} \hat{V}\right\}.
\]  
(7.34)

Substituting (7.29), (7.31)-(7.32) into (7.34) and applying Lemma 5 yield

\[
\dot{\mathcal{V}} = -K_1 z_1^2 - K_2 \ln(\cosh(z_2)) + \bar{W}^\top \left[ \Gamma_w^{-1} \hat{W} - \tanh(z_2) \left( \hat{S} - \hat{S}' \hat{V} \bar{y} \right) \right]
\]

\[
+ \text{tr}\left\{\bar{V}^\top \left( \Gamma_v^{-1} \hat{V} - \tanh(z_2) \bar{y} \bar{W}^\top \hat{S}' \right) \right\} + \tanh(z_2) (-d_u + \delta) - k(t) \tanh^2(z_2)
\]

\[
\leq -K_1 z_1^2 - K_2 \ln(\cosh(z_2)) - \gamma_w \bar{W}^\top \hat{W} - \gamma_v \text{tr}\left\{\bar{V}^\top \hat{V}\right\} - k(t) \tanh^2(z_2)
\]

\[
+ |\tanh(z_2)| \left( \|V\|_F \left\| \bar{y} \bar{W}^\top \hat{S}' \right\|_F + \|W\| \left\| \hat{S}' \hat{V} \bar{y} \right\| + |W|_1 + \delta \right).
\]  
(7.35)

The first equality in (7.35) holds because \( \hat{W}^\top \hat{S}' \hat{V}^\top \bar{y} \in \mathbb{R} \), and \( \hat{W}^\top \hat{S}' \hat{V}^\top \bar{y} = \text{tr}\left\{\hat{W}^\top \hat{S}' \hat{V}^\top \bar{y}\right\} = \text{tr}\left\{\bar{V}^\top \bar{y} \bar{W}^\top \hat{S}'\right\} \). After applying the following Young’s inequalities

\[
-\frac{1}{\varepsilon} \left\| \bar{y} \bar{W}^\top \hat{S}' \right\|_F^2 \tanh^2(z_2) + \|V\|_F \left\| \bar{y} \bar{W}^\top \hat{S}' \right\|_F |\tanh(z_2)| \leq \frac{\varepsilon}{4} \|V\|_F^2,
\]

\[
-\frac{1}{\varepsilon} \left\| \hat{S}' \hat{V}^\top \bar{y} \right\|^2 \tanh^2(z_2) + \|W\| \left\| \hat{S}' \hat{V}^\top \bar{y} \right\| |\tanh(z_2)| \leq \frac{\varepsilon}{4} \|W\|^2,
\]

\[
-\frac{1}{\varepsilon} \tanh^2(z_2) + (|W|_1 + \delta) |\tanh(z_2)| \leq \frac{\varepsilon}{4} (|W|_1 + \delta_0)^2,
\]

\[
-\bar{W}^\top \hat{W} \leq \frac{1}{2} \left( \bar{W}^\top \hat{W} + W^\top W \right),
\]
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substituting (7.30) into (7.35) and utilizing Lemma 8 give
\[
\dot{V} \leq -K_1 z_1^2 - K_2 \ln (\cosh (z_2)) - \gamma_w \tilde{W}^T \tilde{W} - \gamma_v \text{tr} \left\{ \tilde{V}^T \tilde{V} \right\} \\
+ \frac{\varepsilon}{4} \left[ \|V\|_F^2 + \|W\|^2 + (|W|_1 + \delta)^2 \right]
\leq -K_1 z_1^2 - K_2 \ln (\cosh (z_2)) - \frac{\gamma_w}{2} \tilde{W}^T \tilde{W} - \frac{\gamma_v}{2} \text{tr} \left\{ \tilde{V}^T \tilde{V} \right\}
+ \left( \frac{\varepsilon}{4} + \frac{\gamma_w}{2} \right) \|V\|_F^2 + \left( \frac{\varepsilon}{4} + \frac{\gamma_v}{2} \right) \|W\|^2 + \frac{\varepsilon}{4} (|W|_1 + \delta_0)^2 .
\]
(7.36)

Recalling the relation (7.18) and picking \( \gamma_w = \lambda_{\min} (\Gamma_w^{-1}) \) and \( \gamma_v = \lambda_{\min} (\Gamma_v^{-1}) \), we obtain
\[
\dot{V} \leq -c_1 V + c_2 ,
\]
(7.37)
where \( c_1 = \min \{2K_1, \frac{2\gamma_w}{J} K_2, \gamma \} \) and \( c_2 = \left( \frac{\xi}{4} + \frac{\gamma_w}{2} \right) \|V\|_F^2 + \left( \frac{\xi}{4} + \frac{\gamma_v}{2} \right) \|W\|^2 + \frac{\varepsilon}{4} (|W|_1 + \delta_0)^2 . \)

Since the inequality (7.37) gives
\[
V (t) \leq e^{-c_1 t} V (0) + \frac{c_2}{c_1} (1 - e^{-c_1 t}) ,
\]
recalling the relation (7.19) hence yields
\[
\frac{1}{2} z_1^2 + \frac{J}{g_1} \ln (\cosh (z_2)) + \frac{1}{2} \left( \tilde{W}^T \Gamma_v^{-1} \tilde{W} + \text{tr} \left\{ \tilde{V}^T \Gamma_v^{-1} \tilde{V} \right\} \right) 
\leq V (t) \leq e^{-c_1 t} V (0) + \frac{c_2}{c_1} (1 - e^{-c_1 t}) .
\]
(7.38)

Therefore, considering the knee joint constraint for the angular position output, for any initial condition \( V (0) = V \left( z_1 (0), z_2 (0), \tilde{W} (0), \text{tr} \left\{ \tilde{V} (0) \right\} \right) \) such that \( z_1 (0) \in (-\pi, \pi) \), the signals \( z_1 (t), z_2 (t), \tilde{W} (t), \text{tr} \left\{ \tilde{V} (t) \right\} \) are bounded and there is a compact set \( \Theta_1 \) such that the vector \( Z (t) = [z_1, z_2, \tilde{W}^T, \text{tr} \left\{ \tilde{V} (t) \right\}]^T \) uniformly remains
\[
\Theta_1 = \{ Z (t) | z_1^2 + \frac{2J}{g_1} \ln (\cosh (z_2)) + \tilde{W}^T \Gamma_w^{-1} \tilde{W} + \text{tr} \left\{ \tilde{V}^T \Gamma_v^{-1} \tilde{V} \right\} \leq 2e^{-c_1 t} V (0) + 2c_2/c_1 (1 - e^{-c_1 t}) \}
\]
(7.39)
for all \( t > 0 \) with the constants \( c_1 \) and \( c_2 \). More specifically, for \( t \to \infty \), \( Z (t) \) can be ultimately bounded in a compact set
\[
\Theta_2 = \{ Z (\infty) | z_1^2 + \frac{2J}{g_1} \ln (\cosh (z_2)) + \tilde{W}^T \Gamma_w^{-1} \tilde{W} + \text{tr} \left\{ \tilde{V}^T \Gamma_v^{-1} \tilde{V} \right\} \leq 2c_2/c_1 \} ,
\]
(7.40)
and for high gains \( K_1, K_2, \gamma \) and a small gain \( \varepsilon \), the ultimate boundedness \( 2c_2/c_1 \) can be arbitrarily
small.

Due to the boundedness of $\dot{Z}(t)$ and desired trajectory $(x_{1d}, \dot{x}_{1d}, \ddot{x}_{1d})$, we know that $x_1(t) \in \mathcal{L}_\infty$ from (4.3) and (4.5), $x_2(t) \in \mathcal{L}_\infty$ from (7.9), $(\dot{W}(t), \dot{V}(t)) \in \mathcal{L}_\infty$ from the definition of the parameter estimate and estimate error, and the NN input vector $y(t) \in \mathcal{L}_\infty$. On the other hand, because $\dot{V}(t) \in \mathcal{L}_\infty$, $(\dot{S}, \dot{S}') \in \mathcal{L}_\infty$ and hence, $(\dot{W}(t), \dot{V}(t)) \in \mathcal{L}_\infty$ from (7.31)-(7.32), and $k(t) \in \mathcal{L}_\infty$ from (7.30). Therefore, we know $u(t) \in \mathcal{L}_\infty$ by (7.29). Since $(x_1, x_2) \in \mathcal{L}_\infty$, the disturbance $d(x, t) \in \mathcal{L}_\infty$. Finally, we have $\dot{x}_2(t) \in \mathcal{L}_\infty$.

### 7.2.2 Design with Input Saturation

In Section 7.2.1, an adaptive NN controller (7.29) is constructed to handle the unknown control coefficient without the singularity problem, ensuring a globally uniformly ultimately bounded position tracking of the shank. However, like most literatures in NMES control, e.g., [17, 111, 112, 120], it fails to account for the input constraints inherently existing in the physical equipment. In fact, the voltage input (7.29) has to be limited in its proper operation range in case of undesired tracking performance. We simply set the following input constraint

$$u \in [0, u_m],$$  \hspace{1cm} (7.41)

where $u_m > 0$ is the maximum voltage value that can be provided by the stimulator. To this end, (7.29) along with any other controllers in [17, 111, 112, 120] is obviously not able to satisfy (7.41).

**Remark 8** In practice, stimulation is typically applied in the form of discrete pulses delivered from the electrodes. The continuous voltage/current signal computed by the designed controller is delivered to the stimulator to modify the amplitude/pulse width of the stimulus pulses. Although some commercial electrical stimulators among the market produce biphasic (positive and negative phases) stimulus pulse trains by the same amplitude, it does not require that the control input is commanded negative. In fact, a controller commands positive voltage signals only to active the muscle contraction since negative voltage values may imply muscle push, which is not true for the
To handle the input saturation problem of the voltage signal, the NN control with Nussbaum-type gains is applied in this section. To assist the control design, an auxiliary control input signal $v \in \mathbb{R}$ is introduced by the following relation

$$u = \frac{1}{2} u_m (\tanh(v) + 1).$$

(7.42)

Note that the stimulus voltage signal $u(t)$ is monotonic with respect to the auxiliary control $v(t)$, and for all $v \in \mathbb{R}$, $u \in (0, u_m)$ is ensured. In the rest of this paper, our task is to design the auxiliary control input $v$. Once $v$ is determined, the voltage signal $u$ could be calculated by (7.42).

**Remark 9** In many previous literatures, e.g., [74, 75, 122, 137, 138], the input saturation problem is deliberately described by a saturation function that is required to be approximated by a hyperbolic tangent function and an additional bounded disturbance term for sake of control design. Different with these results, (7.42) simply redefines the pattern of the input saturation by abandoning the saturation function. Such a change mainly brings two advantages: 1) Regardless of the incapability of reaching the constraint limits, i.e., $u = 0$ and $u = u_m$, (7.42) bypasses the approximation process and therefore simplifies the analysis; 2) Due to the monotonicity of hyperbolic tangent functions, (7.42) is invertible and any $u \in (0, u_m)$ can be uniquely mapped by $v$. That is, any $v(t)$ calculated by the controller can be used to produce a value for $u(t)$. For a simple saturation function $u = sat(v)$ instead, any $|v(t)| > 1$ returns $1$ or $-1$, and the variation of the states reflected on $v(t)$ fails to reach that of $u(t)$, which, to the authors, can be viewed as an information waste. Also note that $v(t)$ in (7.42) does not require any physical implementations. Therefore, a large magnitude of $v(t)$ is feasible to reach $u(t)$ values close to the input constraints. Finally, to the best knowledge of the authors’, this simple idea has not been explicitly stated in any previous
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literatures, and the authors believe it can be a useful tool to simplify the input saturation problem.

The basic idea to handle the input saturation problem above is to remove the nonlinearity of $v$ by utilizing mean-value theorem [137]. According to the mean-value theorem, the smooth function $\tanh(v)$ could be rewritten as

$$\tanh(v) = \tanh(v_0) + \frac{\partial \tanh}{\partial v}(v)(v - v_0) = \tanh(v_0) + g(v^*)(v - v_0), \quad (7.43)$$

where $v_0 = 0$ for simplicity, $v^* = \mu v + (1 - \mu) v_0$ with $\mu \in (0, 1)$, and $g(v^*) = \frac{\partial \tanh}{\partial v}(v)|_{v=v^*}$. Despite that $v^*$ is an unknown time-varying variable determined by $v(t)$, and hence the function $g(v^*)$ is also time-varying and unknown, the boundedness of $g(v^*)$ is available and clear: $g(v^*) \in (0, 1]$ for all $v^* \in \mathbb{R}$. By substituting (7.42)-(7.43) into (7.3), the system dynamics is rewritten as

$$\dot{x}_1 = x_2$$

$$J \dot{x}_2 = f_u(x, t) + \Omega_u(x) g(v^*) v(t)$$

where $f_u(x, t) = f(x, t) + \frac{1}{2} u_m \Omega(x)$, and $\Omega_u(x) = \frac{1}{2} u_m \Omega(x)$. Since $\Omega(x) \in [g_0, g_1]$ for $x \in \mathbb{R}^2$ by (7.6), we know that $\Omega_u(x) \in [g_{u0}, g_{u1}]$ with $g_{ui} = \frac{1}{2} u_m g_i$ for $i = 0, 1$. Also, $g_{u0}$ and $g_{u1}$ are unknown. The control design is based on a similar backstepping method as follows.

**Step 1:**

We follow "Step 1" of the control design procedure in Section 7.2.1 by using the same definition of $e(t)$, $z_1(t)$ and $z_2(t)$ in (4.3), (4.5) and (7.8), respectively, and designing the same virtual control signal $\alpha(z_1, t)$ in (7.9) with a constant control gain $K_{N1} > 0$ and picking the same positive-definite function $V_1$ in (7.11).

**Step 2:**

Using the nonlinear function $\beta(x_1, x_2)$ defined in (7.16) and the following positive-definite and radially unbounded function

$$V_{u2} = \frac{g_1}{g_{u1}} V_2$$

with $V_2(z_1, z_2, t)$ in (7.15), we are capable of obtaining the following relations similar to (7.18)-
(7.24):
\[
\frac{J}{g_{u1}} \ln (\cosh (z_2)) \leq V_{u2} \leq \frac{J}{g_{u0}} \ln (\cosh (z_2)),
\]
(7.46)
\[
\dot{V}_{u2} = \tanh (z_2) [h_u (y) + g (v^*) v],
\]
(7.47)
where \( y = [x_1, x_2, x_{1d}, \dot{x}_{1d}, \dot{z}_2]^T \), and
\[
h_u (y) = \frac{g_1}{g_{u1}} h(y)
\]
(7.48)
where \( h(y) \) is defined in (7.25). Similar to \( h(y) \), the nonlinear function \( h_u \) is also continuously differentiable with respect to \( y(t) \) and can be approximated by the neural network in (3.9) with the NN weights \( W_N \in \mathbb{R}^L \) and \( V_N \in \mathbb{R}^{(m+1) \times L} \) and the functional approximation error \( \delta_N (y) \) such that \( |\delta_N (y)| \leq \delta_{N0} \).

The auxiliary control input is constructed as follows by utilizing the Nussbaum-type function
\[
v = N (\zeta) \varpi
\]
(7.49)
\[
\dot{\zeta} = K_{N3} \tanh (z_2) \varpi, \quad \zeta (0) = 0
\]
(7.50)
\[
\varpi = k_N (t) \tanh (z_2) + \hat{W}_N^T S (\hat{V}_N^T \dot{y}) + \frac{\varpi_1 z_2 + K_{N2} \ln (\cosh (z_2))}{\tanh (z_2)},
\]
(7.51)
where \( K_{N2}, K_{N3} > 0 \) are control gains, \( N (\zeta) = \zeta^2 \cos (\omega \zeta) \) with \( \omega > 0 \) being a tunable frequency, and \( k_N (t) \) is a similar time-varying gain designed in (7.30)
\[
k_N (t) = \frac{1}{\varepsilon_N} \left( \left\| \dot{y} \hat{W}_N^T \dot{S}_N^T \right\|_F^2 + \left\| \dot{S}_N^T \hat{V}_N^T \dot{y} \right\|_F^2 + 1 \right)
\]
(7.52)
with a constant control gain \( \varepsilon_N > 0 \). Substituting the control (7.49)-(7.51) into (7.47) consequently gives
\[
\dot{V}_{u2} = \tanh (z_2) h_u (y) + \frac{1}{K_{N3}} [g (v^*) N (\zeta) + 1] \dot{\zeta} - \frac{1}{K_{N3}} \dot{\zeta}
\]
\[
= \tanh (z_2) [h_u (y) - \varpi] + \frac{1}{K_{N3}} [g (v^*) N (\zeta) + 1] \dot{\zeta}.
\]
(7.53)
Our main result is stated by the following theorem.
Theorem 16  For all initial conditions \( x_1 (0) \in \left(-\frac{\pi}{2}, \frac{\pi}{2}\right) \) and \( x_2 (0) \in \mathbb{R} \) of the uncertain muscle-joint dynamic system (7.44), a neural network-based control (7.49)-(7.51) and (7.42) are capable of ensuring an ultimately uniformly bounded tracking of any desired trajectory \( x_{1d} (t) \) such that \( \sup_{t>0} |x_{1d} (t)| \leq \frac{\pi}{2}, \langle \dot{x}_{1d} (t), \dot{x}_{1d} (t) \rangle \in \mathcal{L}_\infty \) and all signals in (7.3) bounded if the NN weights are updated by

\[
\dot{W}_N = \Gamma_{wN} \left[ \tanh (z_2) \left( \dot{S}_N - \dot{S}_N^T \dot{y} \right) - \gamma_{wN} \dot{W}_N \right],
\]  

(7.54)

\[
\dot{V}_N = \Gamma_{vN} \left[ \tanh (z_2) \dot{y} \dot{W}_N^T \dot{S}_N - \gamma_{vN} \dot{V}_N \right]
\]  

(7.55)

where \( \Gamma_{wN} = \Gamma_{wN}^T > 0, \Gamma_{vN} = \Gamma_{vN}^T > 0, \gamma_{wN} > 0 \) and \( \gamma_{vN} > 0 \) are adaptation gains.

Proof. We define the Lyapunov function candidate

\[
V = V_1 + V_{u2} + \frac{1}{2\gamma_N} \left( \dot{W}_N^T \Gamma_{wN}^{-1} \dot{W}_N + \text{tr} \left\{ \dot{V}_N^T \Gamma_{vN}^{-1} \dot{V}_N \right\} \right).
\]  

(7.56)

Following the stability proof in Section 7.2.1 and picking the corresponding adaptation gains \( \gamma_{wN} = \lambda_{\min} \left( \Gamma_{wN}^{-1} \right) \) and \( \gamma_{vN} = \lambda_{\min} \left( \Gamma_{vN}^{-1} \right) \), we simply obtain

\[
\dot{V} \leq -c_1 V + \frac{1}{K_{N3}} \left[ g \left( v^* \right) N (\zeta) + 1 \right] \dot{\zeta} + c_2,
\]  

(7.57)

where \( c_1 = \min \left\{ 2K_{N1}, \frac{\varrho_0}{4} K_{N2}, \gamma_N \right\} \) and \( c_2 = \left( \frac{\varepsilon_N}{4} + \frac{\gamma_{wN}}{2} \right) \left\| V_N \right\|_F^2 + \left( \frac{\varepsilon_N}{4} + \frac{\gamma_{vN}}{2} \right) \left\| W_N \right\|_F^2 + \frac{\varepsilon_N}{4} \left( \| W_N \|_1 + \delta_{N0} \right)^2 \). Integrating (7.57) on \([0, t]\), \( \forall t \in [0, t_f) \) yields

\[
V (t) \leq V (0) e^{-c_1 t} + e^{-c_1 t} \int_0^t \frac{1}{K_{N3}} \left[ g \left( v^* \right) N (\zeta) + 1 \right] \dot{\zeta} e^{c_1 \tau} d\tau
\]

\[
+ \frac{c_2}{c_1} \left( 1 - e^{-c_1 t} \right)
\]

\[
\leq c_0 + e^{-c_1 t} \int_0^t \frac{1}{K_{N3}} \left[ g \left( v^* \right) N (\zeta) + 1 \right] \dot{\zeta} e^{c_1 \tau} d\tau,
\]  

(7.58)

where \( c_0 = V (0) + c_2 / c_1 \). Applying Lemma 6, we can conclude that \( \zeta (t), \int_0^t g \left( v^* \right) N (\zeta) \dot{\zeta} d\tau \) and \( V (t) \) must be bounded on \([0, t_f)\). According to Property 2 in [106], if the solution of the closed-loop system is bounded, then \( t_f = +\infty \). Consequently, \( V (t) \in \mathcal{L}_\infty \) for all \( t > 0 \). Recalling the
relation (7.46), we claim that the following relation holds
\[
\frac{1}{2} z_1^2 + \frac{J}{g_{u1}} \ln (\cosh (z_2)) + \frac{1}{2} \left( \hat{W}_N^T \Gamma_{wN}^{-1} \hat{W}_N + tr \{ \ddot{V}_N^T \Gamma_{vN}^{-1} \ddot{V}_N \} \right)
\leq \mathcal{V} (t) \leq \mathcal{V} (0) e^{-c_1 t} + \frac{c_2}{c_1} (1 - e^{-c_1 t}) + \frac{M}{K_{N3}}
\]  
for some positive constant \( M = \sup_{t>0} \left| \int_0^t [g (v(t)) N (\zeta) + 1] \dot{\zeta} e^{c_1 (\tau-t)} d\tau \right| \). Therefore, we can conclude that for any initial condition \( \mathcal{V} (0) = \mathcal{V} (z_1 (0), z_2 (0), \hat{W} (0), tr \{ \ddot{V} (0) \}) \) such that \( z_1 (0) \in (-\pi, \pi) \), the vector \( Z (t) = [z_1, z_2, \hat{W}^T, tr \{ \ddot{V} (t) \}]^T \) is uniformly ultimately bounded in a compact set
\[
\Theta_1 = \{ Z (t) | z_1^2 + \frac{2J}{g_{u1}} \ln (\cosh (z_2)) + \hat{W}_N^T \Gamma_{wN}^{-1} \hat{W}_N + tr \{ \ddot{V}_N^T \Gamma_{vN}^{-1} \ddot{V}_N \} \} \leq 2\mathcal{V} (0) e^{-c_1 t} + 2c_2/c_1 (1 - e^{-c_1 t}) + \frac{M}{K_{N3}} \}
\]  
for all \( t > 0 \). More specifically, for \( t \to \infty \), \( Z (t) \) can be ultimately bounded in a compact set
\[
\Theta_2 = \{ Z (\infty) | z_1^2 + \frac{2J}{g_{u1}} \ln (\cosh (z_2)) + \hat{W}_N^T \Gamma_{wN}^{-1} \hat{W}_N + tr \{ \ddot{V}_N^T \Gamma_{vN}^{-1} \ddot{V}_N \} \} \leq 2c_2/c_1 + \frac{M}{K_{N3}} \}
\]  
and for high gains \( K_{N1}, K_{N2}, K_{N3}, \gamma_N \) and a small gain \( \varepsilon_N \), the ultimate boundedness \( 2c_2/c_1 + M/K_{N3} \) can be arbitrarily small. 

The boundedness of \( x_i (t), \alpha (z_1, t), \hat{W}_N (t), \dot{V}_N (t), \hat{S}_N, \hat{S}_N', \hat{W}_N (t), \dot{V}_N (t), \tau_d (x_1, x_2, t) \) and \( k_N (t) \) can be concluded following the boundedness analysis in Section 7.2.1. Therefore, \( \varpi \in \mathcal{L}_\infty \) from (7.51) and hence, \( \dot{\zeta} (t) \in \mathcal{L}_\infty \) from (7.50). Since \( \zeta (t) \in \mathcal{L}_\infty \) from Lemma 6, the Nussbaum type function \( N (\zeta) \in \mathcal{L}_\infty \) holds, and consequently, the auxiliary control signal \( u (t) \in \mathcal{L}_\infty \) from (7.49). Due to the boundedness of voltage input \( u (t) \), we finally have \( \dot{x}_2 (t) \in \mathcal{L}_\infty \).

7.3 Simulation

7.3.1 Description

The performance of both adaptive NN control designs were illustrated in Simulink with ode solver ode45. All plant parameters in the passive mechanical subsystem (7.1) were defined by (6.46). The parameters in the muscle contractile subsystem (7.2) and (2.10)-(2.11) were from the
experimental results in [102]

\[ n_1 = 0.058, \quad n_2 = 2, \quad n_3 = 0.0284, \quad F_m = 200 \text{ N}, \]

\[ m_1 = 0.54, \quad m_2 = 5.69, \quad m_3 = 0.51, \quad m_4 = 0.745, \]

\[ l_{opt} = 0.086, \quad C = 0.11, \quad \epsilon = 0.4, \quad \nu_m = 0.51. \]

The desired trajectory was set as

\[ q_d(t) = \frac{\pi}{18} + \frac{7\pi}{24} \left(1 - \exp\left(-0.8t^3\right)\right) + \frac{\pi}{8} \left(1 - \exp\left(-0.4t^3\right)\right) \sin \omega t \text{ rad} \quad (7.62) \]

with a constant frequency of \( \omega = 2.15\pi \text{ rad/s}. \) The shape of \( q_d(t) \) is shown in Figure 7.1.

![Figure 7.1: Desired trajectory \( q_d(t) \)](image)

The disturbance term was described by

\[ d(x, t) = d_e(x_1) + d_d(x_2) - d_f(t), \quad (7.63) \]

where \( d_e(x_1) = 0.3 \exp(0.2x_1)+0.1x_1 \) represents unmodeled elastic moment, \( d_d(x_2) = 0.05 \tanh(45x_2) \) approximates the error moment between (2.3) and the damping moment component caused by Coulomb friction, and \( d_f(t) \) satisfying

\[ \dot{d}_f = -0.6d_f + S(0.04(t - 25)) + 0.125, \quad d_f(0) = 0 \quad (7.64) \]

where the function \( S(\cdot) \) is defined in (5.16), simulates the dynamics of muscle fatigue, spasms and/or a time-varying external load.
Remark 10  The muscle fatigue phenomenon is mimicked and included by the 1-st order differential equation (7.64). This approximation stems from the fatigue characteristics, i.e., it increases, if not strictly, during successive muscle contraction until it reaches the maximum. In fact, the muscle fatigue dynamics can approximately be a nonlinear 1-st order differential equation of fatigue state and the stimulus signal, consisting of fatigue and recovery components [101, 102]. We just use the linear equation (7.64) for sake of simplicity, and we also assume that the muscle is fully rested when $t = 0$.

Two sets of simulations were conducted for the adaptive NN control (ANNb) and the adaptive NN control with Nussbaum-type gain (ANN-N). The neural networks used in two controllers contained 20 hidden nodes, i.e., $L = 20$ and the parameter in the activation function (3.10) was set to $\sigma = 3$. The adaptation gains in both neural networks were picked as the same values: $\gamma_w = \gamma_{wN} = 0.1$, $\gamma_v = \gamma_{vN} = 0.05$.

Simulation 1: For comparison purposes, we simulated the adaptive NN controller proposed in [38, 134] (ANNa) to demonstrate the initial condition sensitivity problem in terms of control input spikes, where a set of "good" initial states (close to the stable equilibrium), $x_1 (0) = \pi/15$ rad, $x_2 (0) = 0$ rad/s, and a set of "bad" initial states (far from the stable equilibrium), $x_1 (0) = -\pi/10$ rad, $x_2 (0) = -1.5$ rad/s were used. For both sets of initial conditions, the initial weights $\hat{W} (0) = \mathbf{0}^{20 \times 1}$, $\hat{V} (0) = \mathbf{0}^{7 \times 20}$, the control gains and adaptation gains for both ANNa and ANNb control were set to

$$K_1 = 7.5, \ K_2 = 1.5, \ \varepsilon = 0.05, \ \gamma_w = 0.1, \ \gamma_v = 0.05,$$

$$\Gamma_w = I_{20 \times 20}, \ \Gamma_v = 5I_{7 \times 7}.$$  

Simulation 2: The performance of ANNb and ANN-N controls was compared. The initial conditions for both controls were set to $x_1 (0) = -\pi/10$ rad and $x_2 (0) = 1.5$ rad/s, the initial weights $\hat{W}_N (0) = \mathbf{0}^{20 \times 1}$, $\hat{V}_N (0) = \mathbf{0}^{7 \times 20}$, and the control gains and adaptation gains for ANNb
were set the same as those in Simulation 1, and all the gains and physical constraints for ANN-N were set to
\[
K_{1N} = 7.5, \ K_{2N} = 1.5, \ K_{3N} = 0.27, \ \varepsilon_N = 0.05, \ \gamma_{wN} = 0.1, \\
\gamma_{vN} = 0.05, \ \Gamma_{wN} = I_{20\times20}, \ \Gamma_{vN} = 5I_{7\times7}.
\]
To test the ANN-N control, we also set the physical constrain for the input as \( u_m = 35 \) V.

### 7.3.2 Results and Discussion

The results for the two simulations described above are presented next. For Simulation 1, the initial condition sensitivity problem is presented in Figure 7.2, where the top plots show the initial input values of ANNa and ANNb controllers under the "good" initial states, i.e., \( x_1(0) = \pi/15 \) rad and \( x_2(0) = 0 \) rad/s, and the bottom plots show the initial input values of the controllers under the "bad" initial states \( x_1(0) = -\pi/10 \) rad and \( x_2(0) = -1.5 \) rad/s. Indeed, for the initial states close to the equilibrium point, both controllers gave a similar initial value \( u(0) \approx -6 \); for the initial states far from the equilibrium point, however, the ANNa controller from [38, 134] yielded a significantly larger spike \( u(0) \approx 110 \) than the one \( u(0) \approx 28 \) produced by the ANNb controller. This fact indicates that due to the saturation property of the hyperbolic tangent function, the modified integral-type Lyapunov function for the ANNb control design is capable of effectively suppressing the initial input spike caused by the initial conditions. This is obviously beneficial to the protection and maintenance of the controller and the actuators.

The comparison of the ANNb and ANN-N control is presented in Simulation 2 under the same schedule of the control gains. The performance of the tracking error \( e(t) \) and the control input \( u(t) \) are shown in Figure 7.3-7.4, respectively. From the Figure 7.3, the convergence of \( e(t) \) is faster and the steady state boundedness is smaller for the ANNb control; In Figure 7.4, the steady state boundedness of \( u(t) \) is significantly smaller for ANNb control and hence, the ANNb control shows a promising potential from the perspective of energy consuming. However, since some
negative values are involved for the transient performance and the input constraint is violated, the ANNb controller is probably not safe for implementations. Instead, the ANN-N control shows a larger input amplitude during the steady state though, the input signal is guaranteed to stay inside the valid physical constraints, i.e., \( u(t) \in (0, u_m) \) for all \( t \geq 0 \).

Figure 7.2: Simulation 1: The control input \( u(t) \) under "good" and "bad" initial conditions.

Figure 7.3: Simulation 2: Tracking error \( e(t) \).
Figure 7.4: Simulation 2: Control input $u(t)$.

For the ANN-N control, the performance of the auxiliary controller $v(t)$ and the adaptive variable $\zeta(t)$ can be found in Figure 7.5-7.6. In Figure 7.7, the disturbance $d(x,t)$ is presented.
Figure 7.5: Simulation 2: Auxiliary control input $v(t)$.

Figure 7.6: Simulation 2: adaptive variable $\zeta(t)$.
Figure 7.7: Simulation 2: Disturbance $d(x, t)$. 
Chapter 8 Partial-State Feedback Control

In this chapter, we augment the NMES model from Chapter 7 with the muscle activation dynamics proposed in [29]. Under the assumption that the state of the activation dynamics is unmeasurable, we present two partial-state feedback control strategies for stabilizing the resulting, third-order NMES model. The first design uses a model-based observer to estimate the unknown state. In the second design, we assume parametric uncertainty is present in the activation dynamics, which precludes the use of the model-based observer. Instead, we design a filter-based estimator inspired by the work in [67]. Both partial-state feedback controller are shown to guarantee asymptotic position tracking.

To the best of our knowledge there are only a few results in the literature that addressed the state estimation problem for the activation dynamics. In [17, 120], the activation state was indirectly estimated by lumping the mechanical passive dynamics and the muscle activation dynamics into a third-order differential equation and then designing a NN-based observer for the unmeasurable shank acceleration. In [109], an activation state observer was formulated but the estimation error was not included in the stability analysis.

8.1 Model Description

The NMES model utilized in this chapter is described by

\[ \dot{x}_1 = x_2 \]  
\[ J \dot{x}_2 = h(x) + x_3 \]  
\[ \dot{x}_3 = -ax_3 + bu \]

where the states \( x = [x_1, x_2]^\top = [q, \dot{q}]^\top \) are measurable, \( h(x) \) was defined in (4.2), \( x_3 \in \mathbb{R} \) is the active torque applied on the knee joint, which is unmeasurable during non-isometric muscle contraction, \( u \in \mathbb{R} \) denotes the control input signal in the form of the stimulus pulse width, and \( J, a, \) and \( b \) are positive constant parameters.
Remark 11  The model (8.1) was proposed in [29] where the equations (8.1)-(8.2) represent the passive mechanical dynamics that we are familiar with in Chapter 4-5, and (8.3) reflects the relationship between the electrical stimulus and joint torque. In [29], the experimental data show that the simple linear relation (8.3) is valid for step and ramp stimulation patterns of the pulse width. It is reported that the constant $a$ depends on the stimulus pattern (ramp or step) while the gain $b$ is directly dependent on stimulation frequency. To design an output feedback controller, we first attempt to adopt (8.1) rather than the full-order model introduced in Chapter 2 since the model (8.1) is simpler and more convenient for analysis.

To rationalize the control design in the rest of the chapter, we make the following assumptions:

Assumption 2  Model (8.3) is regarded as an optimal model of the electrical stimulus-joint torque relation only under ramp-like or step-like stimulus patterns.

8.2 Observer-Based Design

8.2.1 Problem Statement

We first consider the NMES model in (8.1) totally certain, i.e., all the constant parameters and nonlinear functions are known. Our control objective, similar to the ones in Chapter 4-7, is to design the control input $u(t)$ to ensure the tracking of any desired trajectory $x_{1d}(t)$ such that $\sup_{t>0} |x_{1d}(t)| \leq \frac{\xi}{2}$ and $(\dot{x}_{1d}(t), \ddot{x}_{1d}(t)) \in L_{\infty}$ under the constraint that only $x$ is measurable.

8.2.2 Control Design

Our tracking objective is quantified, again, by the tracking error (4.3). To facilitate the control design, we also use the filtered tracking error defined by (5.14). The dynamics of $r(t)$ is then derived from (8.1) to be

$$J \dot{r} = h(x) + x_3 - J (\ddot{x}_d - \mu \dot{e})$$

$$= f(x, t) + x_3$$

(8.4)
where \( f(x,t) := h(x) - J(\dot{x}_d - \mu \dot{e}) \). We now apply the backstepping approach to construct the controller.

**Step 1:**

We define

\[ z_1 = r \]  \hspace{1cm} (8.5)

and have

\[ J\dot{z}_1 = f(x,t) + x_3. \]  \hspace{1cm} (8.6)

By introducing the virtual control \( \alpha \) and a new state

\[ z_2 = \hat{x}_3 - \alpha \]  \hspace{1cm} (8.7)

where \( \hat{x}_3 \) is the estimate of unmeasurable state \( x_3 \), we can rewrite (8.6) as follows by adding and subtracting \( \hat{x}_3 + \alpha \) to the right-hand side

\[ J\dot{z}_1 = f(x,t) - \bar{x}_3 + z_2 + \alpha, \]  \hspace{1cm} (8.8)

where

\[ \bar{x}_3 = \hat{x}_3 - x_3 \]  \hspace{1cm} (8.9)

is the state estimation error. The virtual control is therefore designed as

\[ \alpha = -f(x,t) - K_1 z_1, \]  \hspace{1cm} (8.10)

where \( K_1 > 0 \) is a control gain. Substituting (8.10) into (8.8) gives

\[ J\dot{z}_1 = -K_1 z_1 + z_2 - \bar{x}_3. \]  \hspace{1cm} (8.11)

**Remark 12** Distinct from the regular backstepping approach applied on systems with full-state feedback, the one presented here also backsteps on \( \hat{x}_3 \) to obtain a cross-term in the Lyapunov derivative. This cross-term will be cancelled (instead of dominated) by the correction term introduced in the observer design later. Therefore, the design of the observer is *interlaced* with that of the controller.
We next define the positive-definite, radially unbounded function

\[ V_1 = \frac{1}{2} J \dot{z}_1^2. \]  

(8.12)

The time derivative of (8.12) along (8.11) gives

\[ \dot{V}_1 = -K_1 z_1^2 + z_1 z_2 - z_1 \ddot{x}_3. \]  

(8.13)

**Step 2:**

We use the following nonlinear observer

\[ \dot{x}_3 = -a \dot{x}_3 + bu + \phi, \]  

(8.14)

where \( \phi \) is a tuning function to be designed. It follows that the dynamics of \( z_2 \) and \( \ddot{x}_3 \) are given by

\[ \dot{z}_2 = \dot{x}_3 - \dot{x}_3 
= -a \dot{x}_3 + bu + \phi - \frac{\partial \alpha}{\partial x_1} x_2 - \frac{1}{J} \frac{\partial \alpha}{\partial x_2} (h(x) + \dot{x}_3 + \ddot{x}_3) - \frac{\partial \alpha}{\partial t} \]  

(8.15)

and

\[ \dot{x}_3 = \dot{x}_3 - \dot{x}_3 
= -a \ddot{x}_3 + \phi. \]  

(8.16)

Based on (8.13) and (8.15), we design the following control law

\[ u = \frac{1}{b} (a \dot{x}_3 + P - K_2 z_2 - z_1 - \phi), \]  

(8.17)

where

\[ P = \frac{\partial \alpha}{\partial x_1} x_2 + \frac{1}{J} \frac{\partial \alpha}{\partial x_2} (h(x) + \dot{x}_3 + \ddot{x}_3) + \frac{\partial \alpha}{\partial t}. \]  

(8.18)

\( K_2 > 0 \) is a control gain, and

\[ \phi = z_1 + \frac{1}{J} z_2 \frac{\partial \alpha}{\partial x_2}. \]  

(8.19)

Substituting (8.17) into (8.15) yields

\[ \dot{z}_2 = -K_2 z_2 - z_1 - \frac{1}{J} \dot{x}_3 \frac{\partial \alpha}{\partial x_2}. \]  

(8.20)

The following theorem gives our main result.

**Theorem 17** The observer-controller given by (8.14), (8.17), and (8.19) ensures asymptotic po-
sition tracking and the boundedness of all other system signals.

**Proof.** We define the Lyapunov function candidate

\[ V = \frac{1}{2} \dot{z}_2^2 + \frac{1}{2} \ddot{x}_3^2 + V_1, \]  

(8.21)

and the following relation can be achieved by using (8.20), (8.16) and (8.13)

\[ \dot{V} = z_2 \left(-K_2 \dot{z}_2 - z_1 - \frac{1}{J} \ddot{x}_3 \frac{\partial \alpha}{\partial \dot{x}_2}\right) + \ddot{x}_3 (-a \ddot{x}_3 + \phi) - K_1 \dot{z}_1^2 + z_1 \dot{z}_2 - z_1 \ddot{x}_3 \]

\[ = -K_1 \dot{z}_1^2 - K_2 \dot{z}_2^2 - a \ddot{x}_3^2 + \ddot{x}_3 \left(-\frac{1}{J} z_2 \frac{\partial \alpha}{\partial \dot{x}_2} + \phi - z_1\right). \]  

(8.22)

After substituting (8.19) into (8.22), we obtain that

\[ \dot{V} = -K_1 \dot{z}_1^2 - K_2 \dot{z}_2^2 - a \ddot{x}_3^2. \]  

(8.23)

From (8.12), (8.21), and (8.23), we know that \((z_1, z_2, \ddot{x}_3) = 0\) is exponentially stable. Since \(\lim_{t \to \infty} z_1 (t) = 0\), we can claim that \((e (t), \dot{e} (t)) \to 0\) as \(t \to \infty\) from (5.14). Based on the fact that \((x_d (t), \dot{x}_d (t), \ddot{x}_d (t)) \in \mathcal{L}_\infty\), we know that \((x_1 (t), x_2 (t)) \in \mathcal{L}_\infty\) by (4.3). Thus, \(h (x, t) \in \mathcal{L}_\infty\), and \((\alpha(t), \dot{\alpha}(t), \phi(t)) \in \mathcal{L}_\infty\) due to (8.10) and (2.2)-(2.4). Since \(\alpha(t) \in \mathcal{L}_\infty\) and \(\lim_{t \to \infty} z_2 (t) = 0\), it is clear that \(\dot{x}_3 (t) \in \mathcal{L}_\infty\) from (8.7), which is therefore followed by the fact that \(u(t) \in \mathcal{L}_\infty\) by (8.17). Because \(\lim_{t \to \infty} \ddot{x}_3 (t) = 0\), we then have that \(x_3 (t) \in \mathcal{L}_\infty\). Finally, we know that \((\dot{x}_2 (t), \dot{x}_3 (t)) \in \mathcal{L}_\infty\) from (8.1).

**Remark 13** It should be noted from (8.16) that the exponential decay of \(\ddot{x}_3 (t)\) to zero is determined by the system parameter \(a\). In other words, observer (8.14) has an open-loop-like nature. In contrast, the acceleration observer in [17, 120] is a closed-loop one since the stabilization of the estimation error dynamics is controlled by a user-defined gain.

### 8.3 Filter-Based Design

#### 8.3.1 Problem Statement

With the fundamental idea from Section 8.2, we gradually relax the strict assumption of model
uncertainties in this section. Here, for the purpose of reducing the model identification process, we consider the parameter $a$ is unknown while all other parameters and nonlinear functions are still certain in (8.1). Similar to that in Section 8.2.1, our control objective is to construct an adaptive controller $u(t)$ to achieve asymptotic tracking of some desired trajectory $x_d(t)$ discussed in Section 8.2.1 and ensure all system signals bounded.

We use the tracking error and the filtered tracking error defined in (4.3) and (5.14), respectively, for the rest of the control design. Note that the difficulty of the design arises due to the coupling of the unknown parameter $a$ and unmeasurable state $x_3(t)$, and a direct nonlinear observer design in Section 8.2.2 fails since the uncertainty cannot be dominated or cancelled in the Lyapunov function derivative. Instead, we turn to a filter design inspired by [67].

8.3.2 Filter Design

We first transform (8.1) to the class of parametric output-feedback systems by defining a new unmeasurable state

$$\zeta = x_3 + aJz_1. \quad (8.24)$$

Consequently, the transformed system is

$$J\dot{z}_1 = f(x,t) + \zeta - aJz_1 \quad (8.25)$$

$$\dot{\zeta} = af(x,t) + bu \quad (8.26)$$

where (8.25) is from (8.4), and (8.26) uses (8.3) and (8.25). We next define a state vector $w = [z_1, \zeta]^T$ and a constant matrix

$$A = \begin{bmatrix} -\frac{k_1}{J} & \frac{1}{J} \\ -k_2 & 0 \end{bmatrix} \quad (8.27)$$

where $k_i > 0$, $i = 1, 2$ are the control gains chosen to ensure that $A$ is Hurwitz, and hence the system (8.24) can be rewritten as

$$\dot{w} = Aw + \varphi_1(x,t) + a\varphi_2(x,t) + k_1z_1 + \beta u, \quad (8.27)$$
where
\[
\varphi_1 = \frac{1}{f} \begin{bmatrix} f(x,t) \\ 0 \end{bmatrix}, \quad \varphi_2 = \begin{bmatrix} -z_1 \\ f(x,t) \end{bmatrix}, \quad \beta = \begin{bmatrix} 0 \\ b \end{bmatrix}, \quad k = \begin{bmatrix} k_1 \\ k_2 \end{bmatrix}.
\]

Two filters are used to estimate \( w \) by
\[
\dot{\hat{w}} = \xi_0 + a\xi_1 \tag{8.28}
\]
where \( \xi_0(t) = [\xi_{01}, \xi_{02}]^T \) and \( \xi_1(t) = [\xi_{11}, \xi_{12}]^T \) are the filter outputs. Since \( w = \hat{w} - \tilde{w} \), we have
\[
\begin{align*}
z_1 &= \xi_{01} + a\xi_{11} - \tilde{w}_1 \tag{8.29} \\
\zeta &= \xi_{02} + a\xi_{12} - \tilde{w}_2 \tag{8.30}
\end{align*}
\]

The filters are designed by
\[
\begin{align*}
\dot{\xi}_0 &= A\xi_0 + \varphi_1 + kz_1 + \beta u + \phi, \quad \xi_0(0) = 0, \tag{8.31} \\
\dot{\xi}_1 &= A\xi_1 + \varphi_2, \quad \xi_1(0) = 0, \tag{8.32}
\end{align*}
\]
where \( \phi = [\phi_1, \phi_2]^T \) is a tuning function yet to be designed. Using (8.27), (8.28) and (8.31)-(8.32), we know that
\[
\begin{align*}
\dot{\hat{w}} &= \dot{\xi}_0 + a\dot{\xi}_1 - \hat{w} \\
&= A\xi_0 + \varphi_1 + kz_1 + \beta u + \phi + a(A\xi_1 + \varphi_2) \\
&\quad - [Aw + \varphi_1(x,t) + a\varphi_2(x,t) + kz_1 + \beta u] \\
&= A(\xi_0 + a\xi_1 - w) + \phi \\
&= A\hat{w} + \phi. \tag{8.33}
\end{align*}
\]

### 8.3.3 Control Design

We follow the backstepping approach to construct the adaptive partial-state feedback control as follows.
Step 1:

By backstepping the filter output $\xi_{02}$ from (8.30) and defining

$$z_2 = \xi_{02} - \alpha,$$  \hfill (8.34)

where $\alpha (x, \xi_{12}; \hat{a}, t)$ is the virtual control to be designed, we can rewrite the dynamics of $z_1$ in (8.24) by

$$J \dot{z}_1 = f (x, t) + z_2 + \alpha (\xi_{12} - J z_1) - \tilde{w}_2 + \alpha.$$  

The virtual control is hence designed by

$$\alpha (x, \xi_{12}; \hat{a}, t) = -f (x, t) - \hat{a} (\xi_{12} - J z_1) - K_1 z_1,$$  \hfill (8.35)

and the dynamics of $z_1$ yields

$$J \dot{z}_1 = -K_1 z_1 + z_2 - \hat{a} (\xi_{12} - J z_1) - \tilde{w}_2.$$  \hfill (8.36)

We now define a positive definite and radially unbounded function

$$V_1 (z_1, \hat{a}) = \frac{1}{2} J z_1^2 + \frac{1}{2\gamma} \hat{a}^2$$  \hfill (8.37)

with $\gamma > 0$ a control gain. Taking the derivative of (8.37) along (8.36) gives

$$\dot{V}_1 = -K_1 z_1^2 + z_1 z_2 - z_1 \tilde{w}_2 + \hat{a} \left( \frac{1}{\gamma} \hat{a} - z_1 (\xi_{12} - J z_1) \right).$$  \hfill (8.38)

Step 2:

The dynamics of $z_2$ can be obtained by (8.28), (8.31)-(8.32) and (8.34)

$$\dot{z}_2 = -k_2 \xi_{01} + k_2 z_1 + b u + \phi_2 - \frac{\partial \alpha}{\partial x_1} x_2 - \frac{\partial \alpha}{\partial t}$$

$$- \frac{1}{J} \frac{\partial \alpha}{\partial x_2} \left[ h (x) + \xi_{02} + a (\xi_{12} - J z_1) - \tilde{w}_2 \right]$$

$$- \frac{\partial \alpha}{\partial \xi_{12}} (-k_2 \xi_{11} + f (x, t)) - \frac{\partial \alpha}{\partial \hat{a}} \hat{a}. $$  \hfill (8.39)

Now, we design the control input

$$u = \frac{1}{b} \left[ k_2 (\xi_{01} - z_1) - \phi_2 + M - K_2 z_2 - z_1 + \Phi \right]$$  \hfill (8.40)

where $K_2 > 0$ is a control gain, $\Phi$ is a tuning function to be designed, and

$$M = \frac{\partial \alpha}{\partial x_1} x_2 + \frac{\partial \alpha}{\partial t} + \frac{\partial \alpha}{\partial \xi_{12}} (-k_2 \xi_{11} + f (x, t)) + \frac{1}{J} \frac{\partial \alpha}{\partial x_2} \left[ h (x) + \xi_{02} + \hat{a} (\xi_{12} - J z_1) \right].$$  \hfill (8.41)
Substituting (8.40) and (8.41) back into (8.39), we have

\[ z_2 = -K_2 z_2 - z_1 + \frac{1}{J} \frac{\partial \alpha}{\partial \bar{a}} \left[ \bar{a} (\xi_{12} - Jz_1) + \bar{w}_2 \right] + \Phi - \frac{\partial \alpha}{\partial \bar{a}} \dot{\bar{a}}. \] (8.42)

We next define the Lyapunov function candidate

\[ V = V_1 + \frac{1}{2} \dot{z}_2^2 + \frac{1}{\rho} \dot{\bar{w}}^\top P \bar{w}, \] (8.43)

where \( \rho > 0 \) is a control gain, \( P = P^\top > 0 \) satisfies \( PA + A^\top P = -I \). Taking the derivative of (8.43) along (8.33) and (8.42) and using (8.38) yield

\[
\dot{V} = -K_1 z_1^2 + z_1 z_2 - z_1 \dot{\bar{w}}_2 + \bar{a} \left( \frac{1}{\gamma} \dot{\bar{a}} - z_1 (\xi_{12} - Jz_1) \right) - K_2 z_2^2 - z_1 z_2 + \frac{1}{J} \dot{z}_2 \frac{\partial \alpha}{\partial \bar{a}} \bar{a} (\xi_{12} - Jz_1) + \frac{1}{J} \dot{z}_2 \frac{\partial \alpha}{\partial \bar{a}} \ddot{\bar{w}}_2
\]

\[
+ z_2 \left( \Phi - \frac{\partial \alpha}{\partial \bar{a}} \dot{\bar{a}} \right) + \frac{1}{\rho} \left[ (\dot{\bar{w}}^\top A^\top + \phi^\top) P \bar{w} + \bar{w} P (A \bar{w} + \phi) \right]
\]

\[
= - \sum_{i=1}^{2} K_i z_i^2 + \bar{a} \left[ \frac{1}{\gamma} \dot{\bar{a}} + (\xi_{12} - Jz_1) \left( \frac{1}{J} \dot{z}_2 \frac{\partial \alpha}{\partial \bar{a}} - z_1 \right) \right]
\]

\[
+ z_2 \left( \Phi - \frac{\partial \alpha}{\partial \bar{a}} \dot{\bar{a}} \right) + \ddot{\bar{w}}_2 \left( \frac{1}{J} \dot{z}_2 \frac{\partial \alpha}{\partial \bar{a}} - z_1 \right) - \frac{1}{\rho} \dot{\bar{w}}^\top \ddot{\bar{w}}
\]

\[
+ \frac{2}{\rho} \phi^\top P \bar{w}.
\] (8.44)

We state our main result by the following theorem:

**Theorem 18** The designed filters (8.31)-(8.32), the controller (8.40) along with the tuning functions

\[ \Phi = -\gamma \frac{\partial \alpha}{\partial \bar{a}} (\xi_{12} - Jz_1) \left( \frac{1}{J} \dot{z}_2 \frac{\partial \alpha}{\partial \bar{a}} - z_1 \right), \] (8.45)

\[ \phi = \frac{\rho}{2} P^{-1} \omega \] (8.46)

with \( \omega = [\omega_1, \omega_2]^\top = \left[ 0, z_1 - \frac{1}{J} \dot{z}_2 \frac{\partial \alpha}{\partial \bar{a}} \right]^\top \) and the update law

\[ \dot{\bar{a}} = -\gamma (\xi_{12} - Jz_1) \left( \frac{1}{J} \dot{z}_2 \frac{\partial \alpha}{\partial \bar{a}} - z_1 \right) \] (8.47)

are capable of ensuring asymptotic tracking and all system signals bounded.

**Proof.** The stability can be explored by simply substituting (8.46)-(8.47) into (8.44). Recalling
the fact that \((P^{-1})^\top = P^{-1}\), we have
\[
\dot{V} = - \sum_{i=1}^{2} K_i z_i^2 + \left( \hat{a} - \gamma z_2 \frac{\partial \alpha}{\partial \hat{a}} \right) \left[ \frac{1}{\gamma} \dot{x} + (\xi_{12} - J z_1) \left( \frac{1}{J} z_2 \frac{\partial \alpha}{\partial x_2} - z_1 \right) \right] \\
- \frac{1}{\rho} \tilde{w}^\top \tilde{w} + \tilde{w}_{2} \left( \frac{1}{J} z_2 \frac{\partial \alpha}{\partial x_2} - z_1 \right) + \omega^\top (P^{-1})^\top P \tilde{w} \\
= - \sum_{i=1}^{2} K_i z_i^2 - \frac{1}{\rho} \tilde{w}^\top \tilde{w} + \tilde{w}_2 \left( \frac{1}{J} z_2 \frac{\partial \alpha}{\partial x_2} - z_1 + \omega_2 \right) \\
= - \sum_{i=1}^{2} K_i z_i^2 - \frac{1}{\rho} \tilde{w}^\top \tilde{w} \leq 0. \tag{8.48}
\]
Due to (8.43) and (8.48), we conclude that the function \(V\) is a Lyapunov function, and \(V(t) \in \mathcal{L}_\infty\).
Therefore, \((z_i(t), \tilde{w}_i(t), \hat{a}(t)) \in \mathcal{L}_\infty\) for \(i = 1, 2\), and \((z_i(t), \tilde{w}_i(t)) \in \mathcal{L}_2\). Since \(z_1(t) \in \mathcal{L}_\infty\) and \((x_d(t), \dot{x}_d(t)) \in \mathcal{L}_\infty\), we know that \((x_1(t), x_2(t)) \in \mathcal{L}_\infty\) from (5.14), and hence, \((f(x(t), h(x)) \in \mathcal{L}_\infty\), and additionally, \((\varphi_1(t), \varphi_2(t)) \in \mathcal{L}_\infty\). Since \(\varphi_2(t) \in \mathcal{L}_\infty\), it is clear that \((\xi_1(t), \dot{\xi}_1(t)) \in \mathcal{L}_\infty\) from (8.32), which means \((\xi_{11}(t), \xi_{12}(t)) \in \mathcal{L}_\infty\). Also, since \(\hat{a}(t) \in \mathcal{L}_\infty\), we know that \(\hat{a}(t) \in \mathcal{L}_\infty\) from the definition of the parameter estimate and estimate error, and we further claim that \((\alpha(t), \dot{z}_1(t)) \in \mathcal{L}_\infty\) from (8.35) and (8.36), respectively. Because \((z_2(t), \alpha(t)) \in \mathcal{L}_\infty\), we know \(\xi_{02} \in \mathcal{L}_\infty\) from (8.34), and furthermore, the fact that \((z_1, \xi_{11}, \xi_{12}, \tilde{w}_1) \in \mathcal{L}_\infty\) yields \((\xi_{01}(t), \xi(t)) \in \mathcal{L}_\infty\) from (8.28). Therefore, \(\xi_0 \in \mathcal{L}_\infty\) and we know \(x_3 \in \mathcal{L}_\infty\) from (8.24). Due to the property of certain nonlinear functions \(f(x)\) and \(h(x)\), we know that \(\left( \frac{\partial \alpha}{\partial x_i(t), \frac{\partial \alpha}{\partial x_i} \in \mathcal{L}_\infty\right)\) for \(i = 1, 2\), and since \(\frac{\partial \alpha}{\partial x_{i2}} = -\dot{z}_1 \) and \(\frac{\partial \alpha}{\partial x_{i2}} = -\xi_{12} + J z_1\), it is clear that \(\left( \frac{\partial \alpha}{\partial x_{i2}}, \frac{\partial \alpha}{\partial \hat{a}} \right) \in \mathcal{L}_\infty\). Therefore, \((\phi(t), \Phi(t), \hat{a}(t)) \in \mathcal{L}_\infty\) from (8.46)-(8.47). Based on the facts above, we can consequently conclude that \(u \in \mathcal{L}_\infty\) from (8.40)-(8.41), \(\dot{z}_2(t) \in \mathcal{L}_\infty\) from (8.42), \(\dot{\xi}_0(t) \in \mathcal{L}_\infty\) from (8.31) and \(\tilde{w}(t) \in \mathcal{L}_\infty\) from (8.33). Now since \((z_i(t), \tilde{w}_i(t)) \in \mathcal{L}_\infty \cup L_2\), and \((\dot{z}_i(t), \hat{w}_i(t)) \in \mathcal{L}_\infty \) for \(i = 1, 2\), we can apply Barbalat’s Lemma and obtain that \(\dot{z}_i\) and \(\dot{w}_i\) are uniformly continuous and
\[
\lim_{t \to \infty} z_i(t) = 0, \quad \lim_{t \to \infty} \tilde{w}_i(t) = 0. 
\]
Finally, we also have that \(\dot{z}_2(t), \dot{z}_3(t) \in \mathcal{L}_\infty\). ■
8.3.4 Simulation

The performance of the filter-based adaptive output feedback controller was illustrated by the following computer simulation. The plant parameters in (8.1) were set by (6.46), and

\[ a = 1/1.1 \text{ s}^{-1}, \quad b = 0.04/1.1 \text{ Nm/(s-\mu s)}. \]

Note that the parameters \( a \) and \( b \) were estimated from [29]. The initial states were set to \( x_1(0) = \pi/15 \text{ rad}, \ x_2(0) = 0 \text{ rad/s}, \) and \( x_3(0) = 0 \text{ Nm}. \)

The simulations was conducted using a step-like reference trajectory that was set to a sequence of two smooth step commands generated by the dynamical system

\[
\begin{align*}
\dot{x}_r &= \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-625 & -500 & -150 & -20
\end{bmatrix} x_r + \begin{bmatrix}
0 \\
0 \\
0 \\
1
\end{bmatrix} u_r \\
y_r &= x_r,
\end{align*}
\]

where \( x_r = [x_d, \dot{x}_d, \ddot{x}_d, \dddot{x}_d]^{\top} \) and

\[
u_r = \begin{cases}
625\pi/18, & 0 \leq t < 10 \text{ s} \\
625\pi/6, & 10 \leq t < 50 \text{ s} \\
3125\pi/12, & t \geq 50 \text{ s},
\end{cases}
\]
with initial condition \( x_r(0) = [\pi/18, 0, 0, 0]^{\top} \). The plot of \( x_d(t) \) is shown in Figure 8.1. This trajectory simulates a typical motion conducted during rehabilitation sessions.

The following gains were used in the simulation

\[
k_1 = 3, \ k_2 = 5.5, \ K_1 = 1.5, \ K_2 = 5.5, \ \mu = 2, \ \rho = 1, \ \gamma = 0.6, \ P = \begin{bmatrix}
1 & 0 \\
0 & 2
\end{bmatrix}.
\]

The results for the simulation described above is presented next. The performance of the tracking error \( e(t) \) and the control input \( u(t) \) are shown in Figure 8.2-8.3, respectively. From Figure
8.2, the tracking error of the smooth step command shows an asymptotical convergence. In Figure 8.3, the pulse width input signal approximately demonstrates the shape of the corresponding reference trajectory, which, as predicted, does not violate Assumption 2.

Figure 8.1: The step-like reference trajectory \( q_d(t) \).

Figure 8.2: Tracking error \( e(t) \).

Figure 8.3: Control input \( u(t) \).
Figure 8.4-8.6 present the parameter estimate \( \hat{a}(t) \), the filter outputs \( \xi_i(t) \), \( i = 0, 1 \), and the state estimate error \( \bar{w}(t) \), respectively. In Figure 8.4, the parameter estimate \( \hat{a}(t) \) shows the convergence of some constant under the adaptation; In Figure 8.6, the state estimate error \( \bar{w}(t) \) yields an asymptotical convergence to zero.

Figure 8.4: Parameter estimate \( \hat{a}(t) \).

Figure 8.5: The filter outputs \( \xi_0(t) \) and \( \xi_1(t) \).
Figure 8.6: State estimate error $\tilde{w}(t)$. 
Chapter 9 Conclusions and Future Work

This dissertation presented a class of feedback controllers for the NMES quadriceps muscle group-knee joint dynamics based on the backstepping technique and Lyapunov stability theory. Due to the complexity of the full-order system model, the controllers were based on simplified and/or reduced-order NMES models. Three levels of models were considered in this work. The first one was at the torque level, and only the mechanical passive dynamics were considered in the control design. In the second level, an algebraic relationship between torque and stimulation voltage was added to the first-level model, leading to a system with uncertainty in the control coefficient. The issue of voltage saturation was considered in this model. The third level considered a dynamic relationship between torque and stimulation voltage by including the muscle activation dynamics in the system model. This increased the order of the system model from two to three with the additional complexity that the third state is unmeasurable.

The controllers proposed in this work are building blocks for the control problem of the full-order system. That is, we introduced a set of control design tools applicable to subsets of the full-order system, which could be incorporated into other NMES control solutions. The main recommendation for future work is to translate the theoretical results proposed here to real-time implementations on a NMES testbed.
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Appendix A  Lipschitz Bounding Functions

The calculation of the Lipschitz bounding functions $L_i(x_i), i = 1, 2, 3$ is provided next. They are calculated by exploiting the convexity/concavity of the functions $f_i(x_i, \lambda_i)$ with respect to $\lambda_i$. For brevity, we only present the full derivation of $L_1(x_1)$. The other Lipschitz bounding functions can be derived using similar arguments.

Given that $f_1(x_1, \lambda_1) = f_1(q, k_2) = -q \exp(-k_2q)$ is continuous and differentiable on some $\Theta_1 = [k_{2\text{min}}, k_{2\text{max}}]$, we can use the Mean Value Theorem to write

$$|f_1(q, k_2) - f_1(q, k_{2\text{min}})| = \left| \frac{\partial f_1}{\partial k_2}(q, c) \right| |k_2 - k_{2\text{min}}|,$$

where $k_2 \in \Theta_1$ and $c \in (k_{2\text{min}}, k_2)$. According to Definition 2, $f_1$ is concave for $q > 0$ and convex for $q < 0$ on $\Theta_1$. When $f_1$ is concave, we know from (3.6) that

$$\frac{\partial f_1}{\partial k_2}(q, k_{2\text{min}}) \geq \frac{\partial f_1}{\partial k_2}(q, c).$$

(A.2)

Since $\partial f_1/\partial k_2 = q^2 \exp(-k_2q) \geq 0$ for all $q$ and all $k_2 \in \Theta_1$, we have that

$$|f_1(q, k_2) - f_1(q, k_{2\text{min}})| \leq \frac{\partial f_1}{\partial k_2}(q, k_{2\text{min}}) |k_2 - k_{2\text{min}}|.$$

(A.3)

Therefore, from (3.1), we can pick

$$L_1(q) = \frac{\partial f_1}{\partial k_2}(q, k_{2\text{min}}).$$

(A.4)

When $f_1$ is convex, we know from (3.5) that

$$\frac{\partial f_1}{\partial k_2}(q, c) \leq \frac{\partial f_1}{\partial k_2}(q, k_{2\text{max}}) = L_1(q).$$

(A.5)

When $q = 0$, since

$$\lim_{q \to 0^+} \frac{\partial f_1}{\partial k_2}(q, k_{2\text{min}}) = \lim_{q \to 0^-} \frac{\partial f_1}{\partial k_2}(q, k_{2\text{max}}) = 0,$$

(A.6)

the continuity of $L_1(q)$ is ensured.

Summarizing the above discussion, $L_1(q)$ can be calculated as follows
\[ L_1(q) = \begin{cases} 
q^2 \exp(-k_{2\min} q) & \text{for } q > 0 \\
q^2 \exp(-k_{2\max} q) & \text{for } q \leq 0.
\end{cases} \tag{A.7} \]

Similarly, we have that

\[ L_2(q) = \begin{cases} 
q \exp(-k_{4\min} q) & \text{for } q > 0 \\
-q \exp(-k_{4\max} q) & \text{for } q \leq 0
\end{cases} \tag{A.8} \]

and

\[ L_3(\dot{q}) = \begin{cases} 
\dot{q} \sech^2(b_{3\min} \dot{q}) & \text{for } \dot{q} > 0 \\
-\dot{q} \sech^2(b_{3\min} \dot{q}) & \text{for } \dot{q} \leq 0
\end{cases} \tag{A.9} \]
Appendix B  Proof of Corollary 3

We only show the proof for the case of the convex function since the concave function proof follows from similar arguments. For any $C^1$ function $f(\lambda) : \mathbb{R} \rightarrow \mathbb{R}$ that is convex on $\Theta = [\lambda_{\min}, \lambda_{\max}]$ and for any $\lambda \in \Theta$, the following relation holds due to the Mean Value Theorem:

$$f'(\bar{\lambda}) = \frac{f(\lambda) - f(\lambda_{\min})}{\lambda - \lambda_{\min}}$$

and

$$f'({\lambda}) = \frac{f(\lambda_{\max}) - f(\lambda)}{\lambda_{\max} - \lambda}.$$  \hspace{1cm} (B.1)

where $\bar{\lambda} \in (\lambda_{\min}, \lambda)$ and $\bar{\lambda} \in (\lambda, \lambda_{\max})$. From (3.5) and the facts that $\lambda - \lambda_{\min} \geq 0$ and $\lambda_{\max} - \lambda \geq 0$, we have

$$(\lambda - \lambda_{\min}) f'({\bar{\lambda}}) \geq (\lambda - \lambda_{\min}) f'({\lambda})$$ \hspace{1cm} (B.2)

and

$$(\lambda_{\max} - \lambda) f'({\bar{\lambda}}) \geq (\lambda_{\max} - \lambda) f'({\lambda_{\min}}).$$

After combining (B.1) and (B.2), we arrive at (3.7).
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