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Figure 19. LArIAT’s photodetection system, which observes LAr scintillation light inside the TPC, is
mounted to the side flange of the inner cryostat.

as shown in figure 19. The windows of all devices are held parallel to the wire planes with
approximately 5 cm clearance. For most of the LArIAT data-taking runs, the photodetection
system consisted of two PMTs: a 3-inch (76 mm) Hamamatsu R11065 and a 2-inch (51 mm) ETL
D757KFL. The light yield of these PMTs was evaluated for the first two running periods based on
simulations: 3.8 photoelectrons per MeV (PEs/MeV) for the ETL 2-inch PMT, and 14.8 PEs/MeV
for the Hamamatsu 3-inch PMT. During parts of Run I and Run II, several silicon photomultiplier
(SiPM) arrays were also deployed. The SiPMs consisted of two Hamamatsu S11828-3344M 4×4
arrays (12 mm × 12 mm total active area) as well as one single-channel SensL MicroFB-60035
(with 6 mm × 6 mm active area) on custom cold-amplifier and readout boards, which were mounted
along the edges of the PMT holder.

In Run I, the divider circuits which provide voltages for the PMT dynodes were configured for
negative bias, in that the cathode of each PMT was held at negative high voltage while the DC-
coupled anode floated near ground and connected directly to the output signal line. In Run II, the
dividers were altered to enable a positive bias configuration inwhich the photocathodewas grounded
while the anode sat at positive high voltage. The newconfigurationminimized interference, observed
in Run I, on wires near the charged photocathodes and outer PMT chassis. To provide AC-coupled
signal readout inRun II and beyond, 18 nF capacitors rated to 2 kVwere soldered between the charged
anodes and the output signal lines of each PMT. At liquid argon temperature and PMT operating
voltages, the capacitances are reduced to approximately one third of their nominal value [40].

For Run II, a TPB coating was added to the windows of two of the photodetectors: the ETL
PMT and the SensL SiPM. A solution of TPB dissolved in polystyrene was used for the coating.
A second coat was added midway through the run. The TPB coating rendered the photosensors
sensitive to VUV light emanating directly from the point of ionization, which enabled studies of
scintillation light arrival times.

In Run III, as part of an effort to test new photosensors for liquid argon detectors, a prototype
ARAPUCA [41]was installed in place of the SiPMs. TheARAPUCAcaptures photons in a boxwith
highly-reflective inner surfaces (reflectivity >98%), resulting in high photon-detection efficiency,
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Figure 20. The prototype ARAPUCA device: (left) unmounted and without its dichroic filter and (right)
with the filter installed, mounted on the PMT support structure.

even with limited photosensor area. The key to the ARAPUCA’s photon-trapping mechanism is
the use of dichroic short-pass optical filters, placed on the entrance window, which are largely
transparent to wavelengths below a particular cutoff and highly reflective for wavelengths above.
The outside of the filter is laminated with a wavelength-shifting (WLS) coating which converts the
VUV scintillation light to a wavelength just below the filter’s cutoff, allowing the light to enter
the box. A second WLS coating covers the inner side of the filter or optionally, the inside of the
box. The internal WLS layer enables light to convert a second time, to a wavelength greater than
the cutoff, so that it cannot not escape the box. The interior of the ARAPUCA is viewed by light
sensors which capture the trapped photons after a few reflections.

The prototype ARAPUCA installed in LArIAT, shown in figure 20, is 4.5 × 5.5 cm2 with a total
exposed filter area of 3.5 × 4.5 cm2. The outer surface of the filter is coated with the wavelength
shifter P-terphenyl and the inner surface with TPB. The former emits photons with a wavelength of
350 nm and the latter emits photons at 430 nm.The dichroic filter cutoff wavelength is 400 nm. The
device is equipped with a single SensL MicroFC 60035 SiPM biased at +24V. Its signals are sent
out to the DAQ through a commercial preamplifier.

Signals from all photodetectors are routed from the side flange of the cryostat to NIM fanouts,
which provide the 50Ω termination needed to minimize reflections along the cables. Discriminated
copies of the PMT signals are used in the construction of several light-based triggers and the raw
waveforms are recorded at 1 GHz by a CAEN V1751 digitizer.

The light detection system can also be used to study nitrogen (N2) contamination in liquid argon.
The influence of N2 on liquid argon scintillation light emission was first observed in the WArP
experiment [42]: as the N2 concentration rises, the decay time of the liquid argon slow component
decreases significantly, from approximately one microsecond to hundreds of nanoseconds. The
slow component of argon scintillation arises primarily from the de-excitation of argon excimers in
the triplet state. In the presence of nitrogen contamination, de-excitation also proceeds through the
collision Ar∗2+N2 → 2Ar+2N, a non-radiative process which competes with the first. The lifetime
of the triplet-state excimers is effectively decreased:

1
τ′
=

1
τ0
+ kCN, (3.1)
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Figure 21. Slow component decay time measured with ETL PMT as a function of the concentration of
nitrogen in the liquid argon as measured by the LArIAT gas analyzer, with best fit to eq. 3.1.

where τ0 is the lifetime in the absence of nitrogen and k describes the change in the decay rate; that
change is directly proportional to the concentration of the nitrogen contamination, CN .

To determine k, waveforms produced by the ETL PMT in Run I, selected for periods of ap-
proximately uniform N2 concentration, were fit to an exponential function in the range of 0.4-2.0 µs
following the start of each pulse. As shown in figure 21, the late-light lifetime increases as N2
concentration decreases, exactly as expected. The results of a fit to eq. 3.1 are:

k = 0.132 ± 0.004 ppm−1µs−1

τ0 = 1286 ± 12 ns, (3.2)

which are approximately consistent, within statistical uncertainties, with results from WArP:

k (WArP) = 0.11 ± 0.05 ppm−1µs−1

τ0 (WArP) = 1260 ± 10 ns. (3.3)

3.5 Digitization and data acquisition

In this section, details of the digitization of the detector signals are presented. These include signals
from the induction and collection planes of the TPC, scintillation light detectors, the beamline time
of flight detectors, and wire chambers. Details of the timing of the beam and data acquisition
windows and the trigger system that drives them are also presented. An overview of the system is
shown in figure 22. The detectors, pictured at left, feed data to the front-end electronics, which then
pass digitized data to the data acquisition server, pictured to the right.

– 28 –



Figure 22. Summary of LArIAT DAQ and data flow.

Every 60.5 seconds, as part of the Fermilab accelerator complex super cycle, beam is slowly
extracted from the Main Injector and sent to LArIAT. LArIAT collects beam data during the 4.2
seconds between the $39 and $36 accelerator signals shown in figure 23, and collects cosmic ray
events for an additional 24 seconds following. During the spill setup time between markers $30 and
$39, LArIAT collects random pedestal triggers at 10 Hz. Each digitization element uses the $30
accelerator signal as a common start, which resets local timers and provides a means to synchronize
data buffers across disparate hardware.

The data acquisition system was designed to collect events at rates as high as 100 Hz during
the beam spill, with little or no dead time. The rates of cosmic ray and pedestal calibration triggers
are relatively insignificant – digitized beam signals from the TPC dominate the experimental data
volume. With a maximum electron drift time of approximately 300 µs in the TPC, and padding
before and after the drift window, 393 µs of waveform data are collected for each wire. The CAEN
V1740 sampling period of 128 ns implies 3072 12-bit samples per wire per event. With a trigger
rate of 100 Hz, the total data rate for all 480 wires would be approximately 2 Gbytes/sec. In practice,
the typical rate was only 50-100 triggers per 4.2 second spill, followed by a low rate of cosmic
triggers between spills. Nonetheless, the 56 seconds of beam-off time per cycle was needed to read
out the roughly 8 Gbytes of data collected during the spill.

CAENV1740 digitizers were chosen to read out the wire planes, primarily because of their high
channel-density, 12-bit dynamic range, variable effective sampling frequency and time window, and
large event-memory buffers. Various sampling periods were tested but most of the data were taken
with a period of 128 ns. The LArIAT sampling rate is significantly higher than that of other, larger
LArTPCs, which improves the resolution of the wire chamber signals. As noted above, the fast
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Figure 23. The LArIAT DAQ timeline during a beam super cycle at FTBF (not to scale). All systems and
data fragments are synchronized to the $00 accelerator signal at the start of each super cycle. BEAMON and
COSMICON are inputs to the trigger.

scintillation signals from the time-of-flight and light detection systems were read out with 1 GHz
CAEN V1751 digitizers, which produce 10-bit data samples. The overall event size is dominated
by the V1740 data from the wire planes.

The main LArIAT readout system, represented schematically in figure 24, consists of two VME
crates. A common sampling clock was produced by the first V1740 in the upper-left corner of the
figure and then daisy-chained to all the other CAEN digitizers. The synchronization procedure
recommended by CAEN was applied to correct for board-to-board clock skew to the level of
approximately 150 ps.

Optical transceivers on each digitizer, implementing the CAEN CONET-2 protocol, provide
the control, configuration and data readout path. A four-port CAEN A3818 CONET-2 controller
card, attached to the system PCIe bus, serves as an interface between the digitizers and the primary
data acquisition server. The configuration of the A3818 ports and associated digitizer modules,
connected in a daisy-chain, is also shown schematically in figure 24. Because of their large memory
buffers and an extended post-spill readout time, the boards were read out without data loss or dead
time.

The CAENV2718VME crate controller shown in the bottom left of the same figure was used to
configure the CAENV1495 general-purpose logic board, which generates the experimental triggers.
In general, the VME crates were used only to supply power to the modules. The configuration of
the V1495 was the only DAQ operation that made use of the VME data and protocol lines.

As noted earlier, signals from the four beamline wire chambers were digitized by a set of sixteen
time-to-digital converters (TDCs), custom designed at Fermilab and supported by FTBF staff. The
sixteen TDCs feed data to a central, custom TDC controller. Data and configuration of the TDCs
were directed through the ethernet port on the TDC controller. Like the CAEN digitizers, the wire
chamber readout and control software ran on the primary data acquisition server.

LArIAT was among the first experiments at Fermilab to use the artdaq package [43] as the
foundation of its data acquisition system. The package provides executables, in which art [44]
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Figure 24. The LArIAT digitizer timing and clock configuration.

analysis and output modules can be embedded, which process live events passing through the DAQ.
In LArIAT, art’s output module was embedded in an artdaq executable and was used to write
data in art-readable ROOT [45] files. These ROOT files were then passed to nearline and offline
workflows, consisting of additional art modules, for further analysis.

The LArIAT data acquisition system ran on one, dedicated, 8-core server using the Scientific
Linux 6 operating systemk. Because LArIAT was a small, short-term experiment, the operator
interface was designed to be simple. There are no complex graphical interfaces. The artdaq

executables are controlled by a single BASH script: data-taking is started and stopped with simple
commands to the BASH shell.

The configuration and readout codewerewritten in C++, taking advantage of its object-oriented
programming structure. Each type of digitizer board was represented by its own driver class. An
instance of that class is created at run time for every physical board in the system. In the case of the
CAEN digitizers, a parent driver class implemented features shared by all the models. Various child
classes, inherited from the parent, implemented features unique to particular models. A top-level
readout class performed class instantiation and implemented the overall run-flow logic.

Figure 25 shows an overview of the data storage and archiving process. The basic unit of data
storage is one beam spill in one file, with approximately one file written per minute. For each run,
the DAQ also writes a run configuration file. At the beginning of each subrun, the DAQ writes a
small file containing the start time of the subrun and a flag describing the run type. Once the data
from a subrun are written to a local disk, a python script generates the appropriate metadata for

khttp://scientificlinux.org/about/
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that file. The metadata includes information about beam conditions, drawn from the accelerator’s
database at the time of the subrun. Two database tables, one containing the run’s configuration and
the other containing accelerator data for the subruns, are also updated by the script. The data file
and associated metadata file are transferred to local storage. Finally, the files are copied to long
term storage by Fermilab’s File Transfer Service.

DAQ
Collection Transporter

SAMweb

User

DAQ Disk

dCache/
Enstore

File 
Catalog

“Data available” signal

Request/Receive
File Names

Request/Receive
files by name

FTP data files

HTTP transfer
SAM file header

DAQ computer

Figure 25. Overview of data archiving processes.

3.6 Trigger and readout system

Readout of the front-end data buffers is triggered by a CAEN V1495 module. The V1495 is a
powerful, easily-configurable coincidence module, featuring a user-programmable FPGA. Sixteen
logical inputs (32 in Run III) are sampled at 100 MHz and are checked for matches to any of the
sixteen user-defined patterns in the trigger menu. If a trigger pattern persists for two consecutive
clock ticks, the V1495 generates a readout request. In addition to signals from the accelerator, NIM-
standard logic inputs are derived from a variety of LArIAT detector systems: from the beamline
instruments, the cosmic ray paddles, and the cryostat’s scintillation detectors. LArIAT has taken full
advantage of the V1495’s great flexibility: as experimental conditions and detector configurations
change, inputs to the trigger card and its internal logic are modified accordingly. At the start of each
run, the configuration of trigger inputs is automatically logged in a database.

Three critical gates are derived from the accelerator control signals: a brief, 1 second window
before the beam arrives, a 4.2 second beam-on window, and a 24 second beam-off window which
is often used to collect cosmic ray events. There is also a pulser input, running independently of
the experimental cycle, which is useful for collecting events with zero bias.

Inputs from the time-of-flight (TOF) and wire chamber (WC) systems help generate the basic,
charged-particle trigger. Coincident activity in the two systems suggests that a charged particle has
traversed the tertiary beamline and entered the TPC and moreover, that measurements of the time
of flight and momentum can be used for particle identification. On each of the TOF paddles, a
coincidence (within 20 ns) of pulses from all its PMTs is formed. The coincidence of the upstream
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Figure 26. A schematic diagram of the trigger logic used to select Michel electron events during the cosmic
readout window of the LArIAT supercycle. The two PMT signals refer to the Hamamatsu (“HMM”) and
ETL PMTs described in section 3.4. For some data-taking periods in Run II, unamplified PMT signals,
discriminated at 180 mV, were used to veto events that might have saturated the 200-mV dynamic range of
the V1751 digitizer. The discriminator thresholds used on the amplified (x10) PMT signal copies (ThA, ThB)
as well as the length of the gate delay, were adjusted between run periods.

and downstream signals is then formed by the V1495. Each of the TDC modules used to read out
the wire chamber system provides a fast, logical-OR of its inputs, indicating that one or more of
the signal wires exceeded the variable threshold. Using NIM logic units, the four OR signals from
each chamber are ORed together – a logical-true level corresponds to significant activity in any of
the wire chamber’s 256 wires. The summary OR signals are routed to the V1495’s FPGA, which
generates a trigger whenever pulses from at least three of its inputs fall within a 100 ns coincidence
window.

Pulses from the cryogenic PMTs are used to construct several trigger inputs from the TPC.
The coincidence of discriminated pulses from the two PMTS (within 100 ns) indicates that ionizing
radiation was produced in the TPC. A Michel electron trigger, indicating the decay of a stopping
muon, is formed by a delayed coincidence of two consecutive scintillation logic pulses, separated
by a time interval ranging from 300 ns to 7 µs. Figure 26 shows a schematic diagram of the logic
comprising the Michel electron trigger, which is active outside of the beam spill window.

LArIAT also collects triggers from cosmic ray muons that do not stop inside the TPC, where a
minimally-ionizing particle crosses the TPC along the body diagonals between one upper (lower)
assembly in the upstream cosmic tower and one lower (upper) assembly in the downstream tower,
as illustrated in figure 9. The trigger for each body diagonal is formed from coincidences of the two
signals in each of the two corresponding assemblies. The logical OR of the two possible triggers is
routed to the V1495.

Other trigger inputs are formed with discriminated signals from the PMTs of the punchthrough
scintillator paddles, located directly downstream of the TPC, and with signals from the PMTs
installed in the muon range stack (MuRS). A single logic level, indicative of coincident activity in at
least two overlapping paddles, is formed from the punch-through scintillator paddles. Discriminated
signals within each of the four layers of the MuRS are combined in a similar fashion – a logic level
true indicates that there were pulses within a 20 ns coincidence window in at least one pair of
overlapping paddles.
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3.7 Trigger decision

The V1495 may be configured with up to sixteen trigger patterns and sixteen veto patterns derived
from the trigger input signals. A trigger pattern is defined as the AND of one or more defined
inputs, and may include the NOT of the AND of further inputs. Veto patterns are defined in the
same way, but they have a very different effect. When any of the trigger patterns fire, a "fast trigger"
signal is issued and an adjustable countdown is initiated. If the countdown is complete before a
veto pattern fires, a "slow trigger" signal is also issued on a separate hardware channel. If a veto
pattern fires during the countdown, it vetoes the slow trigger signal. The fast trigger signal prompts
readout of all the shorter data buffers, which includes the V1751 modules, the V1495 itself and
the wire chambers’ controller. TPC wire signal buffers, which stretch longer in time and are more
numerous, are read out only when the slow trigger is issued.

4 Monitoring and operations

During the data-taking periods described in section 5, the LArIAT experiment’s statuswas controlled
and monitored by LArIAT shifters, using the tools described in this section.

4.1 Slow controls monitoring

The LArIAT slow controls system provides a live display of the current experimental conditions,
including information from the beamline instrumentation, the cryogenic system, and the TPC. It uses
the Fermilab accelerator controls network, ACNET [46], and is based on Synopticl, a Java-based,
graphical user interface, designed to display ACNET data in a user-friendly way. The ACNET
protocol is used to communicate with hardware components, providing an interface for controlling
and monitoring device voltages, currents, and temperatures. The system includes an integrated data
logger, Lumberjack, which allows direct access to trend plots through the Synoptic displays. For
offline use, the slow-controls data are also stored in a PostgreSQL database managed by Fermilab’s
database groupm. These data are later used in selecting good runs for physics analyses.

Synoptic reads the information from the ACNET devices and displays it in two different ways:
restricted access displays which allow control of the devices via a Java application, and view-only,
online displays accessible through any web-browser. The flexibility of Synoptic allows the creation
of interconnected displays, which show the overall status of the experiment (as in figure 27) as well
as the detailed information and/or controls available for each sub-system (e.g., figure 11). Plots
are interactive, allowing the user to choose the time range of the data displayed, from the last few
seconds up to the full data set since the device was connected, which can be months or even years.
Several alarms are implemented, alerting the shifters and experts whenever a value is out-of-range,
when a system is malfunctioning, or when an interlock to the experimental hall or the detector
systems has been activated.

lJava Synoptic Toolkit for ACNET, http://synoptic.fnal.gov/about
mIF Beam database, https://cdcvs.fnal.gov/redmine/projects/ifbeamdata
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Figure 27. Screenshot of the LArIAT main slow-controls monitoring page showing secondary beam infor-
mation, status and controls of tertiary beam line instrumentation, cryogenics system, and TPC. Alarms are
indicated by a red highlight box behind the white text, as seen in the downstream TOF and muon range stack
sections at right.

4.2 DAQ monitoring

The DAQ keeps track of a number of low-level quantities as it is writing data to disk. All of these
quantities are displayed on a simple web page (shown in figure 28) that is updated in real-time,
which enables easy monitoring of the run status during data acquisition.

Some of the low-level quantities displayed include: relative time in the Fermilab accelerator
complex supercycle, total number of triggers in the event per CAEN digitizer, total number of
detectors triggered during a beam spill, trigger patterns and the number of times a particular trigger
pattern was satisfied during a beam spill, as well as beam conditions and environmental parameters
of the TPC, as seen in the figure. The web page issues an audible alarm and changes some of the
page’s text color to red if data-taking is not detected for a period of longer than 2 minutes.

4.3 Data quality monitoring

The LArIAT data-quality monitoring (DQM) system is primarily used to perform near real-time
checks on low-level quantities in data. The DQM system processes the data on a spill-by-spill basis
and a quick analysis is done. The results of the analysis are recorded in a PostgreSQL database and
displayed on an interactive web page, as shown in figure 29. The front-end of the DQM consists
of a website running on Flask, a microweb framework written in Pythonn. The DQM page allows
shifters and experts to view the results from the most current collection of beam spills, typically
with a 2-minute delay, as well as results from past collections of beam spills.

The low-level quantities monitored by the system include:
nFlask: https://palletsprojects.com/p/flask
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