


molecular velocity, which is on the order of 1 kHz for aLIGO (the noise is constant

over the band of interest), and low enough for this experiment that the noise is

attenuated slightly in the measurement band. While for LIGO sensitivities the

residual vacuum pressure must be kept very low (10−9 Torr), this small Michelson

can operate at atmosphere, and this was the default operation due to acoustic

injection from the vacuum pumps attached to the chamber. Brief measurements

were made at 10−3 Torr (a 6 order of magnitude pressure differential) to verify

that the broad-band minimum in the spectrum remained unchanged.

FIGURE 6.12. Noise budget for the piezo Michelson. Raw and residual refer to the
Michelson displacement before and after witness sensor subtraction, respectively. The
AM and FM traces are laser intensity and frequency noise couplings, respectively. The
measured dark noise corner frequency is higher than that expected by the modeled
circuit, but the comparison of broad-band high frequency dark noise to shot noise is
reasonably close to the expectation.
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Figure 6.12 combines the noise sources described above into a budget for the

measurement. The “raw” trace is the calibrated Michelson displacement, and the

“residual” trace is after the witness accelerometer and microphone subtraction has

been performed. The broad-band noise floor is around 6-8x10−16 m/
√

Hz, with

a slight slope. This noise is not quite as low as was hoped, and this consumes

the most of the safety factor when compared to the 100 mA shot noise, if the

length noise is unsuppressed. It is also clearly in excess of the budgeted noise, and

corresponds either to the piezo noise (well above its thermal noise model) or, more

likely some sensing noise in the setup. The leading noise source is the piezo driver

noise, however this is very well measured and its coupling straightforward, hence

the budget must be incomplete.

6.1.4 OMC Length Control

The length of the cavity is controlled with a dither scheme, modulating the piezo at

several kHz and demodulating the transmitted RIN to form a length error signal.

The bandwidth of this loop extends up to ∼100 Hz, and length noise from the

piezo will be suppressed in this band. Taking the broad-band noise floor measured

in Figure 6.12 to be the piezo noise and estimating a reasonable OMC length

loop gain the suppressed piezo noise in terms of transmitted RIN is shown in

Figure 6.13. For most of the detector’s shot noise limited band the piezo noise will

not be effectively suppressed, and increasing the OMC length loop to a suitable

bandwidth from the piezo noise viewpoint is problematic.

6.1.5 Upconversion

Bursts from the piezo can also be a problem, potentially from the Barkhausen

mechanism discussed in Chapter 5 (the piezo is made of ferroelectric domains)
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FIGURE 6.13. PZT noise projection with suppression from a 100 Hz UGF length servo.
At frequencies where the piezo coupling is reduced, shot noise is not the only limiting
source for the detector. In the shot noise dominated region, the noise does not exceed
the maximum power shot noise, but would raise the noise floor of the instrument by ∼25
%.

and therefore presumably dependent on the slope of the drive voltage. When the

voltage drive consists only of the control signal used to maintain the Michelson

fringe offset the spectrum of the dark port signal is quite stationary and a burst

search reveals a distribution of triggers resembling Gaussian noise, see Figure 6.14.

As a test, with a piezo actuator attached to the mirrors in both interferometer arms

a common mode drive voltage is applied, at 1 Hz, on top of the control signal. While

the actuators are from the same batch, their actuation coefficients were sufficiently

mismatched that there was significant leakage into the Michelson degree of freedom.

To suppress this, a resonant gain filter was added to the fringe offset control loop,

providing a differential trim voltage to each piezo to keep the Michelson leakage

at the primary drive frequency to ∼10−4x the common drive amplitude, while still

allowing upconverted noise to be detected without suppression.
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FIGURE 6.14. Distribution of triggers produced by a search for sine-Gaussian bursts in
the dark port signal of the piezo Michelson. Identical searches were run on data sets both
in the presence and absence of a large, low-frequency voltage drive applied in common
mode to the piezo actuators in both interferometer arms.

In order to produce any detectable change in the dark signal output a significant

amount of voltage had to be applied, approximately 100x more Vrms than is used

in the LIGO OMC. At this level, the search does produce a set of non-Gaussian

transients between 100 and 500 Hz, in excess of the background data set, including

a few with ρ ∼10. Examining the frequency of the loudest triggers it is revealed

that they are centered on 300 Hz, see Figure 6.15, and are potentially due to a

glitch in any of the several power supplies in the system running at 60 Hz, most

likely in the piezo driver which is significantly more taxed with the common mode

voltage application.

Examining the timing of the triggers in the driven scenario it is revealed that

the handful of transients occur in a very brief period around 240 seconds into the

test, as opposed to expectation of the typical Barkhausen phenomena which would
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FIGURE 6.15. A scatter plot of the same data sets whose distributions are shown in
Figure 6.14, useful for identifying any characteristic frequencies of the transients seen in
excess of Gaussian noise. The 300 Hz power line harmonic contributes the two loudest
events of the data set.

involve extra transients at any time when the drive derivative was maximized

(that is, twice per second). As such, with the sensitivity of the piezo Michelson

being relevant at the shot noise levels expected during OMC operation and no

significant evidence of excess transients at drive levels in great excess of operational

voltages, it seems safe to conclude that there will not be a direct contribution to

the background from the OMC PZT.
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7

Future Work

Much of the work in this thesis represents the continuation and/or evolution of

years of design work and prototyping of the isolation platforms, with the significant

addition of interferometric performance gauges. As the detector is pushed toward

full performance, in all senses (duty cycle, stationary sensitivity, background rate),

some further evolution of the platform controls will most likely take place. Two

topics, which are already actively being researched but are not yet implemented

widely on the detector, include the use of machine learning and the mitigation of

cross-coupling effects.

7.1 Adaptive Filtering

The controls design and modeling presented earlier in this work must make use of

models of the input motion, and as stated in the beginning of Chapter 3 the seismic

input is quite variable. As this is the case, the design of static filters is done with an

approximately median input spectrum, which provides generically well performing

isolation but cannot be stated to be truly optimized all of the time. A possible

solution is to implement machine learning, which adjusts the filter weights, of the

blend filters for example, or a sensor correction path, in real time to respond to

changes in the inputs (the sensor noises involved being well defined and stationary).
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The effects of changes in the actuation plant can also be suppressed by machine

learning, although these variations are probably already quite small. Considering

the optimized subtraction used during S6, while it can’t be stated that there was

no variation in the performance of the original Wiener filters, trained in February

2010, the performance of the same filters in October shows the degradation is hard

to notice. Figure 7.1 shows the subtraction factor provided by the DARM Wiener

feed-forward directly after implementation and again 8 months later, at the end of

the science run. Recall that this factor is in addition to a factor of ∼10x already

provided by the locally tuned sensor correction, such that the overall subtraction,

compared to the ground motion, is already at the few % level (so any mis-match

due to a change in the actuation path must be less than this). It is conceivable,

however, that a future isolation scheme would push beyond this level of isolation,

and require an actively updated transfer function.

An experiment implementing an adaptive LMS [80] feed-forward algorithm (specif-

ically the Filtered-X LMS variant [114]) was successful at the LIGO laboratory’s

40m prototype instrument [115]. While the Wiener filter feed-forward described in

Chapter 3 relies on previously measured correlation series and matrix inversion,

the adaptive LMS technique instead estimates the necessary correlation samples

each cycle and needs no matrix inversion. If the feed-forward filter weights are

contained in the vector h(n), then at every sample h(n) will be modified following

h(n+ 1) = h(n) [1− µα]h(n) + µε(n)x(n), (7.1)

where µ is the adaptation rate or adaptation gain, x(n) is the witness input, ε(n) is

the error signal ε(n) = x(n)−∑N
n=1 x(n−i)h(n−i) (N being the filter length), and

α is another gain which characterizes the leakage factor [1− µα]. In general, the
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FIGURE 7.1. Comparison of the DARM feed-forward optimization over a long-term
period. The subtraction filter was trained on data roughly coincident with the red trace,
but the performance is very similar without retraining 8 months later, indicating that
the noise coupling and actuation transfer function remain unchanged.

performance of such an estimation relies on the proper tuning of the parameter

µ, the value of which effectively low-passes the estimation noise created by the

variance of the time series x(n), with a time constant proportional to 1/µ. More

colloquially, slowly updating the filter weights of a relatively quickly changing

system will not provide good subtraction, but quickly updating the filter weights

of a relatively slowly changing system will introduce some adaptation noise. For

the LIGO seismic isolation, the change in inputs is drastically slower than the

calculation rate of the real-time software, and a scenario can be imagined where

the filters are allowed to innovate for a period of time, perhaps a few times per

day, and then the parameter µ is brought to 0, removing any adaptation noise.

The leakage factor, [1− µα], is used to stabilize the algorithm against digital

artifacts such as saturations/overflows from impulses, or other problems which
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arise due to limited-precision. The leakage also effectively contributes a white noise,

whose variance depends on α, to the adaptation process, such that its stabilization

effect resembles the use of dither to overcome noises in digital systems [80].

7.2 Cross-Couplings

As fine tuning of the platform controls develops, one of the obstacles which arises

is cross-couplings between the different degrees of freedom. These occur due to a

number of reasons, including the alignment accuracy of the sensors and actuators,

and unavoidable asymmetries of the mechanical assembly. For instance, there is

ideally a negligible direct coupling of the vertical (Z) platform motion to the mir-

ror’s longitudinal motion, but it is nevertheless important to reduce the amount

of vertical motion due to signal bleed into the rotational DOFs (RX and RY),

since the three signals are constructed from the same set of sensors. Overall, the

assembly and sensor alignment can produce a 1% level of cross-coupling to start,

and careful measurement is needed to tune beyond this, as is done with the CPS

plate alignment described in Chapter 3. Future work on the platform controls

could include the analysis of the effects of more (or all) off-diagonal elements of

the platform motion, with the goal of removing any limit to the performance from

controller constraints between DOFs.

There is also the possibility of direct coupling of the drive signal to the sen-

sor, that is, via the electronics pathways or magnetic fields and not through the

mechanics. The BSC ISI’s exhibit an effect conceivably due to this, between the

vertical and horizontal “common mode” motions, which are Z and RZ. Figrue 7.2

shows the response of the Z and RZ CPS, T240 (low frequency Stage 1 seismome-

ter), and GS13 (1 Hz, high sensitivity Stage 2 seismomter), to a Z excitation. The

Z control loop is closed for this measurement, with the excitation impressed by

154



10
−2

10
−1

10
010

−3

10
−2

10
−1

10
0

10
1

Frequency [Hz]

[m
/
m
]
o
r
[r
a
d
/
m
]

Vertical to Yaw Coupling

 

 

Z → CPS Z
Z → T240 Z
Z → GS13 Z
Z → CPS RZ
Z → T240 RZ
Z → GS13 RZ

FIGURE 7.2. Response of the Z and RZ sensors to Z drive. The Z responses are all,
as expected, ∼1 m/m. The RZ CPS and GS13 response of a few % is consistent with
the expectation from the mechanical assembly (blade spring orientation). The GS13
measurement is noise limited below 0.1 Hz. The RZ T240 response shows a serious
anomalous coupling.

the controller (the gain is very high at the frequencies in question), and the RZ

motion is left uncontrolled, except for some AC coupled damping signal.

While the Z sensor responses all show the expected transfer functions of 1 m/m,

the RZ T240 response is conspicuously out of the ordinary. The RZ CPS and GS13

show a several % coupling (0.02-0.03 rad/m), which is close to what is expected

from the layout of the platform’s blade springs. The RZ T240 is apparently mea-

suring a summation of this transfer function with an additional 1/f 2 coupling to

Z drive. The summation is clear due to the dip where the flat 0.02 rad/m CPS

transfer function meets the 1/f 2 slope (the magnitudes are the same and the phase

must be π).
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FIGURE 7.3. Test of Z control signal subtraction from the RZ T240 (error point), in order
to reduce the injected yaw motion from the observed extraneous signal cross-coupling.
While the T240 spectrum reports effective (a factor of ∼10x) subtraction via filtered Z
control, neither the Stage 2 witness GS13 nor the optical lever reflected off the suspended
test mass report any improvement in angular motion.

The size of this coupling is what takes it beyond a curiosity. If the Z control loops

provide a factor of ∼10x at the microseism than the drive signal is effectively the

same size as the input ground motion, which is ∼1 mu/
√

Hz. With a ∼0.1 rad/m

coupling to RZ this creates a 100 nrad /
√

Hz sensed yaw signal. In the absence of

Z drive, the RZ spectrum approaches the T240 noise at these frequencies, a few

nrad/
√

Hz, making the Z injection a sizable increase, and large enough to strain the

interferometer’s angular control loops which typically have a 1-3 Hz bandwidth.

Since the Z drive signal is known to high accuracy a correction signal which

feeds a filtered Z control signal to the RZ error point has been shown to effectively

reduce the in-loop witnesses, see FIgure 7.3 Confounding the issue, the out of loop

optical lever signal is unchanged by this improvement. Also confounding the issue
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are specific tests with an identical actuator and sensor, on a testbed, which are

unable to produce similar couplings.
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8

Conclusion

At the time of writing the installation of Advanced LIGO has been completed,

and the Livingston director has been fully locked using the seismic control scheme

laid out in this thesis. The detector operates on DC readout and has reached a

sensitivity corresponding to a binary inspiral range in excess of 35 Mpc. To date,

this is the most sensitive gravitational wave detector of its kind, and was achieved

only after years of work done by hundreds of people. With the Hanford detector

rapidly coming online, the community is anticipating not only the first direct de-

tection of gravitational waves, but the era of routine detection and astronomy. A

global network of detectors operating at similar sensitivities is planned, including

detectors in Italy, Japan, and perhaps India.

On the way to full sensitivity the duty cycle of the instrument will be tested,

with implications for the efficacy of the isolation throughout widely variable con-

ditions including high winds, high microseismic activity, and earthquakes. The

performance of the system will be judged not only on the stationary motion trans-

mitted to the detector’s test masses, but by its ability to reject transients which

could contribute background events to the astrophysical signal searches. Some ad-

vanced techniques described here, and successfully implemented during eLIGO,

may be useful again in keeping the instrument running as much as possible, with
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the cleanest possible data stream. A brief look into the future of low frequency

controls shows some promise with different schemes, all designed to improve the

sensing of, and isolation from, inertial tilts, due to their strong coupling to the

inertial sensors. The next few years of sensitivity realization and (hopefully) signal

observation will most likely determine the needs from, and the needs of, the next

generation of ground-based detectors.
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Appendix A: Suspension
Damping

Damping the suspensions is required for practical ring-down times and ease of

mechanical actuation at their resonant frequencies, but there are costs, beyond

increased thermal noise, involved with introducing any loss into the system as well

as a somewhat subtle difference in the two main instances of pendulum damping

used in LIGO. This difference arises between the suspended seismic platforms and

the suspended mirrors. The platforms are large and support inertial sensors as

part of their payload, allowing for viscous damping against inertia. The mirrors,

however, do not support any extra instrumentation, so their velocity is damped

relative to their support cages, and this distinction has important implications for

the passive isolation. At equilibrium
∑
F = 0, and we can write the equation of

motion of the inertially damped pendulum as

mẍ1 − bẋ1 − k(x1 − x0) = 0. (1)

Converting this to a frequency dependent transfer function, by use of the Laplace

transform, and substituting the parameters k = mω2
0 and b = mω0/Q, we find that

x1(ω)

x0(ω)
=

ω2
0

ω2
0 − ω2 + iωω0

Q

, (2)
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where the 1/ω2 nature of the roll-off is preserved, for ω > ω0, no matter the Q

value to which the pendulum is damped (and in practice they are damped to a Q

of ∼1).

For the pendulum damped relative to its support, like the test mass suspensions,

the equation of motion is modified to be

mẍ1 − b(ẋ1 − ẋ0)− k(x1 − x0) = 0, (3)

and the modified transfer function is

x1(ω)

x0(ω)
=

ω2
0 + iωω0

Q

ω2
0 − ω2 + iωω0

Q

. (4)

There is now a zero, at ω = w0Q, which turns the 1/ω2 cut-off into a less impressive

1/ω. So, the more damped the pendulum becomes (that is, the lower the Q), the

less isolation it provides! With a fundamental resonance at 0.5 Hz, damped to a Q

of 10, the isolation is already compromised at 5 Hz, seemingly a disaster. This effect

is overcome by avoiding truly viscous damping, instead using the freedom gained

via the digital control system to implement filters whose frequency response is

tuned to introduce losses only around the suspension resonances, while attenuating

the damping force at other frequencies. In this way, even the pendulum damped

relative to its support can offer 1/ω2 isolation and a reasonable Q simultaneously.

Although the isolation transfer function of the inertially damped pendulum

maintains its 1/ω2 shape even when the Q is reduced to ∼1, there is the slight

curiosity of what the transfer function from the inertial input motion to the rela-

tive position sensor looks like. In this case, the transfer function becomes

x1(ω)− x0(ω)

x0(ω)
=

ω2 − iωω0

Q

ω2
0 − ω2 + iωω0

Q

. (5)
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A term in the numerator reappears, such that this function falls as only a factor

of ω towards zero frequency when heavily damped, but ω2 when the Q is high

(undamped). Effectively, one of the zeros at zero frequency has moved up to a new

frequency, ω0/Q. In any damping configuration, the transfer function approaches

a magnitude of 1 at ω > ω0, i.e. the relative position sensor becomes simply a

measurement of the input motion (or, as is more common in practice, its own

instrument noise).
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FIGURE A.1. Effect of viscous damping on isolation transfer functions of a suspended
mass, with two different Q parameters.
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Appendix B: Per Square Root Hz

One of the chief signal processing tools used in noise analysis is the spectral den-

sity. The amplitude spectral density is portrayed numerous times in this thesis,

for various physical quantities, with the somewhat peculiar unit of, for example,

“meters per square root Hz”. In order to determine the frequency content of a well

defined signal one simply takes its Fourier transform, that is, for a signal time

series x(t) one calculates

x̃(ω) =

∫ ∞
−∞

x(t)e−iωtdt, (6)

where ω is the angular frequency, and the ∼ denotes that x̃(ω) is the transform pair

of x(t). When the angular frequency convention is used, a constant normalization

factor must be applied in the definition of the inverse Fourier transform,

x(t) =
1

2π

∫ ∞
−∞

x̃(ω)eiωtdω. (7)

For noise analysis the signal is often less well defined, instead being formed by

a random time series which asymptotically obeys some probability distribution

function. In order to examine the frequency content of such signals, assuming they

are stationary, instead of the Fourier transform of the signal one uses the Fourier

transform of its auto-correlation series, r(t), via the calculation
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Sxx(ω) =

∫ ∞
−∞

r(t)e−iωtdt =

∫ ∞
−∞

[∫ ∞
−∞

x(τ)x(τ + t)dτ

]
e−iωtdt, (8)

where τ is the lag. The quantity Sxx(ω), which is the Fourier pair of the auto-

correlation, is known as the power spectral density (PSD), often referred to as

simply the spectrum. This choice of name becomes clear when the dimension of

Sxx(ω) is examined: r(t) has the dimension of x(t) squared, and the dt brings a

unit of time. If, as is often the case in experimental work, x(t) is a voltage signal,

then r(t) has units of V2 and Sxx(ω) has units of V2·s, or equivalently, V2/Hz, that

is, Volts squared per Hertz, hence the use of the word density. So, the value of the

power spectral density at a frequency ω is the contribution, per unit bandwidth,

to the signal’s overall noise power from components fluctuating at ω. Often times

the experimenter is not interested in the power, but the amplitude spectral density

(ASD) of the signal, whether it be a voltage, current, or even displacement as is

seen in this work, so the square root of Sxx(ω) is taken, and we arrive at the unit

of, for example, V/
√

Hz.

Also, the reason the power spectrum is depicted here with the xx subscript is

because there is an analogous quantity when the information of two time series

is combined, known as the cross-spectral density (CSD). In the CSD the cross-

correlation is Fourier transformed instead of the PSD’s auto-correlation, and it

would be written in this notation as Sxy(ω) if the second time series was y(t). A

very important statistical measure of the relationship between two signals is the

coherence, γxy(ω), which involves both the PSD and the CSD via the relation

γxy(ω) =
|Sxy(ω)|2

Sxx(ω)Syy(ω)
. (9)
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An example: if a time series, x(t) is white then we say that each of its samples is

uncorrelated with all the other samples, and so its auto-correlation series becomes

r(t) =


σ2, t = 0.

0, otherwise.

(10)

where σ2 is the variance of the distribution which the samples of x(t) belong to.

Equivalently, one can write

r(t) = σ2δ(t), (11)

where δ(t) is the Dirac delta function. The spectrum of this signal will then be

equal at all frequencies (hence the term white), with the value Sxx(ω) = σ2. The

shot noise of a photocurrent, iDC , is a prime example of white noise, and the value

of the ASD is found by the simple relation

√
Sii(ω) =

√
2eiDC , (12)

where e is the fundamental charge and the unit of
√
Sii(ω) is A/

√
Hz. If one

digitizes a shot noise limited photocurrent and then calculates its ASD, the value

will not vary with the length of time collected (i.e. looking to lower frequencies),

or with the digitization rate (i.e. looking to higher frequencies), although the total

integrated power will scale.

Another example for contrast: if a times series, x(t), is a sinusoid, then all of

its noise power is contained in a single frequency bin, at the frequency of the

oscillation. The ASD of such a signal, not its autocorrelation, resembles a Dirac

delta function, and in practice its peak amplitude will vary with changes in the

ASD calculation parameters. Here, the rms amplitude of the signal becomes more
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informative, and to determine this the bandwidth of the ASD must be accounted

for.

For instance, imagine a sinusoidal signal, with amplitude A and frequency f ,

is being measured on top of some background noise which is white with variance

σ2. The ASD of the combined signal and noise will be a peak accompanied by a

frequency independent constant, as shown in Figure B.1. Let A = 100 “counts”

peak, and f = 1 Hz, and σ2 = 1. If the length of time series collected to calcu-

late the ASD is T = 10 seconds, as is true for the blue trace in Figure B.1, the

spectral height of the signal will become A/
√

2/
√

1/T ' 224 cts/
√

Hz, where the

factor of
√

2 converts peak amplitude to rms amplitude of a sine wave, and the√
1/T is the width of each bin. If, as is true for the red trace in Figure B.1, the

length of the time series becomes T = 50 seconds, the constant floor of the ASD

will remain unchanged, but the height of the signal will increase to 500 cts/
√

Hz,

since its energy is contained in a vanishingly narrow frequency bin. This is not a

triviality of signal processing, indeed it is the core of many analyses: when looking

for an oscillating signal on top of a noise background, integrating for a longer time

improves the peak height as
√
T .
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FIGURE B.1. Example ADSs, displaying the different behavior of a well defined sinusoid
at 1 Hz and a white background noise. Increasing the integration time by 5 increases the
peak height by

√
5, but leaves the variance of the background noise unchanged.

167



Appendix C: Feedback Basics

Although a rich and varied topic, even just the basic trappings of feedback control

prove highly useful in experimental work. Applications include the suppression of

external disturbances to allow for sensitive measurements, or the stabilization of

an unstable system to allow for any measurements at all. A simple single-input

single-output (SISO) control loop is all that is needed to lay out the important

aspects, as shown in Figure C.1. The combination of the elements in the figure is

often referred to as a servomechanism.

Controller

System

Sensor

Actuator

_+x

c

er

FIGURE C.1. A simplified SISO control loop. The controller takes as a reference the
output of the sensor, known as the error signal, e, and uses the actuator to manipulate the
system to be controlled. The output of the system is the control signal, c, which attempts
to cancel the external disturbance, x, with the residual disturbance, r, remaining. The
sensor converts r into the error signal, e.

Let the Controller be C(ω), the Actuator be A(ω), the System be S(ω), and

the sensor be H(ω). All of these are functions of frequency, and are assumed to

be linear, and time-invariant. Their product is the open loop gain, G(ω), and the

sub-product A(ω)S(ω) is, in control theory lingo, called the plant, P (ω) which was
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referred to for many of the mechanical systems discussed in the main body of this

text. In some texts the system is referred to as the process.

In reality both the sensor and actuator will be accompanied by their own self-

noises, but these can be disregarded for simple analysis. Indeed, assuming the

sensor is a faithful reporter of the system output we can ignore H(ω) totally, with

the result being e and r become identical. Combining S(ω) and A(ω) into P (ω),

the diagram reduces to that shown in Figure C.2, where now G(ω) = P (ω)C(ω).

_+x

c

e

Controller

Plant

FIGURE C.2. An even more simplified SISO control loop. The sensor and actuator are
assumed to be noiseless, and H(ω) = 1 (that is to say, the sensor generates a perfect
representation of r, such that r = e.)

To calibrate the error or control signals in terms of the external disturbance all

one needs to know is the loop gain. Since e = x − c, and c = eG(ω), it must be

true that

x = c
1 +G

G
, (13)

and that

x = e(1 +G). (14)

While G(ω) is the open loop gain, the quantity G/(1 +G) is the inverse of what is

called the closed loop gain. In practice these relations boil down to this: where the

loop gain is high, the control signal is approximately equal to the input disturbance,
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whereas where the loop gain is low, the error signal is approximately equal to the

input disturbance.

The design of G(ω) is guided by the requirements of the servo and possibility

of inverting the plant. Considerations include how much bandwidth is needed to

achieve the necessary suppression of input disturbance, how much sensor and ac-

tuator noise can be tolerated, and how robust the response of the controller needs

to be against impulsive inputs.

While solving the problem of determining a good G(ω), there is a strict re-

quirement which must be heeded on G(ω)’s frequency response, indeed it is the

fundamental problem in feedback control: stability. When the loop is closed, the

error signal is equal to the suppressed disturbance, e = x/(1 +G). At frequencies

where the magnitude of the open loop gain, a complex quantity, approaches unity

(|G(ω)| = 1), the phase of G(ω) must not be ±π, or else the value of x/(1 + G)

will diverge, and the control loop will be unstable.

If the control loop only crosses unity gain at one frequency, unsurprisingly called

the unity gain frequency (UGF), then the difference between the phase of G(ω)

at that frequency and ±π is referred to as the phase margin of the loop. The

amount of additional gain that would be required to push the UGF to the point

where the phase becomes unstable is referred to as the gain margin. A controller

which produces an open loop gain which never approaches phase instability is

referred to as unconditionally stable, and is not dependent on operating with a

particular bandwidth. In LIGO the need for low frequency suppression, since the

greatest disturbance to be overcome is the seismically driven motion of the mirrors,

often dictates the need for conditionally stable controls, which can operate at the

designed bandwidth but not much above or below this. A Bode plot of three open

loop gains for comparison is shown in Figure C.3.
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FIGURE C.3. Three example open loop gains. G1, in red, is a simple 1/f control loops,
which is unconditionally stable. G2, in green, features more low frequency gain, but
the phase dips below −π, producing a region where, should unity gain fall there, would
become unstable. G3, in blue, has even more gain, and shows that decreasing phase
around unity gain is not a simple threshold effect, but instead produces excess motion
around unity gain, “gain peaking”, as seen in the lighter blue curve, S3 = 1/(1 +G3).
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Appendix D: The PSL

Significant efforts are made to prepare the laser beam before it enters the interfer-

ometer, and this system has been the subject of lengthy study by several people

[116, 117]. The basic layout of the PSL is as follows:

• The beam originates from a commercially available 2 W NPRO [118], a solid

state laser (Nd:YAG crystal) with a high degree of frequency and polarization

purity, with a wavelength of 1.064 µm (∼282 THz). An internal servo is used

to damp the ∼1 MHz relaxation oscillation.

• The NPRO output travels through a single-shot power amplifier (the MOPA,

or Master Oscillator Power Amplifier), which contains several Nd:YVO crys-

tals which are pumped with 808 nm light from a high power laser diode,

coupled through optical fibers. The output of the MOPA is 35 W.

• The MOPA output travels through another amplification stage, the HPO

(High Power Oscillator), which is injection locked and contains Nd:YAG

crystals, also pumped with the 808 nm diode light. The HPO can output

laser power in excess of 200 W.

• Now that there are plenty of photons, several stabilization stages follow. The

first is the PMC (Pre-Mode Cleaner), a 2 m resonator cavity with a finesse of

∼125. The PMC performs several duties, including the suppression of higher
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order transverse modes (non TEM00), hence its name. It also passively filters

intensity noise at high frequencies, due to its δf = 300 kHz cavity pole.

Although not in the detection band, this is an important factor since it

reduces intensity noise at the main RF sideband frequencies (9 and 45 MHz

for aLIGO, used for controlling the interferometric cavities) before they are

impressed on the beam via an electro-optic modulator (EOM) downstream

of the PMC. The PMC is locked to the main laser frequency with a ∼10

kHz PDH servo, actuating with a PZT attached to one of the cavity mirrors.

When operating at full power the intensity on the PMC mirrors is quite high,

∼ 1010 W/m2.

• A beam picked off from the PMC transmission is used for active intensity

stabilization. The power fluctuations are measured on a photodiode, whose

output forms the error point of a ∼100 kHz servo. Actuation is achieved with

an acousto-optic modulator (AOM), which diffracts a varying amount of the

light from the main beam to suppress the fluctuations. The degree to which

the power can be stabilized is limited by the shot noise in the sensor beam,

RINshot =
√

2e/iDC , where e is the fundamental charge, and iDC is the

photocurrent on the photodiode. This servo is typically expected to provide

a RIN no larger than 10−8 1/
√

Hz in the audio band.

• Another beam picked off after the PMC is locked, with a ∼500 kHz PDH

servo, to a 20 cm suspended cavity, known as the reference cavity, which is

kept under high vacuum and temperature stabilized. The cavity is formed

with two mirrors attached to a rigid spacer, and the finesse is quite high,

in excess of 104. This serves as the vanguard of a multi-stage frequency sta-

bilization scheme, eventually replaced as the reference by the 16.5 m input
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mode cleaner, and then by the 4000 m common arm length. The free-running

frequency noise spectrum of the NPRO is around 100 Hz/
√

Hz at 100 Hz,

with a roughly 1/f characteristic, and the frequency stabilization servo in

the PSL suppresses this by several orders of magnitude.
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Appendix E: Lock Acquisition

Before the detector is capable of producing data useful for gravitational wave

detection it must be brought to its operating point, a process referred to as “locking

the interferometer”. In the past (iLIGO and eLIGO) this process was stochastic,

waiting for the error points of the various length feedback loops to develop into

suitable signals when the mirrors swung through resonance by chance (“grabbing

the fringe”). The suitability of the signals was gauged by monitoring the power

level at various points in the interferometer, with fast switching of the controls

path triggered based on these monitors. A detailed description of the procedure

is given in [120]. Depending on the residual seismic motion the “fringe velocity”

can become high enough that the mean time to acquire lock with this method is

uncomfortably high.

The force required to stop the mirrors in time is proportional to the cavity

finesse and, unfortunately, to the square of the mirror velocity, Freq ∝ mv2F .

Transitioning the iLIGO lock acquisition scheme to aLIGO would be difficult for

a number of reasons, including:

• Reaching high sensitivity at 10 Hz places technical limits on the actuator

noises, which in turn limits the range (available peak force) of the mirror

drive to much smaller numbers than iLIGO (from 25 mN to ∼100 µN).

The increase in mirror mass, from 10 kg to 40 kg, also decreases how much
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acceleration the mirror experiences for a given force, but this also cuts the

force noise coupling so the point is moot.

• There is an additional cavity to lock (the SRC) in aLIGO

• The rms residual mirror velocity is not much different between the detector

generations

In light of these and similar concerns, a new scheme was devised to introduce

deterministic (or at least partially deterministic) locking [119]. Two important

features of the new scheme are:

• An auxiliary Nd:YAG laser beam is injected into each arm cavity, frequency

doubled to 532 nm and phase locked to the main laser, and then PDH locked

to the arm as a readout of the mirror motion [121]

• An RF sensing scheme in the corner station which senses the MICH, PRC,

and SRC degrees of freedom well, but is not sensitive to the resonance con-

ditions in the arm cavities [122]

First the arm lengths are sensed individually with their green lasers. Then two

beat signals are developed, one which compares the X arm with the PSL and the

other which compares the two arms. The PSL is then locked to the X arm length,

and the Y arm to the X arm by actuating its mirrors.

An offset into the PSL vs. X arm beat will then allow for the two arms to be

pushed off of and held off of resonance, allowing for the corner to be locked in

the usual stochastic fashion. Once the corner is locked, the frequency offset in the

arm servo can step the arm cavities back onto resonance in a controlled fashion, a

process referred to as the CARM “offset reduction”. The green beat sensing is not
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sufficient to place the arms directly onto the ultra-narrow CARM resonance (the

coupled cavity has sub-Hz linewidth), so a procession of suitable errors signals is

traversed as the cavity narrows, including DC signals in transmission of the arms

and finally RF signals in reflection [123].
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Appendix F: Permissions

Several figures describing the global feed-forward work presented in Chapter 3 was

previously published in Classical and Quantum Gravity, in an article written by

the author and his collaborators. Once accepted, the right to reproduce the con-

tent of the article in a dissertation was granted by the publisher, the following is

a communication between the author and the publisher:

“Dear Ryan DeRosa,

Thank you for your email and for taking the time to seek this permission.

When you assigned the copyright in your article to IOP, we granted back to

you certain rights, including the right to include the article within any thesis or

dissertation.

Therefore, please go ahead and make what use you wish of the content of the

article.

The only restriction is that if, at a later date, your thesis were to be published

commercially, further permission would be required.

Please let me know if you have any further questions.

In the meantime, I wish you the best of luck with the completion of your disser-

tation.

Kind regards,

L. Evans

178



Publishing Assistant

IOP Publishing

Please note: We do not usually provide signed permission forms as a separate

attachment. Please print this email and provide it to your publisher as proof of

permission.”
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