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3.7.2 Gaze Duration Mean per AOI 

Gaze Duration Mean per AOI could not be obtained directly. Instead, it was obtained using dwell 

time and fixation count.  Dwell time “starts at the moment the AOI is fixated and ends at the moment the 

last fixation on the AOI ends = the sum of durations from all fixations and saccades that hit the AOI” 

(SensoMotoric Instruments, 2011a). Fixation count is the number of fixations inside the AOI.  By 

dividing the dwell time by the fixation count for each participant for a specific AOI, Gaze Duration Mean 

per AOI could be obtained. 

Gaze Duration Mean per AOI = 
Dwell time (ms) per AOI

Fixation Count per AOI
  

3.7.3 Gaze Percentage per AOI 

Gaze Percentage per AOI was obtained by dividing the total dwell time for an AOI by the total 

time.  Total time was the entire length of each participant’s eye-tracking video clip which was 15 minutes 

or 900,000 ms. 

Gaze Percentage per AOI = 
Dwell time (ms) per AOI

900,000 (ms)
  

3.7.4 Scan Path 

Two scan paths were created for each participant from the hard scenario.  During testing, it was 

observed that expert operators were able to detect a setpoint change quickly.  To investigate why 

operators detected the setpoint failure quickly and whether there were differences between experts and 

novices, both scan plots centered on the setpoint change for C-TIC-13807 that occurred 17 minutes into 

the hard workload scenario.    The setpoint changed from 650°F to 400°F.  Figure 3 illustrates the location 

and subtleness of the setpoint change.  Scan paths were only plotted for 1-minute long segments; any 

longer would yield a cluttered, unreadable plot.  The first scan path mapped the eye movement during the 

60 seconds after the setpoint for the Crude Temperature decreased from 650°F to 400°F.  The second scan 

path mapped the 30 seconds before and after the faceplate (C-TIC-13807) for Crude Temperature was 

opened after the setpoint change.  This event was very subtle; there were no immediate alarm indicators 
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or alarm boxes that indicated a change.  How quickly and in what manner the expert and novice 

participants noticed the setpoint change was investigated.  To construct a scan plot, semantic gaze 

mapping was utilized.  Semantic gaze mapping maps the location of each fixation onto a reference image.  

The reference image was a screenshot of the Main display with an opened faceplate.  Appendix 3 

illustrates the interface of semantic gaze mapping.  The video recording plays on the right and freezes at 

each fixation.  The fixation location is then mapped on the reference image on the left.  This process was 

tedious but for accurate results, it is important that the mapping was precise.  

3.8 Areas of Interest 

AOIs were first created using the AOI editor feature in BeGaze (see Appendix 4 for screenshot of 

the AOI editor).  AOIs are a useful tool allowing certain regions or defined areas to be distinctively 

analyzed.  Figure 4 illustrates how AOIs were used to include and exclude data for analysis.  See Table 7 

for a complete list of the nine AOIs.  The main eye measurements used to analyze the eye-tracking data 

were Fixation Frequency per AOI, Gaze Duration Mean per AOI, Gaze Percentage per AOI, and scan 

path.  BeGaze software (SensoMotoric Instruments, Inc., Boston, MA) was used to playback and analyze 

recordings.  The defined AOIs were Main display, Alarm Banner, Temp and Flow (T/F), Mode on 

Changes from 650°F to 400°F 

Figure 3 - Location of the setpoint failure 
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Faceplate (MOF), Alarm on Faceplate (AOF), and Readings on Faceplate (ROF).  See Appendix 2 for an 

illustration of each AOI.  When selecting and defining AOIs, the function and importance of the objects 

on-screen were considered.  The faceplate AOIs were selected because this is where operators extract 

information about current levels, flow, etc. and also input changes.  The Alarm Banner AOI is where 

operators extract information regarding alarms and their current status.  The temp and flow AOI was also 

included because the crude temperature and crude flow are two crucial parameters to be aware of and is 

why the interface designers included those parameters on each display.  

 

Figure 4 - Diagram illustrating how AOIs are used to include or exclude data for analysis 

The steps required to retrieve detailed statistics regarding AOIs is as follows: 

1. In AOI Editor, create and save the nine AOIs. 

2. The AOIs are mapped for each stimulus or recording in AOI Editor.  A stimulus is considered 

to be a single participant’s video recording.   AOI mapping is described in more detail in 3.9. 

3. Open the Event Statistics tab and select the AOI Detailed Statistics template.  This template 

displays statistics as one row per AOI-stimulus combination.  

4. Select the appropriate stimuli and AOIs.  Table 8 represents the output for the following 

selection: Participants 1, 2, and 3 fixation count for the Main display during active and 

inactive periods. 
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Table 7 - AOI List for Active and Inactive Periods 

Active AOIs Inactive AOIs 

Main Display – active 

Alarm Banner – active 

Temp and Flow – active 

Alarm on Faceplate – active 

Mode on Faceplate – active  

Readings on Faceplate – active 

Main Display – inactive  

Alarm Banner – inactive  

Temp and Flow – inactive  

 

Table 8 - Sample Output for Event Statistics 

Stimulus Area of Interest …Fixation Count 

P1 Main Display_Active 343 

P1 Main Display_Inactive 562 

P2 Main Display_Active 542 

P2 Main Display_Inactive 432 

P3 Main Display_Active 154 

P3 Main Display_Inactive 198 

Note. Sample output for novice fixation count using the grey interface for the Main display AOI.  

 

3.9 AOI Mapping 

Once the AOIs were created, they were mapped over the recordings.  Since the ETG is non-

stationary and the computer display is stationary, the orientation of the display changes in the scene video 

depending on the movement of the head wearing the ETG.  This complicated the mapping of the AOIs.  

AOI mapping required frame by frame manipulation of the AOI size and orientation.  If the head was 

relatively still for a series of frames, the AOIs did not require resizing, but once the head tilted to the left, 

right, or closer to the computer display, the orientation of the computer display changed in the scene 

video and the AOIs needed to be manipulated.  Another consideration during AOI mapping was ensuring 

that the correct AOIs were visible.  Since there were different AOIs for active and inactive times, the 

active AOIs needed to be visible and the inactive AOIs needed to be invisible.  Visibility refers to the 
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capability of the AOI to record data, so when an AOI is visible, fixations that are located in the area of 

interest are recorded.  When an AOI is invisible, the AOI is no longer visible on screen and does not 

record fixation data.  Visibility of the AOI was also considered when the faceplate was not open.  All 

faceplate AOIs were invisible when the faceplate was closed and visible when opened.  When faceplates 

were opened that did not contain the mode buttons or the level readings, the particular AOIs would be 

turned invisible for the period that the faceplate was opened.  Another consideration was the dynamic 

interface.  The system had seven different screens but only one display could be viewed at a time.  

Different Main display AOIs were not created for each display, instead the same AOI was used for all 

seven displays.  Each display functions quite similarly to the others; operators primarily monitor and scan 

for information using the displays.  Since activities were similar between displays there was no need to 

use different AOIs so each individual display was considered in terms of a general “main display” AOI. 

3.10 Alarm Activity 

In order to analyze eye behavior based on alarm activity, separate AOI’s were created for active 

and inactive periods.  Inactive AOI’s included Main, Alarm Banner, and Temp & Flow.  Active AOI’s 

included Main, Alarm Banner, Temp & Flow, AOF, MOF, and ROF.  The effect that alarm activity 

(active/ inactive) had on Fixation Frequency per AOI, Gaze Duration Mean per AOI, and Gaze 

Percentage per AOI were analyzed.  Speed and accuracy could not be assessed during inactive times 

because there were no failures that occurred during inactive periods.  During inactive times when there 

were no alarms, operators only needed to monitor the process.    

3.11 Performance 

Performance, in terms of speed and accuracy, was included in the study to test for correlation 

with eye behavior.  Significant differences detected between expert and novice eye behavior and 

performance could indicate which eye behavior and strategy is more efficient.  It can also be an indicator 

of which interface type is more efficient in terms of allowing users to complete tasks faster and more 

accurately.  Speed was measured in seconds required to complete tasks.  Tasks were defined as the 
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required actions to correct and maintain the system.  Task time was measured from the time the alarm was 

triggered to event completion.  Each event had certain requirements to be considered complete.  The 

simulation was preprogrammed to indicate a time stamp when each event was completed, if completed.  

Accuracy was measured as a percentage using two different metrics: correct steps completed out of the 

total number of steps required and the total number of events completed out of the total number of events 

that occurred.  Previous analysis found speed to be significantly slower for the black (M = 233s, SD = 

147s, p < 0.05) interface versus the grey interface (M = 180s, SD = 123s, p < 0.05).  Accuracy for the 

grey interface (M = 74.4%, SD = 26.2%, p < 0.05) was significantly higher than for the black interface 

(M = 58.6%, SD = 26.5%, p < 0.05) in regard to the total number of events completed.  The sample of 6 

novices included in the current experiment were tested for their representativeness of the entire initial 

group of novices using a t-test (Table 9).  % Complete, % Correct, and TTF showed no significant 

differences between groups.  TTC showed a significant difference because of the large deviation in TTC 

among the six thesis participants.      

Table 9 - Independent T-Test between Thesis Participants and Entire Sample Size 

  Thesis Sample   Entire Sample   

 Mean (SD) n  Mean (SD) n p-value 

% Complete .494 (.241) 6  .486 (.216) 18 0.751 

% Correct .626 (.181) 6  .613 (.107) 18 0.184 

TTF 118 (65.8) 6  93.5 (43.3) 18 0.309 

TTC 299 (158) 6   287 (68.4) 18 0.016* 

Note. *Significant at p < 0.05 

 

3.12 Hypothesis 

The main hypothesis predicted that there would be a significant difference between expert and 

novice eye behavior.   

H0 : Expert Eye Metrics = Novice Eye Metrics 

H1 : Expert Eye Metrics ≠ Novice Eye Metrics 
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Individual hypotheses predicted that experts would have higher fixation frequencies than novices, 

experts would have shorter mean dwell durations than novices, and experts would have more optimal scan 

paths than novices. 

3.13 Data Analysis 

A MANOVA was conducted to test for significance due to main effects of expertise, interface, 

and alarm activity using IBM SPSS Statistics Version 21, a statistical analysis software.  A significance 

level of 0.05 was used.  Due to the small sample size cells had very low number of observations (i.e. 

expert/grey interface, n = 1) a test for interaction could not be completed; only differences due to main 

effects were analyzed.  The criterion variables were Fixation Frequency per AOI, Gaze Duration Mean 

per AOI, Gaze Percentage per AOI, speed and accuracy.  The criterion variables were assessed for the 

first fifteen minutes of the hard scenario between experts and novices, black and grey interfaces, and 

active and inactive periods.  

 Due to the nature of the alarm activity variable, two models were used for data analysis.  Main 

Display, Alarm Banner, and Temp & Flow AOI’s were visible for the black and grey interfaces, for both 

expert and novice operators, and during both active and monitoring periods.  AOF, MOF and ROF were 

only visible during active alarm periods for all participants.  This means that there is no participant data 

during monitoring periods for these three AOI’s.  Since it was intended to investigate the eye behavior of 

experts and novices while looking at the faceplate two models were used to analyze data separately.  Each 

model is described in Table 10.   

Fixation Frequency, Gaze Duration Mean, and Gaze Percentage were tested for normality 

(Shapiro-Wilk’s statistic, α = .05) and homogeneity of variance (Levene’s Statistic, α = .05).  There were 

several variables that did not meet the normality assumption.  Since MANOVA is typically robust to non- 

normality only criterion variables that were significant for 2 or more independent variables were  
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Table 10 - Independent and Dependent Variables Analyzed Within Each Model 

Model 1 Model 2 

Independent Variables Dependent Variables Independent Variables Dependent Variables 

Alarm Activity FF Main Display Expertise FF Main Display 

 Active FF Alarm Banner  Expert FF Alarm Banner 

 Monitoring FF Temp & Flow  Novice FF Temp & Flow 

Expertise  Interface Type  FF AOF 

 Expert GD Main Display  Black FF MOF 

 Novice GD Alarm Banner  Grey FFROF 

Interface Type  GD Temp & Flow   

 Black   GD Main Display 

 Grey GP Main Display  GD Alarm Banner 

 GP Alarm Banner  GD Temp & Flow 

 GP Temp & Flow  GD AOF 

   GD MOF 

   GD ROF 

    

   GP Main Display 

   GP Alarm Banner 

   GP Temp & Flow 

   GP AOF 

   GP MOF 

      GP ROF 

Note.  FF: Fixation Frequency, GD: Gaze Duration Mean, GP: Gaze Percentage per AOI 

transformed.  Fixation Frequency: Alarm Banner, Gaze Duration: Main, and Gaze Percentage: Alarm 

Banner were exponentially transformed.  Gaze Duration: Alarm Banner and Gaze Percentage: AOF did 

not meet the homogeneity of variance assumption.   Since the participant data did not meet the 

homogeneity of variance assumption an additional non-parametric Independent-Samples Median Test (α 

= .05) was conducted.  A non-parametric analysis does not assume normality and compares medians 

instead of population means.  This analysis was also used to account for the small sample size where 

averages can be greatly impacted by extreme data points.  Pearson correlations were conducted for 

Fixation Frequency, Gaze Duration Mean, Gaze Percentage, Speed (TTF, TTC) and Accuracy (% 

Correct, % Complete).  Only correlation coefficients | r | ≥ 0.75 were considered.   
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Figure - Grey tower bottom display 

 

Figure - Grey tower top display 

 

Figure - Grey overhead receiver display 

 

Figure - Black tower bottom display 

 

Figure - Black tower top display 

 

Figure - Black overhead receiver display
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APPENDIX 2.  AOIS 

 

  

Main Display 

Alarm 

Banner 

ROF MOF 

AOF 

TAF 

Figure - AOF: Alarm on Faceplate; MOF: Mode on Faceplate; ROF: Reading on Faceplate; TAF: Temp 

and Flow 
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APPENDIX 3. SEMANTIC GAZE MAPPING 

 

Figure - Semantic Gaze Mapping is a feature of BeGaze that allows the user to map fixations onto a reference image 
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APPENDIX 4.  AOI EDITOR 

 

  

Figure - AOI Editor is a feature of BeGaze where AOI's are drawn and shifted/ resized when necessary to 

match the area in the scene video. 
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