


FIGURE 4.6. Required key stream generation rate in dual mode transmission
Eve has the required uncertainty. We characterized anchizgtd the lower bound for decreasing
exponent of information leakage called secrecy exponetdrins of Eve’s information and dis-
tinguishability. Then, it is adopted as the criterion toaitetine the minimum required key length
for encryption. In numerical analysis we considered a duadlentransmission mechanism with
two levels of secrecy based on which the required key stregefor different source entropies is

evaluated.
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Chapter 5
Future Work

5.1 Multiuser and Asynchronous Key Scheduling

In Chapter 3 we considered a protocol in which the legitimate useriaté confident about the

shared randomness by utilizing the proposed synchronization scheme. However, in many appli-
cations there can be some synchronization errors between two parties, and since they both need
to apply a privacy amplification technique over the generated common randomness that can be
erroneous, the derived secret keys will be different that causes decryption error when these keys
are used for symmetric encryption. Moreover, approaches that require complete synchronization
between two parties will result in a higher communication overhead and lower secrecy throughput.
As a result, if we relax the requirement of absolute agreement between targeted recipient and the
transmitter by allowing bounded error pattern for shared data while still generating the same key,
we can achieve a secure key which consequently produces a higher secrecy throughput with a less
expenditure and overhead. Hence, we need to find a random extraction method, that with a similar
input but with a margin of difference from the original one, generates the same key. Moreover, the
effect of relaxed requirements in synchronization needs to be illustrated in improvement of system
efficiency.

In Chapter 3 to simplify the secrecy analysis problem, we assumed there exists a virtual oracle
giving Eve information regarding where she has lost her alignment with users. Nevertheless, for
rigorous analysis we should note that in reality there does not necessarily exist such an oracle,
so we will need to either adopt analysis based on a new metric or completely analyze possibility
of realignment. In addition, the mapping algorithm, that we proposed in this work to cause error
propagation for Eve, results in a constant distance between the original set and her destination set

after resynchronizations of her OTF with users’ set. If we assume that Eve is able to guess where
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she has got back her OTF synchronization, she will be ablentbthis constant distance for the
rest of her destination set, remove it from her set and caresgty obtain a set with a much lower
Hamming distance from the actual set and with a less entropytahe generated key. Therefore, a
new way of analysis and a new metric or some modification iregeimg the key and randomness
is required to address these issues with a more concretgsanal

With increasing application of point to multipoint commaation over broadcast links such as
file distribution, teleconferencing and video text systetiis trend will continue in future commu-
nications. Due to poor throughput efficiency of pure stopwad ARQ protocols in systems where
channel round trip delay is large, and where there are a fargder of receivers, they can not be
used in systems like satellite broadcast channels. In etbeds, if we try to extend our proposed
secrecy approach in Chapter 3 to broadcast communicatiensilimeed to change it in a way that
can fit in the new channel conditions. Overall, a new or modiéipproach for generating secret
keys that tolerates a margin of errors between legitimagesusnd meanwhile generates a highly
secure key with a higher throughput is needed. This systemldlalso be designed for sharing

secret keys between a base station and multiple users witfhaécrecy and data efficiency.

5.1.1 Problem with the Proposed Mapping Strategy

In Chapter 3 we discussed about a mapping strategy based @rstraeder IIR filter that can be
used to map the generated OTF set into another set callédatest set about which Eve will have
a higher uncertainty. Then, we can make sure that everymgissiwrong OTF packet behaves like
an additive noise that propagates for the rest of packetsefsEestination set after misdetection.
The problemis that if we use first order mapping, every noakpt will contribute with a constant
weight for the difference between Eve’s destination set @nedoriginal set. Accordingly, Eve
needs to simply estimate this constant difference and é&wbreen these two sets in order to
recover the original set. To prevent Eve from successfutiynting such kind of attack in guessing

possible packets that act like additive noise in her destinaet, we may need to design a more
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sophisticated mapping strategy that minimizes the pdggibif error estimation by Eve. In this
new mapping strategy we should take into account that mested packets should contribute with

varying weight in error propagation of Eve’s set to furth@ensify her confusion.

5.2 Proposed Approach
5.2.1 Asynchronous Key Agreement Based on Fuzzy Extractors and Edit
Distance

In [59] a key generation technique is proposed based on fexirgctors that extract a uniformly
random stringR from its inputw. This extraction is error-tolerant such thatwill be the same
even when the input changes, as long as it remains withintaieelistance from the original. To
assist in recovering? from w’, fuzzy extractor produces a public striiy However, still given
P, R remains uniformly random. As a result, if we design our schéma way that with a fewer
transmissions or overheads, the distance between gatteer@oim data for both partners is upper-
bounded, we can use fuzzy extractor to derive the same kelseim. Since fuzzy extractor toler-
ates errors within this upper-bound of distance betweeniyots, with the help of public string
equivalent keys with a high min-entropy can be generatethake sure that with a higher secret
key rate the required level of secrecy can be achieved.

If we consider possibility of errors in the proposed schem@hapter 3, every mistake in putting
a wrong packet in OTF or missing an OTF packet can cause aignesnt between two parties
and make the rest of their sets different. Thus, in this caisenot appropriate to use Hamming
distance as a metric to measure distance between two sWifegberefore need to tailor to a metric
that measures distance based on insertion and deletiortkétsaln [59] Hamming distance, edit
distance as well as set difference are used to measureaidtam the original input data. Edit
distance betweew andw’ is defined to be one half of the smallest number of characsertions
and deletions needed to transfouminto «’. If we use edit distance instead of Hamming distance
to measure the difference between two gathered randongstoyAlice and Bob, we do not need

to worry about asynchronization between them since whatsieebe measured is the number of
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packets inserted or deleted to transform one set to andthi&9] a fuzzy extractor based on edit
distance is constructed that allows creation of the same ken edit distance of two sets is less
than a threshold.

In this new context of using fuzzy extractors, we need to ngke that with a high probability
Eve’s gathered string will have a higher edit distance tih@determined threshold. Due to using
a new difference metric, no longer can misalignment be alpnotior Eve, yet what really matters
here is the number of mistakes that she probably makes by @€kep missing or false OTF
packet error. Thus, the system has to be designed in a wayithead high probability the number
of Eve’s miss-detections exceeds the required upper-btarretlit distance with the original set,
to make sure that even with the use of public information she ot generate the same key.
This can be ensured by taking advantage of statistical en#gnce between legitimate users and
adversary’s channels as well as an authenticated but irsséeedback channel between Bob and
Alice modeled as a binary erasure channel. Note that in deisazio there will not be any need for

a virtual oracle as it was assumed in Chapter 3 to analyzecseof¢he system.

5.2.2 More Efficient ARQ Protocols and Broadcasting Scenario

Stop and wait ARQ protocol that we utilized in our key manageinaggorithm is not efficient in
real-life implementation and using it brings about a lowotighput for communications. There are
some other more efficient ARQ protocols like Go-back-N andaele repeat ARQ. In Go-back-N
protocol, the transmitter continues sending a number ohdésspecified by a window size even
without receiving an ACK from receiver which generates a brghroughput compared to stop and
wait protocol. Selective repeat ARQ results in even a higfieiency because unlike Go-back-N,
in this protocol after a lost frame, the sender continuegtm s number of frames specified by its
window size, and the receiver accepts and acknowledge®isaaker a transmission error. If we
adopt either Go-back-N or selective repeat ARQ to achieveglehitransmission throughput in

our key scheduling scheme, OTF gathering strategies faeAdnd Bob have to change, and a new
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secrecy analysis will be required. In this analysis, we neeike into account communication
efficiency and throughput, quality of secrecy (secrecygaifarobability) and efficiency of secrecy
establishment (secret key rate). Furthermore, the tréfdeebiveen these metrics is needed to be
studied.

Another issue is how to extend ARQ based key scheduling talloasting scenario for the pur-
pose of sharing keys between base station and users. Intorgegvent disadvantages of using
simple ARQ in broadcast channels including throughput daiicy, we can utilize Hybrid ARQ
(HARQ) mechanism that takes advantage of both error deteatid error correction to deliver a
higher throughput. In [101] different HARQ schemes are psaubto be used in broadcast chan-
nel that can provide acceptable throughput for the systefld2] and [103] two different secure
HARQ schemes are presented that make use of the exiting @ientfARQ mechanism to im-
prove security of the system by combining encoding and sytmcnieey encryption in one step
called secrecy encoder. As a result, instead of pure stopnaitdprotocol we used in Chapter
3, we can design a HARQ mechanism that along with a high se@&féiciency, provides the re-
quired throughput over multiuser channel. Note that a newesy design and analysis for key
scheduling step is required since a new HARQ protocol is équaldy considering both error cor-
rection ability of HARQ and multiuser scenario. Then, theaiéd secret keys can be utilized in
a well-designed secrecy encoding that is a secret-keydbaselomized encoder to ensure relia-
bility as well as highly confidential message transmissliorthis scenario each user generates its
keys based on the statistical data obtained from HARQ meshmewhen it is guaranteed that their
gathered data maintains its required edit distance frorotiigénal set through feedback messages

that is independently transmitted by each user.

5.2.3 New Non-Invertible Mapping Strategy
Let us consider a higher order IIR filter instead of a first ofdeer used for mapping OTF set into

a destination set. LeX (n) andWW (n) be respectively the input OTF packet and output destination
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packet at timen. If for instance we consider a second order IIR filter withfibieowing relationship

between input and output packets as
Wi(n)=bX(n)+0X(n—1)+bXn—2)+aWn—1)+aW(n-—2), (5.1)

the transfer function for this second order IIR filter can lyéten as

B(Z) bo+0Z7' + 0,272
AZ) 1—aZ7' —agZ~?

H(Z) = (5.2)

In this case the first output packet will B (1) = b, X (1) and the second onié’(2) = by X (2) +

(b1 4+ a1by) X (1). As can be seenX (1) has weighty, for W (1) and weightb; + a,b, for W(2).
Namely, by using a higher order IIR filter we can infer thatreagut packet contributes with a
varying weight to each output packet. Basically, by usingghér order IIR filter we cause more
confusion for Eve such that she has to take a more sophatfi@tack strategy rather than just
simply estimating an error that appears as a constant eifter between her set and the original
set after misdetection. We should note that in case of usgtweh order IIR filter, we should also
take into account the issue of stability and make sure thefficeents of this transfer function are
designed in a way that stability is guaranteed.

If a higher order IIR filter is used as mapping strategy, Evedseo first deal with the ambiguity
problem to know where errors have occurred and then estierabe sequence in her set. If we
consider that each misdetected packet acts like an additiige in Eve’s destination set, in case
of using a higher order IIR filter, it is like this additive rsa& goes through a channel with transfer
function of the utilized digital filter. As a result, a podsilattack strategy would be applying inverse
mapping in order to estimate this noise and to recover thggnai OTF packets. In this strategy
Eve models these misdetected packets in her OTF set asvadtbise that goes through this filter.
Therefore, she can use some estimation techniques likedalitter or MMSE (Minimum Mean
Square Error) to estimate the existing error in her destinatet and then to apply inverse mapping

in order to find the original packet errors in her guessed GF s
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As a possible approach, if we desigiiZ) and B(Z) in denominator and nominator of the filter
transfer function as feedback and feedforward filters tarobtheir coefficients, we can have a
mapping strategy that is invertible impossible. By adopting non-invertible mapping, we ensure
that Eve will not be able to apply inverse operation to estintlae original packet errors. Namely,
singularity in mapping obstructs Eve from estimating araierrors in her OTF set. Moreover,
since Eve is not able to directly communicate with Alice sitiot possible for her to resolve this
singularity problem. On the other hand, Bob can communicétie Alice and use reconciliation
strategy or, in case of using fuzzy extractor, utilize reedihelper string to correct possible errors
in her gathered OTF set. This two-way communication guaesithat singularity in mapping will
not cause any problem for legitimate users such that thepeanfident of generating the same
OTF sets that later on will be mapped to the same destinaéitsrssulting in exactly the same

secret keys after universal hashing.

5.2.4 Novelty
The most important innovation in this work is using fuzzyragtors in order to allow some mar-
gin of difference between generated random sets in thevexcand transmitter measured with
edit distance. This allows us to design a system with lessired| overhead and thus increased
secrecy throughput. Meanwhile, it will make secrecy analgéthe system more straightforward
by removing the necessity to have an oracle and focusing bntloe number of miss-detections
by Eve. On the other hand, using a higher order IIR filterirgt ik singular prohibits Eve from
applying inverse mapping in order to estimate her origiralget errors unlike the previously pro-
posed mapping that allows her to just estimate originalrsrtiwat appear as a constant difference
between her set and the original set.

Another novelty of this proposed scheme is extending theskbgduling algorithm proposed in
Chapter 3 to broadcast channels by utilizing efficiency ofapplication of HARQ transmission

mechanism. We can also utilize potentiality of HARQ to desagsecure HARQ by converting
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its pure encoder into a secrecy encoder providing both eooection and security based on the
generated key stream in previous transmissions. The neysator both secrecy outage rate and

secrecy throughput will be required for the newly designgteme in the multiuser framework.
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Chapter 6
Appendix

6.1 Proof of Theorem 2

Proof. Suppose that all possibig—< key candidates are arrangediasks, . . ., kyss—o from the
lowest rank to the highest. Léf; be the hypothesis that is the original key and; = 1 be the
event that Eve decides thigtis correct. We define a Bernoulli random variaBlevhich is equal to
1 when the right key is among ta3°~“ candidates, an@, otherwise. ThusPr[B = 0] = 1 — P,

andPr[B = 1] = P;. Let P. be the total success probability for Eve. Note that wises: 0, the

right key will not be tested and consequently can not be found. Therefore, we have
256*(1

P.= > Prlgi=1H|B=1.Pr[B=1]. (6.1)

=1

The probability that Eve can realize the right Keyis

For Eve to be able to find the correct key at rangince she starts the test from upper ranks to the
lower ones, there should not be any false key acceptance for ranks higher éisamell as a key

missing event for rank Hence,
Prigi=1|H;, B=1]= (1 Pp)"" "1 - P,). (6.2)

Moreover, Decisions about alf—¢ keys are independent, and all of the tested keys are equally
probable to be the right one, i.8r[H;|B = 1| = 25% Therefore, by using Eq.’s (6.1) and (6.2),
we obtain Eq. (2.8) for total success probability.

The next step is to compute the frame erasure probability. Assume that the rightAegnid
is located among top>®—* candidates. In order to obtain no key, Eve should not have any false

key admission foik;, j # i fori,j = 2°6 —2%6—a 1 1 2% je. top2°°~¢ candidates except
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the right key itself, and in addition to that she has to missrtght keyk;. Whenk; is not among

top candidates, since it will not be examined, Eve gets ngtiprovided that there has been no
wrong key acceptance event for 12y~ tested candidates. As a result, frame erasure probability
can be computed according to Eq. (2.9). By a similar technigpgecan prove that the wrong key

probability isP, =1— P, — P.. O

6.2 Proof of Lemma 3

Proof. We need to compute vector transition probabilities betwadepossible input and output

vectorsX andY for statesS; andSs. Hence, fork = 1, 3
PrlY|X, Sy] = Pr[X @ Y|X, Si| = Pr|E|Sk], (6.3)

whereFE is the decryption error vector which is bit-wise Xor of in@rtd output vectors. The last
equality is becaus& depends on channel errors in previous and current ciphsr®x given the
state, it is independent from input vect®r To analyze stateS, and.S;, we define two eventsd

andB as

A: There exists at least one bit error ir;

B : There exists at least one bit error imﬁi_l.

As aresult,S; = AN B, and we can write

Pr(E|B)Pr(A|E, B)

Pr(E|S)) =Pr(E|A, B) = B AIE)

(6.4)

The fact that eventsl and B are caused by two independent channel error vectors and
Z; implies thatA is independent of3 and its complementary, i.&r(A|B) = Pr(A) = ¢. When
eventB has not occurred, since onf can induce bit errors with rate gfinto the stored plaintext,
the probability that a particular decryption error vectowith Hamming weight ofiV/ (E) takes

place will be

Pr(E|B) = " (1 — )= (5, (6.5)
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In stateS;, HW of error vectorE' can not be zero because we know that the only source that
can induce error at stages Z; that surely has a non-zero bit. In this case, given an errctove
E with W (E) # 0 and knowing that even® did not occur, we can infer that this error is induced
by error inC;, hence eventl has certainly occurred, i.€r(A|E, B) = 1. Thus, using equations
(6.3), (6.4) and (6.5), we can obtain the input-output titaors probability in S; as in Eq. (2.12).
Similarly, for stateSs, Pr(Y|X,Ss;) can be computed with the detailed proof provided in our

technical report [104]. n

6.3 Proof of Lemma 4

Proof. If we assume that alt’* possible input plaintexts are equally likely, fbr= 1,3 we can

write

H(Y|S, X Zzﬁpr Y =YX = X;,5). log Pr(Y = Y;|X = X, 5))

264
=— Y _ Pr(E = Ej|S)log Pr(E = E;|3)). (6.6)

J=1

The second equality is resulted from Eq. (6.3) for;, = X; @ Y; as the decryption error vector.
Furthermore, for staté; as discussed in subsection 2.4.1, HW of the error veEtean not be
zero. Thus, we can takié, as ab4-bit zero vector and exclude it from this summation. Themais

Eq. (2.12) brings about the following result

264

W(Ej) (1 — n)64-W(E))
H(Y|S1, X Zn 64 W (E;) log n ( n)

q

(6.7)

We know that out of alR%* error vectors, the number of possible vectors with HW/6fis the
number of possibilities of choosingd’ bits out of64 bits which is equal td1’-combinations from
64 elements. Finally, Eq. (6.7) can be rewritten as Eq. (2.38xeludingk = 0. For stateS;, we
computeH (Y'|S3, X) using Eqg. (6.6) foi = 3. In this case;j = 1 is not excluded because unlike
stateS; in stateSs, it is possible to have decryption error vectgy with zero weight. Thus, by

using Eq. (2.13), we obtaif (Y| S5, X) in Eq. (2.19). O
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6.4 Proof of Theorem 3

Proof. Let £ and¢’ be the random variables,, ande,,, respectively, associated with one-
time transmission and feedback reception of packst Bob. Also, letE: ande!, be the random
variablesF,, ande,,, associated with one-time transmission and feedback tiecepf packeti z

by Eve. We assume that transmission of each packet and dsiats] feedback is independent
for different packets while their corresponding eventsafect receptions or failures for different
packets are equally likely. Thus, at final steps of the folfm\proofs we can replacg’ , ¢!, E,

ande!, with E,,, e,,, E,, ande,,, respectively. Eq. (3.6) can be rewritten as

Pr[H\|F,,, Ei = 0] > = (6.8)

DN | —

E?

Since hypothesiél/; occurs wherf; = 1 and packet is received correctly by Bob, using Bayesian

rule we get
Pr[H,|F;,,E, =0 = Pr[F; =1|E!, =0,E., =0, F;, |Pr[E., =0, F,_|E, = 0]. (6.9)

In this Eq. since the erasure in the received feedback by BebF}, is independent from the

erasure in Eve’s received packet, the first term can be writte

Pr[F;, = 1,F;,|Ei, = 0]

1E m

(6.10)

First of all, we consider the case where Eve has receivedésdd’;,, = 1. Then, the second term
in Eq. (6.9) will be one because receiving feedbatk = 1 by Eve implies that it was initially

received error-free by Bob. By using Eg. (6.10), we can revihigfirst term in Eq. (6.9) as

- Prlel, =0,¢!, = 0|E! = 0] oo 1—n—04qn
PrlF, =1|E! =0, F, m — 5% — J1%m = 1 - .
"l o Prlei, = 0|Ei = 0] 1-0 1-0

1E

:1]:

(6.11)

The second equality is resulted from the definition of joiatkward erasure probabilities. The

third equality comes from relationshipg + qo1 = Prle!, = 0] = 1 —n andqy + q11 = Prlel, =
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1] = 0, with ¢1; given in Eq. (3.4). Thus, by Eqg’s (6.9) and (6.11), we canewtite decision rule
(6.8) as

byl —n)(1-0)| 1
n+ 5 —5 >0 (6.12)

1—

This is equivalent ta’ > 0 as it was defined in (3.7).
Next, suppose that Eve has received an erased feedback e. Due to independence of the
packet reception by Bob and feedback reception by Eve, wehwam that the second term of Eq.

(6.9) will be

PT[Ei =0,F = 0] DPoo 1—60—¢ec+pn

PrlE,, =0|E, =0] = PriE — 0] =71, T (6.13)
Similarly, by Eq. (6.10), the first term in Eq. (6.9) will be
PrF —1|E —0,F, —c = * _eq”. (6.14)

Now by replacing Eq.’s (6.13) and (6.14) into Eq. (6.9), wa gat the decision rule in Eq. (6.8) as

s pmul—_ o —a>] [1 eV 0D Loy (s

According to the definition of in (3.8), it is equivalent to the decision rule> 0 for F;, =e. [

6.5 Proof of Lemma5s

Proof. According to the definition of OTF packet missing probapijllily using Bayesian rule we

have

Py, =Prlip & OTFg|H,] (6.16)
=Prliy & OTFg|Hy, Fy, = 1, B!, = 0] Pr[F;, = 1, E', = 0| H,]
+Prlip & OTFg|Hy, Fi, = e, E', = 0] Pr[F;, = e, B!, = 0|H,]

+Prlip ¢ OTFg|Hy, E., = 1]Pr[E! = 1|Hy],
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where OTR; denotes Eve’s chosen OTF set, afj ‘= 1' means Eve did not receivig: correctly.

By definition, H; is equivalent to the evemt, = 0, £’ = 0], so we have

Pr[F;, =1, E!, = 0|H,] = Prle, = 0l¢},, = 0|Pr[E! = 0|E’ = 0]
qo Poo 1—n—0+q1 1—-0—c+pn

— , = 6.17
1—n1-94§ 1—n I ( )
wherep;; andq;; are given in Eqg. (3.4). Similarly, we can show
: (0 —qi)[l — 6 — e+ pu
Pr|F;,, =e E, =0H] = (6.18)
| =y
We can compute the last term in Eq. (6.16) as
PriEL = 1|EF =0,F =1] = 81__]931. (6.19)

For a correctly received packet by Eve, with the receivedifeek asF;,, = 1, she will not put
packetiy into OTFg if I' < 0. If F;, = e, ig Will not belong to Eve’s OTF ifA < 0. Apparently,
when ‘E’ = 1, regardless of what the received feedback would be, shebagay to putix in

OTF. Hence,

Prlip ¢ OTFg|H;, F;,, = 1,E., = 0] = 1)

Priip ¢ OTFg|Hy, F;), = e,Ei; =0] = <o)

Prlip ¢ OTFp|H,,E!, = 1] = 1. (6.20)
By replacing Eq.'s (6.17)-(6.20) into Eq. (6.16), we can ¢etformula forP,, in Eq. (3.9).

To compute the false OTF probability which #3- = Pr[ir € OTFH,|, we split hypothesis
H, into two eventsH,; when packet is received incorrectly by Bob, and,, wheni is received
without error, but?; = e. It should be noted that according to Eve’s strategy, fatgeation event
only occurs wherSR;, = 0 andP,,, # P,, because she only cares about fresh packets. We
define Py, as the false OTF probability whef,, takes place, which is

Pp, =Prlip € OTHH] (6.21)

=Prlip € OTFHy, F;, = e, B! =0|Pr[F,, = e, E!, = 0|Hy].
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That is because whefiy; occurs, since Bob has not decodexbrrectly, he will send back a Nack
which can be received either erased bit or zero that in therlaase Eve will certainly not put it
into OTF. According to Eve’s strategy in Tab. 3.4, for a cotiereceived packetz once receiving

F;, = e, Eve putsig into OTF if A > 0, so
PT[ZE < OTF‘HOMFzE = G,Eqiu = O] = 1(A>0). (622)

Moreover, the erasure event in the received feedback by €ireependent of the reception of

packetiz andi. As a result, the second term in Eq. (6.21) will be

Pr[F, = e, Ei = 0|E' =1] = Pr[E\ = 0|E, = 1]Prlel, = 1] = 7%9 - W. (6.23)

Therefore, we have

(5 —Pn)@'

; (6.24)

Pr, = Lia~0)

We also definé’r, as the false OTF probability whefl,, occurs. We can similarly show that

1 1 — 1—6—
Py, = [Las0yq11 + Lrs0)(n — q11)]( 77+p11)' (6.25)

n(1—9)

Now, we can obtain the total false OTF probability as
PF :PF1P7’[H01] + PF2PT[H02] = PFl(S + PF2(1 — (5)7],

replacingPr,, Pr, from Eq.'s (6.24), (6.25) completes the proof. n

6.6 Proof of Theorem 4

Proof. Let X; denote the packets in OTF for= 1, ..., n;, andY; indicate the packets in Eve’s
OTF. We denote the number of Alice and Bob’s Bernoulli trialsamen; — 1°¢ andi** successes
in putting in OTF a<l;. T;’s are i.i.d. random variables with geometric distributibet N, denote
the number of mismatches between two destination setsg@ptabability is defined as the prob-

ability that there exists less thdrpacket discrepancies between two destination sets thatocc
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when there is at least;,; — [ + 1 packets to be the same forandV. It means that misalignment

would happen aften,, — [ + 1" packet in OTF. Hence, we have,

Py =Pr(N, <) L PriX, = Yii€ {1,... s — 1+ 1}]

’nzsfl+1

= [ prixi=vi

i=1
i—1
nes—l+1 M=22521 T

[T > PriXi=YiT, =t]Pr[T; =]
=1 t=1

—
~

—
w
=

(4) nis—l+1 M
< [I D_Prixi =vi|T, = Pr[T; =]
=1 t=1
5 nis—Il+1 M
2T S -P1- P P(1-P)!
i=1 t=1
(6) (1—P,)P. nts—l+1
< . 6.26
ummam) (620

Equality (2) is because the decision that receiver makes about eachtmaldependent of other
packets. Equality3) is based on Bayesian rule by summing over all possible nunfligats for
each Bernoulli success. For the first success it can reacle totd number of packets within the
frame, i.e.M, but for the next ones, we should subtract the number of allipus trials. Equality
(5) holds since to havé(; = Y;, neither should there be missing OTF event for Eve for pa&ket
at the;*" Bernoulli success nor any false detection event for the fasisuccessful OTF Bernoulli
events that are totall§; — 1 trials. Conclusively, inequalities!) and (7) show that Eq. (3.13)

provides an upper-bound fat,,;. O

6.7 Universality of © multiplication in GF (¢")
Proof. We first prove Condition 1 of universality for the functibndefined a%.(.S, X') = trung[S®

X]. For the collision probability of this function we can write

Pr[S € SD: h(S,X)=hS,X")]=Pr|SecSD,IRc Q" N0"": 5o (X X') = (0°R)

1 1
<=

LQ
S
|

—_

L)



SinceX @ X' # 0, we can find at most ong € ™\ 0" for which S © (X & X’) = (0%, R) with
R # 0. The last inequality holds since far< b we haveg <

For the second condition consider a randomly chdseive can see thadt (R, S, A) = St ©
(A||R) is uniformly distributed over the preimage s&tf = {X € Q" h(X,S) = A} which has
cardinality of¢"~?, implying that|h;1(A)| = ¢"*. That is because a uniformly chosé&nover
the set?"~* determines whichX € X, generate$A||R) after multiplication byS. There exists
¢® such preimage sets that are disjoint and have cardinalitydbes not depend o#. Contrarily,
if there exists an element in botki; and X, with A # A’, it means thatS—! © (A||R) =
S~1® (A'||R"). ForR # R'itis impossible to hold, but folz = R’ it requires thatd = A’ which

is contradictory. Thereforeh,1(A)| = |X4| = ¢"° which does not depend ot. O

6.8 Proof of Theorem 5

Proof. It is sufficient to prove that the statement holds forH,. (@), where E, denotes the
expectation ovel. Then, we can find a functioh, for which the inequality (4.2) holds. Due to

convexity of the functior* log(.) for v > 0, we can write

—1
EH X)) =FE,—1 P o
Hiea(hs(X)) = Eo— log }% rlh(a)]
>1 log B, Y Prihy(z)]'™. (6.27)
a hs(x)
Wherez is a realization of random variabl€. We can rewrite the right hand side as
> Pribg(a)]*t = Prihy(z) = (JPrihi(z') = hy(z) = ¢]*
hs(z) ¢

where( is a realization of random variabfg. If condition 2 of universality holds for the ensemble
of functionsh, it implies that preimages of differeqss (i.e. h; ! (¢)) are distinct. Therefore, taking
expectation over random varialdleis equivalent to averaging ovef. For the second term in this

equation the probability of occurrence of a particulas equivalent to finding probability of its
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preimage, so we have

3 Prin (o) = 3 Pr(xX = )i O

hs(z)

ZPX@)[ > PX(I')] :
T z':hs(x!

According to this equation we can state that

E, Z Prihg(x)]*t Z Px(x [ Z Px (')
2he

hs 173) $’):hs($)
<> Px(x) |E, > Px(@) (6.28)

x x':hg(z')=hs(x)

The last inequality is due to concavity ¢fz) = 2 for0 < o < 1.
Be 3 Pxle) 23 0Pr(S = §)IPr(a’ =)+ Prihle) = hw)le’ # )
z':hs(x')=hs(x)
2 1 1

> ip + . (6.29)

Inequality 2 is resulted from the universality property k¢ family of hash functions, that maps
() to the set of sizeK|. The equality 3 holds since the random variaBlés uniform randomly

distributed. We know that fab < oo < 1 we have(z + y)* < z* 4 y*. Therefore

|:Px(l‘) + %:|a S Px( ) + % (630)

substituting Eq.’s (6.28)-(6.30) into Eq. (6.27) resufts i

EHiya(hs(X)) 2 %110?5213)((90) [Px(x)‘* + 1 ]

_ ! log || — 1 log [1 + ea(log‘K‘_HHa(X))} '
o (6%
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Finally, using the inequalityog(1l + ) < 2z and the facts that,(X) = Q and Hy,(X) > d

proves the statement féf, /. (Q) and hence for Eq. (4.2). ]

6.9 Proof of Lemma 6

Proof. Based on the definition of the Shannon and Rényi entropy we \shig!

HyoX[Y) + H(Y ZPY 1ogZPX|Y zly) ZPY ) log Py (y)
:%ZPY(?J)
—ZPY —log

Fora > 0, ‘71 log(.) is a convex function, so by using Jensen’s inequality it candncluded that

log Z PX|y(x|y)1+°‘ + alog Py (y)

Py (y ZPX|Y x’?/)Ha] :

Hyo(X[Y) + H(Y >—10g (ZPY QHZP)QQJE} *ﬂy)

= _? lOgZPny(l',y)a+1 = H1+a(X7 Y)
x7y
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