


FIGURE 4.6. Required key stream generation rate in dual mode transmission

Eve has the required uncertainty. We characterized and optimized the lower bound for decreasing

exponent of information leakage called secrecy exponent interms of Eve’s information and dis-

tinguishability. Then, it is adopted as the criterion to determine the minimum required key length

for encryption. In numerical analysis we considered a dual mode transmission mechanism with

two levels of secrecy based on which the required key stream rate for different source entropies is

evaluated.
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Chapter 5
Future Work

5.1 Multiuser and Asynchronous Key Scheduling

In Chapter 3 we considered a protocol in which the legitimate users are100% confident about the

shared randomness by utilizing the proposed synchronization scheme. However, in many appli-

cations there can be some synchronization errors between two parties, and since they both need

to apply a privacy amplification technique over the generated common randomness that can be

erroneous, the derived secret keys will be different that causes decryption error when these keys

are used for symmetric encryption. Moreover, approaches that require complete synchronization

between two parties will result in a higher communication overhead and lower secrecy throughput.

As a result, if we relax the requirement of absolute agreement between targeted recipient and the

transmitter by allowing bounded error pattern for shared data while still generating the same key,

we can achieve a secure key which consequently produces a higher secrecy throughput with a less

expenditure and overhead. Hence, we need to find a random extraction method, that with a similar

input but with a margin of difference from the original one, generates the same key. Moreover, the

effect of relaxed requirements in synchronization needs to be illustrated in improvement of system

efficiency.

In Chapter 3 to simplify the secrecy analysis problem, we assumed there exists a virtual oracle

giving Eve information regarding where she has lost her alignment with users. Nevertheless, for

rigorous analysis we should note that in reality there does not necessarily exist such an oracle,

so we will need to either adopt analysis based on a new metric or completely analyze possibility

of realignment. In addition, the mapping algorithm, that we proposed in this work to cause error

propagation for Eve, results in a constant distance between the original set and her destination set

after resynchronizations of her OTF with users’ set. If we assume that Eve is able to guess where
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she has got back her OTF synchronization, she will be able to find this constant distance for the

rest of her destination set, remove it from her set and consequently obtain a set with a much lower

Hamming distance from the actual set and with a less entropy about the generated key. Therefore, a

new way of analysis and a new metric or some modification in generating the key and randomness

is required to address these issues with a more concrete analysis.

With increasing application of point to multipoint communication over broadcast links such as

file distribution, teleconferencing and video text systems, this trend will continue in future commu-

nications. Due to poor throughput efficiency of pure stop andwait ARQ protocols in systems where

channel round trip delay is large, and where there are a largenumber of receivers, they can not be

used in systems like satellite broadcast channels. In otherwords, if we try to extend our proposed

secrecy approach in Chapter 3 to broadcast communications, we will need to change it in a way that

can fit in the new channel conditions. Overall, a new or modified approach for generating secret

keys that tolerates a margin of errors between legitimate users and meanwhile generates a highly

secure key with a higher throughput is needed. This system should also be designed for sharing

secret keys between a base station and multiple users with a high secrecy and data efficiency.

5.1.1 Problem with the Proposed Mapping Strategy

In Chapter 3 we discussed about a mapping strategy based on thefirst order IIR filter that can be

used to map the generated OTF set into another set called destination set about which Eve will have

a higher uncertainty. Then, we can make sure that every missing or wrong OTF packet behaves like

an additive noise that propagates for the rest of packets in Eve’s destination set after misdetection.

The problem is that if we use first order mapping, every noisy packet will contribute with a constant

weight for the difference between Eve’s destination set andthe original set. Accordingly, Eve

needs to simply estimate this constant difference and errorbetween these two sets in order to

recover the original set. To prevent Eve from successfully mounting such kind of attack in guessing

possible packets that act like additive noise in her destination set, we may need to design a more
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sophisticated mapping strategy that minimizes the possibility of error estimation by Eve. In this

new mapping strategy we should take into account that misdetected packets should contribute with

varying weight in error propagation of Eve’s set to further intensify her confusion.

5.2 Proposed Approach
5.2.1 Asynchronous Key Agreement Based on Fuzzy Extractors and Edit

Distance

In [59] a key generation technique is proposed based on fuzzyextractors that extract a uniformly

random stringR from its inputw. This extraction is error-tolerant such thatR will be the same

even when the input changes, as long as it remains within a certain distance from the original. To

assist in recoveringR from w′, fuzzy extractor produces a public stringP . However, still given

P , R remains uniformly random. As a result, if we design our scheme in a way that with a fewer

transmissions or overheads, the distance between gatheredrandom data for both partners is upper-

bounded, we can use fuzzy extractor to derive the same keys for them. Since fuzzy extractor toler-

ates errors within this upper-bound of distance between twoinputs, with the help of public string

equivalent keys with a high min-entropy can be generated, tomake sure that with a higher secret

key rate the required level of secrecy can be achieved.

If we consider possibility of errors in the proposed scheme in Chapter 3, every mistake in putting

a wrong packet in OTF or missing an OTF packet can cause a misalignment between two parties

and make the rest of their sets different. Thus, in this case it is not appropriate to use Hamming

distance as a metric to measure distance between two strings. We therefore need to tailor to a metric

that measures distance based on insertion and deletion of packets. In [59] Hamming distance, edit

distance as well as set difference are used to measure distance from the original input data. Edit

distance betweenw andw′ is defined to be one half of the smallest number of character insertions

and deletions needed to transformw intow′. If we use edit distance instead of Hamming distance

to measure the difference between two gathered random strings by Alice and Bob, we do not need

to worry about asynchronization between them since what needs to be measured is the number of
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packets inserted or deleted to transform one set to another.In [59] a fuzzy extractor based on edit

distance is constructed that allows creation of the same keys when edit distance of two sets is less

than a threshold.

In this new context of using fuzzy extractors, we need to makesure that with a high probability

Eve’s gathered string will have a higher edit distance than the determined threshold. Due to using

a new difference metric, no longer can misalignment be a problem for Eve, yet what really matters

here is the number of mistakes that she probably makes by OTF packet missing or false OTF

packet error. Thus, the system has to be designed in a way thatwith a high probability the number

of Eve’s miss-detections exceeds the required upper-boundfor edit distance with the original set,

to make sure that even with the use of public information she can not generate the same key.

This can be ensured by taking advantage of statistical independence between legitimate users and

adversary’s channels as well as an authenticated but insecure feedback channel between Bob and

Alice modeled as a binary erasure channel. Note that in this scenario there will not be any need for

a virtual oracle as it was assumed in Chapter 3 to analyze secrecy of the system.

5.2.2 More Efficient ARQ Protocols and Broadcasting Scenario

Stop and wait ARQ protocol that we utilized in our key management algorithm is not efficient in

real-life implementation and using it brings about a low throughput for communications. There are

some other more efficient ARQ protocols like Go-back-N and selective repeat ARQ. In Go-back-N

protocol, the transmitter continues sending a number of frames specified by a window size even

without receiving an ACK from receiver which generates a higher throughput compared to stop and

wait protocol. Selective repeat ARQ results in even a higher efficiency because unlike Go-back-N,

in this protocol after a lost frame, the sender continues to send a number of frames specified by its

window size, and the receiver accepts and acknowledges packets after a transmission error. If we

adopt either Go-back-N or selective repeat ARQ to achieve a higher transmission throughput in

our key scheduling scheme, OTF gathering strategies for Alice and Bob have to change, and a new
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secrecy analysis will be required. In this analysis, we needto take into account communication

efficiency and throughput, quality of secrecy (secrecy outage probability) and efficiency of secrecy

establishment (secret key rate). Furthermore, the trade-off between these metrics is needed to be

studied.

Another issue is how to extend ARQ based key scheduling to broadcasting scenario for the pur-

pose of sharing keys between base station and users. In orderto prevent disadvantages of using

simple ARQ in broadcast channels including throughput deficiency, we can utilize Hybrid ARQ

(HARQ) mechanism that takes advantage of both error detection and error correction to deliver a

higher throughput. In [101] different HARQ schemes are proposed to be used in broadcast chan-

nel that can provide acceptable throughput for the system. In [102] and [103] two different secure

HARQ schemes are presented that make use of the exiting potential in HARQ mechanism to im-

prove security of the system by combining encoding and symmetric key encryption in one step

called secrecy encoder. As a result, instead of pure stop andwait protocol we used in Chapter

3, we can design a HARQ mechanism that along with a high secrecyefficiency, provides the re-

quired throughput over multiuser channel. Note that a new secrecy design and analysis for key

scheduling step is required since a new HARQ protocol is exploited by considering both error cor-

rection ability of HARQ and multiuser scenario. Then, the obtained secret keys can be utilized in

a well-designed secrecy encoding that is a secret-key-based randomized encoder to ensure relia-

bility as well as highly confidential message transmission.In this scenario each user generates its

keys based on the statistical data obtained from HARQ mechanism when it is guaranteed that their

gathered data maintains its required edit distance from theoriginal set through feedback messages

that is independently transmitted by each user.

5.2.3 New Non-Invertible Mapping Strategy

Let us consider a higher order IIR filter instead of a first order filter used for mapping OTF set into

a destination set. LetX(n) andW (n) be respectively the input OTF packet and output destination
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packet at timen. If for instance we consider a second order IIR filter with thefollowing relationship

between input and output packets as

W (n) = b0X(n) + b1X(n− 1) + b2X(n− 2) + a1W (n− 1) + a2W (n− 2), (5.1)

the transfer function for this second order IIR filter can be written as

H(Z) =
B(Z)

A(Z)
=
b0 + b1Z

−1 + b2Z
−2

1− a1Z−1 − a2Z−2
. (5.2)

In this case the first output packet will beW (1) = b0X(1) and the second oneW (2) = b0X(2) +

(b1 + a1b0)X(1). As can be seen,X(1) has weightb0 for W (1) and weightb1 + a1b0 for W (2).

Namely, by using a higher order IIR filter we can infer that each input packet contributes with a

varying weight to each output packet. Basically, by using a higher order IIR filter we cause more

confusion for Eve such that she has to take a more sophisticated attack strategy rather than just

simply estimating an error that appears as a constant difference between her set and the original

set after misdetection. We should note that in case of using higher order IIR filter, we should also

take into account the issue of stability and make sure that coefficients of this transfer function are

designed in a way that stability is guaranteed.

If a higher order IIR filter is used as mapping strategy, Eve needs to first deal with the ambiguity

problem to know where errors have occurred and then estimateerror sequence in her set. If we

consider that each misdetected packet acts like an additivenoise in Eve’s destination set, in case

of using a higher order IIR filter, it is like this additive noise goes through a channel with transfer

function of the utilized digital filter. As a result, a possible attack strategy would be applying inverse

mapping in order to estimate this noise and to recover the original OTF packets. In this strategy

Eve models these misdetected packets in her OTF set as additive noise that goes through this filter.

Therefore, she can use some estimation techniques like Kalman filter or MMSE (Minimum Mean

Square Error) to estimate the existing error in her destination set and then to apply inverse mapping

in order to find the original packet errors in her guessed OTF set.
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As a possible approach, if we designA(Z) andB(Z) in denominator and nominator of the filter

transfer function as feedback and feedforward filters to control their coefficients, we can have a

mapping strategy that is invertible impossible. By adoptingthis non-invertible mapping, we ensure

that Eve will not be able to apply inverse operation to estimate the original packet errors. Namely,

singularity in mapping obstructs Eve from estimating original errors in her OTF set. Moreover,

since Eve is not able to directly communicate with Alice, it is not possible for her to resolve this

singularity problem. On the other hand, Bob can communicate with Alice and use reconciliation

strategy or, in case of using fuzzy extractor, utilize received helper string to correct possible errors

in her gathered OTF set. This two-way communication guarantees that singularity in mapping will

not cause any problem for legitimate users such that they canbe confident of generating the same

OTF sets that later on will be mapped to the same destination sets resulting in exactly the same

secret keys after universal hashing.

5.2.4 Novelty

The most important innovation in this work is using fuzzy extractors in order to allow some mar-

gin of difference between generated random sets in the receiver and transmitter measured with

edit distance. This allows us to design a system with less required overhead and thus increased

secrecy throughput. Meanwhile, it will make secrecy analysis of the system more straightforward

by removing the necessity to have an oracle and focusing on only the number of miss-detections

by Eve. On the other hand, using a higher order IIR filtering that is singular prohibits Eve from

applying inverse mapping in order to estimate her original packet errors unlike the previously pro-

posed mapping that allows her to just estimate original errors that appear as a constant difference

between her set and the original set.

Another novelty of this proposed scheme is extending the keyscheduling algorithm proposed in

Chapter 3 to broadcast channels by utilizing efficiency of theapplication of HARQ transmission

mechanism. We can also utilize potentiality of HARQ to designa secure HARQ by converting
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its pure encoder into a secrecy encoder providing both errorcorrection and security based on the

generated key stream in previous transmissions. The new analysis for both secrecy outage rate and

secrecy throughput will be required for the newly designed scheme in the multiuser framework.
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Chapter 6
Appendix

6.1 Proof of Theorem 2

Proof. Suppose that all possible256−a key candidates are arranged ask1, k2, . . . , k256−a from the

lowest rank to the highest. LetHi be the hypothesis thatki is the original key andgi = 1 be the

event that Eve decides thatki is correct. We define a Bernoulli random variableB which is equal to

1 when the right key is among top256−a candidates, and0, otherwise. Thus,Pr[B = 0] = 1− Ps

andPr[B = 1] = Ps. Let Pc be the total success probability for Eve. Note that whenB = 0, the

right key will not be tested and consequently can not be found. Therefore, we have

Pc =
256−a
∑

i=1

Pr[gi = 1, Hi|B = 1].P r[B = 1]. (6.1)

The probability that Eve can realize the right keyki is

Pr[gi = 1, Hi|B = 1] = Pr[gi = 1|Hi, B = 1].P r[Hi|B = 1].

For Eve to be able to find the correct key at ranki, since she starts the test from upper ranks to the

lower ones, there should not be any false key acceptance for ranks higher thani, as well as a key

missing event for ranki. Hence,

Pr[gi = 1|Hi, B = 1] = (1− PF )
256−a−i(1− Pm). (6.2)

Moreover, Decisions about all256−a keys are independent, and all of the tested keys are equally

probable to be the right one, i.e.Pr[Hi|B = 1] = 1
256−a . Therefore, by using Eq.’s (6.1) and (6.2),

we obtain Eq. (2.8) for total success probability.

The next step is to compute the frame erasure probability. Assume that the right key iski and

is located among top256−a candidates. In order to obtain no key, Eve should not have any false

key admission forkj, j 6= i for i, j = 256 − 256−a + 1, . . . , 256, i.e. top256−a candidates except
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the right key itself, and in addition to that she has to miss the right keyki. Whenki is not among

top candidates, since it will not be examined, Eve gets nothing provided that there has been no

wrong key acceptance event for top256−a tested candidates. As a result, frame erasure probability

can be computed according to Eq. (2.9). By a similar technique, we can prove that the wrong key

probability isPw = 1− Pe − Pc.

6.2 Proof of Lemma 3

Proof. We need to compute vector transition probabilities betweenall possible input and output

vectorsX andY for statesS1 andS3. Hence, fork = 1, 3

Pr[Y |X,Sk] = Pr[X ⊕ Y |X,Sk] = Pr[E|Sk], (6.3)

whereE is the decryption error vector which is bit-wise Xor of inputand output vectors. The last

equality is becauseE depends on channel errors in previous and current ciphertexts, so given the

state, it is independent from input vectorX. To analyze statesS0 andS1, we define two events,A

andB as

A : There exists at least one bit error in̂Ci

B : There exists at least one bit error in̂Ci−1.

As a result,S1 = A ∩ B̄, and we can write

Pr(E|S1) =Pr(E|A, B̄) =
Pr(E|B̄)Pr(A|E, B̄)

Pr(A|B̄)
. (6.4)

The fact that eventsA andB are caused by two independent channel error vectorsZi−1 and

Zi implies thatA is independent ofB and its complementary, i.e.Pr(A|B̄) = Pr(A) = q. When

eventB has not occurred, since onlŷCi can induce bit errors with rate ofη into the stored plaintext,

the probability that a particular decryption error vectorE with Hamming weight ofW (E) takes

place will be

Pr(E|B̄) = ηW (E)(1− η)64−W (E). (6.5)
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In stateS1, HW of error vectorE can not be zero because we know that the only source that

can induce error at stagei is Zi that surely has a non-zero bit. In this case, given an error vector

E with W (E) 6= 0 and knowing that eventB did not occur, we can infer that this error is induced

by error inĈi, hence eventA has certainly occurred, i.e.Pr(A|E, B̄) = 1. Thus, using equations

(6.3), (6.4) and (6.5), we can obtain the input-output transition probability inS1 as in Eq. (2.12).

Similarly, for stateS3, Pr(Y |X,S3) can be computed with the detailed proof provided in our

technical report [104].

6.3 Proof of Lemma 4

Proof. If we assume that all264 possible input plaintexts are equally likely, forl = 1, 3 we can

write

H(Y |Sl, X) =−
∑

i

∑

j

1

264
Pr(Y = Yj|X = Xi, Sl). logPr(Y = Yj|X = Xi, Sl)

=−
264
∑

j=1

Pr(E = Ej|Sl) logPr(E = Ej|Sl). (6.6)

The second equality is resulted from Eq. (6.3) forEi,j = Xi ⊕ Yj as the decryption error vector.

Furthermore, for stateS1 as discussed in subsection 2.4.1, HW of the error vectorE can not be

zero. Thus, we can takeE1 as a64-bit zero vector and exclude it from this summation. Then, using

Eq. (2.12) brings about the following result

H(Y |S1, X) =
−1
q

264
∑

j=2

ηW (Ej)(1− η)64−W (Ej). log

[

ηW (Ej)(1− η)64−W (Ej)

q

]

. (6.7)

We know that out of all264 error vectors, the number of possible vectors with HW ofW is the

number of possibilities of choosingW bits out of64 bits which is equal toW -combinations from

64 elements. Finally, Eq. (6.7) can be rewritten as Eq. (2.18) by excludingk = 0. For stateS3, we

computeH(Y |S3, X) using Eq. (6.6) forl = 3. In this case,j = 1 is not excluded because unlike

stateS1 in stateS3, it is possible to have decryption error vectorE1 with zero weight. Thus, by

using Eq. (2.13), we obtainH(Y |S3, X) in Eq. (2.19).
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6.4 Proof of Theorem 3

Proof. Let Ei
m and eim be the random variablesEm and em, respectively, associated with one-

time transmission and feedback reception of packeti by Bob. Also, letEi
w andeiw be the random

variablesEw andew, associated with one-time transmission and feedback reception of packetiE

by Eve. We assume that transmission of each packet and its associated feedback is independent

for different packets while their corresponding events of correct receptions or failures for different

packets are equally likely. Thus, at final steps of the following proofs we can replaceEi
m, eim, Ei

w

andeiw with Em, em, Ew andew, respectively. Eq. (3.6) can be rewritten as

Pr[H1|FiE , E
i
w = 0] >

1

2
. (6.8)

Since hypothesisH1 occurs whenFi = 1 and packeti is received correctly by Bob, using Bayesian

rule we get

Pr[H1|FiE , E
i
w = 0] = Pr[Fi = 1|Ei

m = 0, Ei
w = 0, FiE ]Pr[E

i
m = 0, FiE |Ei

w = 0]. (6.9)

In this Eq. since the erasure in the received feedback by Bob, i.e. Fi, is independent from the

erasure in Eve’s received packet, the first term can be written

Pr[Fi = 1|Ei
m = 0, FiE ] =

Pr[Fi = 1, FiE |Ei
m = 0]

Pr[FiE |Ei
m = 0]

. (6.10)

First of all, we consider the case where Eve has received feedbackFiE = 1. Then, the second term

in Eq. (6.9) will be one because receiving feedbackFiE = 1 by Eve implies that it was initially

received error-free by Bob. By using Eq. (6.10), we can rewritethe first term in Eq. (6.9) as

Pr[Fi = 1|Ei
m = 0, FiE = 1] =

Pr[eim = 0, eiw = 0|Ei
m = 0]

Pr[eiw = 0|Ei
m = 0]

=
q00

1− θ =
1− η − θ + q11

1− θ .

(6.11)

The second equality is resulted from the definition of joint backward erasure probabilities. The

third equality comes from relationshipsq00 + q01 = Pr[eim = 0] = 1− η andq01 + q11 = Pr[eiw =
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1] = θ, with q11 given in Eq. (3.4). Thus, by Eq’s (6.9) and (6.11), we can write the decision rule

(6.8) as

[

1− η + ψ
√

ηθ(1− η)(1− θ)
1− θ

]

− 1

2
> 0. (6.12)

This is equivalent toΓ > 0 as it was defined in (3.7).

Next, suppose that Eve has received an erased feedbackFiE = e. Due to independence of the

packet reception by Bob and feedback reception by Eve, we can show that the second term of Eq.

(6.9) will be

Pr[Ei
m = 0|Ei

w = 0] =
Pr[Ei

m = 0, Ei
w = 0]

Pr[Ei
w = 0]

=
p00
1− ε =

1− δ − ε+ p11
1− ε . (6.13)

Similarly, by Eq. (6.10), the first term in Eq. (6.9) will be

Pr[Fi = 1|Ei
m = 0, FiE = e] =

θ − q11
θ

. (6.14)

Now by replacing Eq.’s (6.13) and (6.14) into Eq. (6.9), we can get the decision rule in Eq. (6.8) as

[

1− δ + ρ
√

εδ(1− δ)(1− ε)
1− ε

][

1− η − ψ
√

ηθ(1− η)(1− θ)
θ

]

− 1

2
> 0. (6.15)

According to the definition ofΛ in (3.8), it is equivalent to the decision ruleΛ > 0 for FiE = e.

6.5 Proof of Lemma 5

Proof. According to the definition of OTF packet missing probability, by using Bayesian rule we

have

Pm =Pr[iE 6∈ OTFE|H1] (6.16)

=Pr[iE 6∈ OTFE|H1, FiE = 1, Ei
w = 0]Pr[FiE = 1, Ei

w = 0|H1]

+Pr[iE 6∈ OTFE|H1, FiE = e, Ei
w = 0]Pr[FiE = e, Ei

w = 0|H1]

+Pr[iE 6∈ OTFE|H1, E
i
w = 1]Pr[Ei

w = 1|H1],
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where OTFE denotes Eve’s chosen OTF set, and ‘Ei
w = 1’ means Eve did not receiveiE correctly.

By definition,H1 is equivalent to the event[eim = 0, Ei
m = 0], so we have

Pr[FiE = 1, Ei
w = 0|H1] = Pr[eiw = 0|eim = 0]Pr[Ei

w = 0|Ei
m = 0]

=
q00

1− η .
p00
1− δ =

1− η − θ + q11
1− η .

1− δ − ε+ p11
1− δ , (6.17)

wherep11 andq11 are given in Eq. (3.4). Similarly, we can show

Pr[FiE = e, Ei
w = 0|H1] =

(θ − q11)[1− δ − ε+ p11]

(1− η)(1− δ) . (6.18)

We can compute the last term in Eq. (6.16) as

Pr[Ei
w = 1|Ei

m = 0, Fi = 1] =
ε− p11
1− δ . (6.19)

For a correctly received packet by Eve, with the received feedback asFiE = 1, she will not put

packetiE into OTFE if Γ < 0. If FiE = e, iE will not belong to Eve’s OTF ifΛ < 0. Apparently,

when ‘Ei
w = 1’, regardless of what the received feedback would be, she hasno way to putiE in

OTFE. Hence,

Pr[iE 6∈ OTFE|H1, FiE = 1, Ei
w = 0] = 1(Γ<0)

Pr[iE 6∈ OTFE|H1, FiE = e, Ei
w = 0] = 1(Λ<0)

Pr[iE 6∈ OTFE|H1, E
i
w = 1] = 1. (6.20)

By replacing Eq.’s (6.17)-(6.20) into Eq. (6.16), we can get the formula forPm in Eq. (3.9).

To compute the false OTF probability which isPF = Pr[iE ∈ OTF|H0], we split hypothesis

H0 into two events:H01 when packeti is received incorrectly by Bob, andH02 wheni is received

without error, butFi = e. It should be noted that according to Eve’s strategy, false detection event

only occurs whenSRiE = 0 andPiE+1 6= PiE because she only cares about fresh packets. We

definePF1 as the false OTF probability whenH01 takes place, which is

PF1 =Pr[iE ∈ OTF|H01] (6.21)

=Pr[iE ∈ OTF|H01, FiE = e, Ei
w = 0]Pr[FiE = e, Ei

w = 0|H01].
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That is because whenH01 occurs, since Bob has not decodedi correctly, he will send back a Nack

which can be received either erased bit or zero that in the latter case Eve will certainly not put it

into OTF. According to Eve’s strategy in Tab. 3.4, for a correctly received packetiE once receiving

FiE = e, Eve putsiE into OTF ifΛ > 0, so

Pr[iE ∈ OTF|H01, FiE = e, Ei
w = 0] = 1(Λ>0). (6.22)

Moreover, the erasure event in the received feedback by Eve is independent of the reception of

packetiE andi. As a result, the second term in Eq. (6.21) will be

Pr[FiE = e, Ei
w = 0|Ei

m = 1] = Pr[Ei
w = 0|Ei

m = 1]Pr[eiw = 1] =
p10
δ
θ =

(δ − p11)θ
δ

. (6.23)

Therefore, we have

PF1 = 1(Λ>0)
(δ − p11)θ

δ
. (6.24)

We also definePF2 as the false OTF probability whenH02 occurs. We can similarly show that

PF2 =
[1(Λ>0)q11 + 1(Γ>0)(η − q11)](1− δ − η + p11)

η(1− δ) . (6.25)

Now, we can obtain the total false OTF probability as

PF =PF1Pr[H01] + PF2Pr[H02] = PF1δ + PF2(1− δ)η,

replacingPF1 , PF2 from Eq.’s (6.24), (6.25) completes the proof.

6.6 Proof of Theorem 4

Proof. Let Xi denote the packets in OTF fori = 1, . . . , nts, andYi indicate the packets in Eve’s

OTF. We denote the number of Alice and Bob’s Bernoulli trials betweeni − 1st andith successes

in putting in OTF asTi. Ti’s are i.i.d. random variables with geometric distribution. LetNe denote

the number of mismatches between two destination sets. Outage probability is defined as the prob-

ability that there exists less thanl packet discrepancies between two destination sets that occurs
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when there is at leastnts − l + 1 packets to be the same forV andW . It means that misalignment

would happen afternts − l + 1th packet in OTFE. Hence, we have,

Pout =Pr(Ne < l)
(1)
= Pr[Xi = Yi, i ∈ {1, . . . , nts − l + 1}]

(2)
=

nts−l+1
∏

i=1

Pr[Xi = Yi]

(3)
=

nts−l+1
∏

i=1

M−∑i−1
j=1 Tj
∑

t=1

Pr[Xi = Yi|Ti = t]Pr[Ti = t]

(4)

≤
nts−l+1
∏

i=1

M
∑

t=1

Pr[Xi = Yi|Ti = t]Pr[Ti = t]

(5)
=

nts−l+1
∏

i=1

M
∑

t=1

(1− Pm)(1− PF )
t−1Pc(1− Pc)

t−1

(6)

≤
[

(1− Pm)Pc

1− (1− Pc)(1− PF )

]nts−l+1

. (6.26)

Equality(2) is because the decision that receiver makes about each packet is independent of other

packets. Equality(3) is based on Bayesian rule by summing over all possible number of trials for

each Bernoulli success. For the first success it can reach to the total number of packets within the

frame, i.e.M , but for the next ones, we should subtract the number of all previous trials. Equality

(5) holds since to haveXi = Yi, neither should there be missing OTF event for Eve for packetXi

at theith Bernoulli success nor any false detection event for the rest of unsuccessful OTF Bernoulli

events that are totallyTi − 1 trials. Conclusively, inequalities(4) and (7) show that Eq. (3.13)

provides an upper-bound forPout.

6.7 Universality of⊙ multiplication in GF (qn)

Proof. We first prove Condition 1 of universality for the functionhs defined ash(S,X) = truncb[S⊙

X]. For the collision probability of this function we can write

Pr[S ∈ SD : h(S,X) = h(S,X ′)] = Pr
[

S ∈ SD, ∃R ∈ Ωn−b\0n−b : S ⊙ (X ⊕X ′) = (0b, R)
]

≤ (qn−b − 1)
1

qn − 1
≤ 1

qb
.
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SinceX ⊕X ′ 6= 0, we can find at most oneS ∈ Ωn\0n for whichS ⊙ (X ⊕X ′) = (0b, R) with

R 6= 0. The last inequality holds since fora ≤ b we havea−1
b−1
≤ a

b
.

For the second condition consider a randomly chosenS. We can see thath−1(R, S,A) = S−1⊙

(A||R) is uniformly distributed over the preimage setXA = {X ∈ Ωn, h(X,S) = A} which has

cardinality ofqn−b, implying that|h−1
s (A)| = qn−b. That is because a uniformly chosenR over

the setΩn−b determines whichX ∈ XA generates(A||R) after multiplication byS. There exists

qb such preimage sets that are disjoint and have cardinality that does not depend onA. Contrarily,

if there exists an element in bothXA andXA′ with A 6= A′, it means thatS−1 ⊙ (A||R) =

S−1 ⊙ (A′||R′). ForR 6= R′ it is impossible to hold, but forR = R′ it requires thatA = A′ which

is contradictory. Therefore,|h−1
s (A)| = |XA| = qn−b which does not depend onA.

6.8 Proof of Theorem 5

Proof. It is sufficient to prove that the statement holds forEsH1+α(Q), whereEs denotes the

expectation overS. Then, we can find a functionhs for which the inequality (4.2) holds. Due to

convexity of the function−1
α
log(.) for α > 0, we can write

EsH1+α(hs(X)) = Es

−1
α

log
∑

hs(x)

Pr[hs(x)]
1+α

≥ −1
α

logEs

∑

hs(x)

Pr[hs(x)]
1+α. (6.27)

Wherex is a realization of random variableX. We can rewrite the right hand side as

∑

hs(x)

Pr[hs(x)]
α+1 =

∑

ζ

Pr[hs(x) = ζ]Pr[hs(x
′) = hs(x) = ζ]α

whereζ is a realization of random variableQ. If condition 2 of universality holds for the ensemble

of functionshs, it implies that preimages of differentζ ’s (i.e.h−1
s (ζ)) are distinct. Therefore, taking

expectation over random variableQ is equivalent to averaging overX. For the second term in this

equation the probability of occurrence of a particularζ is equivalent to finding probability of its
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preimage, so we have

∑

hs(x)

Pr[hs(x)]
α+1 =

∑

x

Pr(X = x)Pr[h−1
s (ζ)]α

=
∑

x

PX(x)





∑

x′:hs(x′)=hs(x)

PX(x
′)





α

.

According to this equation we can state that

Es

∑

hs(x)

Pr[hs(x)]
α+1 =

∑

x

PX(x)Es





∑

x′:hs(x′)=hs(x)

PX(x
′)





α

≤
∑

x

PX(x)



Es

∑

x′:hs(x′)=hs(x)

PX(x
′)





α

. (6.28)

The last inequality is due to concavity off(x) = xα for 0 < α ≤ 1.

Es

∑

x′:hs(x′)=hs(x)

PX(x
′)

1
=
∑

S

Pr(S = S ′) [Pr(x′ = x) + Pr(hs(x
′) = hs(x)|x′ 6= x)]

2

≥
∑

S

Ps(S)[PX(x) +
1

|K| ]
3
= PX(x) +

1

|K| . (6.29)

Inequality 2 is resulted from the universality property of the family of hash functionshs that maps

Ω to the set of size|K|. The equality 3 holds since the random variableS is uniform randomly

distributed. We know that for0 < α ≤ 1 we have(x+ y)α ≤ xα + yα. Therefore

[

PX(x) +
1

K

]α

≤ PX(x)
α +

1

Kα
. (6.30)

substituting Eq.’s (6.28)-(6.30) into Eq. (6.27) results in

EsH1+α(hs(X)) ≥ −1
α

log
∑

x

PX(x)

[

PX(x)
α +

1

|K|α
]

=
−1
α

log

[

∑

x

PX(x)
1+α +

1

|K|α

]

=
−1
α

log

[

e−αH1+α(X) +
1

|K|α
]

=
1

α
log |K|α − 1

α
log
[

1 + eα(log |K|−H1+α(X))
]

.
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Finally, using the inequalitylog(1 + x) ≤ x and the facts thaths(X) = Q andH1+α(X) ≥ δ

proves the statement forEsH1+α(Q) and hence for Eq. (4.2).

6.9 Proof of Lemma 6

Proof. Based on the definition of the Shannon and Rényi entropy we shallwrite

H1+α(X|Y ) +H(Y ) =
−1
α

∑

y

PY (y) log
∑

x

PX|Y (x|y)1+α −
∑

y

PY (y) logPY (y)

=
−1
α

∑

y

PY (y)

[

log
∑

x

PX|Y (x|y)1+α + α logPY (y)

]

=
∑

y

PY (y)
−1
α

log

[

PY (y)
α
∑

x

PX|Y (x|y)1+α

]

.

Forα > 0, −1
α
log(.) is a convex function, so by using Jensen’s inequality it can be concluded that

H1+α(X|Y ) +H(Y ) ≥ −1
α

log

(

∑

y

PY (y)
α+1
∑

x

Pα+1
X|Y (x|y)

)

=
−1
α

log
∑

x,y

PX,Y (x, y)
α+1 = H1+α(X, Y ).
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