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Abstract

We start with the study of certain Artin-Schreier families. Using coding theory techniques, we determine a necessary and sufficient condition for such families to have a nontrivial curve with the maximum possible number of rational points over the finite field in consideration. This result produces several nice corollaries, including the existence of certain maximal curves; i.e., curves meeting the Hasse-Weil bound. We then present a way to represent two-dimensional (2-D) cyclic codes as trace codes starting from a basic zero set of its dual code. This representation enables us to relate the weight of a codeword to the number of rational points on certain Artin-Schreier curves via the additive form of Hilbert’s Theorem 90. We use our results on Artin-Schreier families to give a minimum distance bound for a large class of 2-D cyclic codes. Then, we look at some specific classes of 2-D cyclic codes that are not covered by our general result. In one case, we obtain the complete weight enumerator and show that these types of codes have two nonzero weights. In the other cases, we again give minimum distance bounds. We present examples, in some of which our estimates are fairly efficient.
Introduction

The use of algebraic geometry in coding theory was initiated in the late 70’s by the Russian engineer/mathematician V. D. Goppa ([11]) who showed that one can create powerful codes using linear systems on algebraic curves over finite fields. It turns out that the codes constructed this way, which are now called Algebraic Geometry Codes, have very good parameters when the curves used in their construction have “a lot of” rational points over their field of definition.

Goppa’s discovery inspired two trends among interested mathematicians and engineers. The first is the renewed interest in the study of curves over finite fields and the second is the search for other applications of algebraic geometry to coding theory. This dissertation gives results in both directions. We give some results on Artin-Schreier families and then apply these to the weight computations of the so-called 2-D cyclic codes. Here is a detailed description of the chapters:

We start Chapter 1 with basic definitions in coding theory. We then recall the method that enables us to compute the weights of binary double-error-correcting BCH codes via families of certain elliptic curves. This method is the main source of our results throughout and it has also helped researchers in the weight computations of other classes of cyclic codes via other families of algebraic curves (see [9] and [25] for examples of such results). Then we give some background on Artin-Schreier curves and in the last section, we answer the following question:

**Question:** Let \( q = p^l \) for some prime \( p \) and let \( \mathbb{F}_{q^m} \) be the finite field with \( q^m \) elements. For which Artin-Schreier families of the form

\[
\mathcal{F} = \{ y^n - y = \lambda_1 x^{i_1} + \lambda_2 x^{i_2} + \cdots + \lambda_s x^{i_s}; \; \lambda_j \in \mathbb{F}_{q^m}, \; i_j > 0 \}
\]

can we find a “nontrivial” member with \( q^{m+1} \) affine \( \mathbb{F}_{q^m} \)-rational points?
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It is easy to see that $q^{m+1}$ is the maximum possible number of affine $\mathbb{F}_{q^m}$-rational points that can be attained by the members of $\mathcal{F}$. The trivial member of $\mathcal{F}$ is the one obtained by taking all the coefficients $\lambda_i$ to be zero, which obviously has $q^{m+1}$ solutions over $\mathbb{F}_{q^m}$. We obtain certain corollaries from this result, one of which guarantees the existence of certain maximal curves, i.e.; curves that meet the Hasse-Weil bound.

In Chapter 2, we explain properties of 2-D cyclic codes. These are generalizations of cyclic codes. The birth of interest in these codes goes back to the 70’s and the first two papers that attempt to lay out a general theory of such codes are the works of Ikai, et al ([13]) and Imai ([15]). The properties of 2-D cyclic codes are essentially the same as those of cyclic codes, but they require a little more work to prove.

In Chapter 3, we give a trace representation for any “square” 2-D cyclic code via the basic zero set of its dual 2-D cyclic code. We then use this representation and the method described in Chapter 1 to relate the weight of a codeword to certain Artin-Schreier curves. This leads to a minimum distance bound which applies to a large class of 2-D cyclic codes. The final section deals with classes of 2-D cyclic codes that are not covered by our general minimum distance bound. In one case, we get the complete weight enumerator and show that for such a class there are two nonzero weights. For other classes, we again give minimum distance bounds. For each case considered, we present examples and sometimes give specific arguments to improve the bounds from our results.
Chapter 1. Cyclic Codes and Algebraic Curves

1.1 Definition of BCH Codes

Let $\mathbb{F}_q$ be a characteristic $p$ finite field. A $q$-ary linear code of length $n$ and dimension $k$ is a $k$-dimensional vector subspace of $\mathbb{F}_q^n$. An element of a linear code is called a codeword. The minimum distance of a code is defined as the minimum codeword weight, where the weight of a codeword is the number of nonzero coordinates in it. A linear code with length $n$, dimension $k$, and minimum distance $d$ is called an $[n,k,d]$ code. If $A_i$ denotes the number of codewords with weight $i$, then $\sum_{i=0}^{n} A_i x^i$ is called the weight enumerator of a linear code of length $n$. Finally the set of $n$-tuples that are orthogonal to the members of the code $C$, with respect to the usual inner product on $\mathbb{F}_q^n$, is called the dual of $C$ and is denoted $C^\perp$.

We now define an important class of linear codes, which are called cyclic codes.

Definition 1.1. A linear code $C$ is called cyclic if for every $c = (c_0, c_1, \ldots, c_{n-1})$ in $C$, $(c_{n-1}, c_0, \ldots, c_{n-2})$ is also in $C$.

In other words a linear code that is closed under cyclic shift is called a cyclic code. Observe that the dual of a cyclic code is also cyclic. We will assume $(n, p) = 1$.

One of the most important features of cyclic codes is that they can be represented as ideals in certain rings. For this, observe the $\mathbb{F}_q$-vector space isomorphism between $\mathbb{F}_q^n$ and $\mathbb{F}_q[t]/(t^n - 1)$:

$$(a_0, a_1, \ldots, a_{n-1}) \in \mathbb{F}_q^n \longleftrightarrow a(t) = \sum_{i=0}^{n-1} a_i t^i \in \mathbb{F}_q[t]/(t^n - 1)$$

Under this identification a codeword $c \in C$ can now be viewed as a polynomial $c(t)$ and this way we can think of a cyclic code as a subset of $\mathbb{F}_q[t]/(t^n - 1)$. 
Proposition 1.2. A linear code $C$ in $\mathbb{F}_q^n$ is cyclic if and only if $C$ is an ideal in $\mathbb{F}_q[t]/(t^n - 1)$.

Proof. Being closed under cyclic shift in $\mathbb{F}_q^n$ is the same as being closed under multiplication by $t$ in $\mathbb{F}_q[t]/(t^n - 1)$. $\square$

Since a cyclic code is an ideal in the principal ideal ring $\mathbb{F}_q[t]/(t^n - 1)$ it is generated by a unique monic polynomial of lowest degree, which is called the generator polynomial of the cyclic code. The generator polynomial gives us a simple way to compute the dimension of a cyclic code.

Proposition 1.3. Let $g(t)$ be the generator polynomial of a cyclic code $C$ of length $n$ over $\mathbb{F}_q$ and suppose that the degree of $g(t)$ is $k$. Then the dimension of $C$ is $n - k$.

Proof. Since $C$ is cyclic and generated by $g(t)$ it is of the form $C = (g(t)) \subset \mathbb{F}_q[t]/(t^n - 1)$. Note that $\{g(t), tg(t), \ldots , t^{n-k-1}g(t)\}$ forms a basis for $C$. $\square$

Remark 1.4. (i) The roots of $g(t)$ in extensions of $\mathbb{F}_q$ are called zeros of the cyclic code $C$. Obviously the zeros of a cyclic code are common roots of all the codewords and their number is equal to the degree of $g(t)$. Hence the dimension of a cyclic code $C$ of length $n$ is $n - k$ where $k$ is the number of zeros of $C$.

(ii) The dual cyclic code $C^\perp$ is of dimension $n - (n - k) = k$. Therefore we can also say that the dimension of the dual cyclic code $C^\perp$ is equal to the number of zeros of $C$.

We are now ready to define the BCH codes, which are important types of cyclic codes.

Definition 1.5. Let $C$ be a cyclic code of length $n$ over $\mathbb{F}_q$ where $(n, q) = 1$. Let $m$ be the order of $q \mod n$, and let $\alpha$ be a primitive $n^{th}$ root of unity in
$F_{q^m}$. $C$ is a BCH code of designed distance $\delta$ if the generator polynomial of $C$ is the product of the distinct minimal polynomials of the $\delta - 1$ consecutive elements $\alpha^l, \alpha^{l+1}, \ldots, \alpha^{l+\delta-2}$ over $F_q$.

When $l = 1$, we call such a code a narrow-sense BCH code and if $n = q^m - 1$, i.e., $\alpha$ is a primitive element of $F_{q^m}$, then the BCH code is called primitive.

**Proposition 1.6.** (BCH Bound) The minimum distance of a BCH code with designed distance $\delta$ is at least $\delta$.

**Proof.** See [20] or [22]. □

**Example 1.7.** Let $q = 2^m > 4$ for some positive integer $m$ and let $\alpha$ be a primitive element in $F_q$. Consider the ideal generated by the product of the distinct minimal polynomials of $\alpha, \alpha^2, \alpha^3$ and $\alpha^4$ in $F_2[t]/(t^{q^m} - 1)$. Since $\alpha, \alpha^2$ and $\alpha^4$ have the same minimal polynomial over $F_2$, this ideal is

$$B_m = (f_\alpha(t)f_{\alpha^3}(t)) \subset F_2[t]/(t^{q^m} - 1),$$

where $f_\alpha(t)$ (resp., $f_{\alpha^3}(t)$) is the minimal polynomial of $\alpha$ (resp., $\alpha^3$) over $F_2$. $B_m$ is called the binary double-error-correcting BCH code, and is denoted BCH(2). It is a primitive, narrow sense BCH code of length $q - 1 = 2^m - 1$ with designed distance 5.

### 1.2 Weights of Binary BCH(2) from a Family of Elliptic Curves

Our purpose in this section is to compute the weight enumerator of the binary BCH(2) code via a family of certain elliptic curves. Our main reference will be Schoof [25], even though similar method was also used by others, including van der Geer, van der Vlugt, Wolfmann, etc.
Recall that $F_q = F_{2^m}$, where $m > 2$. Since $\alpha$ and $\alpha^3$ are not $F_2$-conjugate, we have

$$B_m = J \cap F_2[t]/(t^{q-1} - 1),$$

where $J = \langle (t - \alpha)(t - \alpha^3) \rangle \subset F_q[t]/(t^{q-1} - 1)$ is a cyclic code over $F_q$. In this case we call $B_m$ the restriction of $J$ to $F_2$ and denote it by $J|_{F_2}$.

Observe that for any codeword $a(t) = \sum_{i=0}^{q-2} a_i t^i$ in $J$, $a(\alpha) = a(\alpha^3) = 0$. These equalities can also be written as

$$(a_0, a_1, \ldots, a_{q-2}) \cdot (1, \alpha^1, \ldots, \alpha^{q-2}) = 0$$

$$(a_0, a_1, \ldots, a_{q-2}) \cdot (1, (\alpha^3)^1, \ldots, (\alpha^3)^{q-2}) = 0$$

for any $a(t) \in J$. Remembering the vector representation of cyclic codes, the above equalities mean that $v_1 = (1, \alpha^1, \ldots, \alpha^{q-2})$ and $v_2 = (1, (\alpha^3)^1, \ldots, (\alpha^3)^{q-2})$ are both codewords in $J^\perp$.

The generator polynomial of $J$ reveals that the $F_q$-dimension of $J^\perp$ is two (cf. Remark 1.4). Also, we have found two elements, $v_1$ and $v_2$, in $J^\perp$. Using the fact that $\alpha$ is a primitive element in $F_q$, we can easily observe that all the elements in $F_q^*$ are listed in $v_1$ and for each coordinate in $v_1$, the corresponding coordinate in $v_2$ is the cube of it. Suppose there exists $d_1$ and $d_2$ in $F_q$ such that $d_1 v_1 + d_2 v_2 = \vec{0}$. Then, by the above observation, we have $d_1 x + d_2 x^3 = 0$ for any $x$ in $F_q^*$. But a polynomial of degree three has at most three roots in $F_q$, and we chose $F_q = F_{2^m}$ with $m > 2$. Therefore $d_1 = d_2 = 0$ and this shows that the vectors (codewords) $v_1$ and $v_2$ in $J^\perp$ are $F_q$-linearly independent. This makes the set $\{v_1, v_2\}$ an $F_q$-basis for $J^\perp$, which gives us

$$J^\perp = \{\lambda v_1 + \mu v_2; \lambda, \mu \in F_q\}$$

$$= \{(\lambda x + \mu x^3)_{x \in F_q^*}; \lambda, \mu \in F_q\}. $$
Note that $(\lambda x + \mu x^3)_{x \in \mathbb{F}_q}$ denotes a vector of length $q - 1$ in which the components are obtained by letting $x$ take every value in $\mathbb{F}_q^*$, following the order $\{1, \alpha, \alpha^2, \ldots, \alpha^{q-2}\}$.

The following theorem will clarify why we have been interested in these new codes $J$ and $J^\perp$ over $\mathbb{F}_q$ even though our main code is the BCH code, $B_m$, over $\mathbb{F}_2$.

**Theorem 1.8.** (Delsarte) For any code $C$ over $\mathbb{F}_{q^n}$, we have

$$ (C|_{\mathbb{F}_q})^\perp = \text{tr}(C^\perp) $$

where $\text{tr}$ is defined by applying the trace mapping $\text{tr}$ from $\mathbb{F}_{q^n}$ to $\mathbb{F}_q$ componentwise on the codewords of $C^\perp$.

**Proof.** See [5] or [29]. □

This theorem implies that $B_m^\perp = \text{tr}(J^\perp)$. Our attention will be switched from the weight enumerator of $B_m$ to that of $B_m^\perp$, which will still serve our purpose due to the MacWilliams Identity.

**Theorem 1.9.** (MacWilliams) Let $C$ be an $[n, k]$ code over $\mathbb{F}_q$ with weight enumerator $W_C(x)$ and let $W_{C^\perp}(x)$ be the weight enumerator of $C^\perp$. Then

$$ W_{C^\perp}(x) = q^{-k}(1 + (q - 1)x)^nW_C\left(\frac{1 - x}{1 + (q - 1)x}\right). $$

**Proof.** See [20] or [21]. □

Since we showed by Theorem 1.8 that $B_m^\perp = \text{tr}(J^\perp)$, we have the following representation:

$$ B_m^\perp = \{(\text{tr}(\lambda x + \mu x^3))_{x \in \mathbb{F}_q} ; \lambda, \mu \in \mathbb{F}_q\}. $$

**Example 1.10.** In this example we will go over what we’ve described so far for the code $B_3$, which is the the binary double-error-correcting BCH code of length $q - 1 = 2^3 - 1 = 7$. By definition, we have

$$ B_3 = (f_\alpha(t)f_{\alpha^3}(t)) \subset \mathbb{F}_2[t]/(t^7 - 1), $$
where $\alpha$ is the primitive element of $\mathbb{F}_8$ which satisfies $\alpha^3 + \alpha + 1 = 0$. Note that $f_\alpha(t) = t^3 + t + 1$ and $f_{\alpha^3}(t) = t^3 + t^2 + 1$ are the corresponding minimal polynomials over $\mathbb{F}_2$. Also note that $\dim(\mathbb{B}_3^\perp) = \deg(f_\alpha(t)f_{\alpha^3}(t)) = 6$ over $\mathbb{F}_2$ and $\mathbb{B}_3^\perp = \text{tr}(J^\perp)$ where $J = ((t - \alpha)(t - \alpha^3)) \subset \mathbb{F}_8[t]/(t^7 - 1)$.

Another representation we had for the dual was $\mathbb{B}_3^\perp = \{(\text{tr}(\lambda x + \mu x^3))_{x \in \mathbb{F}_8^*}; \lambda, \mu \in \mathbb{F}_8\}$. To illustrate this representation more clearly, let’s write the codeword $v_{1,1}$ in $\mathbb{B}_3^\perp$ which is obtained by choosing $\lambda = \mu = 1 \in \mathbb{F}_8$.

$$v_{1,1} = (\text{tr}(x + x^3))_{x \in \mathbb{F}_8^*} = (\text{tr}(1 + 1^3), \text{tr}(\alpha + \alpha^3), \text{tr}(\alpha + (\alpha^2)^3), \ldots, \text{tr}(\alpha^6 + (\alpha^6)^3)) = (\text{tr}(0), \text{tr}(1), \text{tr}(\alpha^5), \text{tr}(1), \text{tr}(\alpha^6), \text{tr}(\alpha^3))$$

The trace mapping from $\mathbb{F}_8$ to $\mathbb{F}_2$ takes $\{0, \alpha, \alpha^2, \alpha^4\}$ to 0 and it takes the remaining four elements of $\mathbb{F}_8$ to 1. Therefore we obtain $v_{1,1} = (0, 1, 1, 1, 1, 1)$. Similarly one can easily show that $v_{\alpha,\alpha} = (\text{tr}(\alpha x + \alpha x^3))_{x \in \mathbb{F}_8^*} = (0, 0, 0, 1, 0, 1, 0)$.

In general, if we take an arbitrary nonzero codeword $v_{\lambda,\mu} = (\text{tr}(\lambda x + \mu x^3))_{x \in \mathbb{F}_q^*}$ in $\mathbb{B}_m^\perp$, then we can find how many times the trace takes the value zero by the additive form of Hilbert’s Theorem 90.

**Theorem 1.11.** (Hilbert’s Theorem 90) For $a \in \mathbb{F}_q^m$, one has $\text{tr}(a) = 0$ if and only if $a = b^q - b$ for some $b \in \mathbb{F}_q^m$.

*Proof.* See [18] □

Theorem 1.11 and our preceding arguments lead us to the following result.

**Proposition 1.12.** (i) $\mathbb{B}_m^\perp = \{(\text{tr}(\lambda x + \mu x^3))_{x \in \mathbb{F}_q^*}; \lambda, \mu \in \mathbb{F}_q\}$.

(ii) If $v_{\lambda,\mu} = (\text{tr}(\lambda x + \mu x^3))_{x \in \mathbb{F}_q^*}$ is an arbitrary codeword in $\mathbb{B}_m^\perp$, then its weight is given by

$$|v_{\lambda,\mu}| = q - 1 - \frac{1}{2}(\#_{\mathbb{F}_q}(y^2 + y = \lambda x + \mu x^3) - 2),$$
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where \( \#_{\mathbb{F}_q}(y^2 + y = \lambda x + \mu x^3) \) denotes the number of \( \mathbb{F}_q \)-rational points on the affine plane curve \( y^2 + y = \lambda x + \mu x^3 \).

**Proof.** (i) This was already proved in the arguments before Example 1.10.

(ii) We need to find how many components of the vector \( (\text{tr}(\lambda x + \mu x^3))_{x \in \mathbb{F}_q^*} \) are zero. By Hilbert’s Theorem 90, for each \( x_0 \in \mathbb{F}_q \) with \( \text{tr}(\lambda x_0 + \mu x_0^3) = 0 \) there exists \( y_0 \in \mathbb{F}_q \) such that \( y_0^2 + y_0 = \lambda x_0 + \mu x_0^3 \). Observe that \( \tilde{y}_0 = y_0 + 1 \), also satisfies the same equality with \( x_0 \), meaning that \( (x_0, y_0) \) and \( (x_0, \tilde{y}_0) \) are \( \mathbb{F}_q \)-rational points on the curve \( y^2 + y = \lambda x + \mu x^3 \). In other words, for every zero trace component in \( v_{\lambda,\mu} \), there exists two \( \mathbb{F}_q \)-rational points on this affine curve. First subtract two from \( \#_{\mathbb{F}_q}(y^2 + y = \lambda x + \mu x^3) \) to exclude two points corresponding to \( x = 0 \), which is not in the representation of \( v_{\lambda,\mu} \), and then divide the result by two to actually count the number of \( x \in \mathbb{F}_q^* \) for which \( \text{tr}(\lambda x + \mu x^3) = 0 \). □

Relating the weights of codewords in \( \mathbf{B}_m^k \) to algebraic curves as above makes it clear that we should understand the number of \( \mathbb{F}_q \)-rational points on the family \( \mathcal{F} = \{ y^2 + y = \lambda x + \mu x^3; \lambda, \mu \in \mathbb{F}_q \} \). When \( \mu = 0 \) and \( \lambda \neq 0 \) these curves are rational curves and they have \( q \) affine points over \( \mathbb{F}_q \). Otherwise these are elliptic curves of special type. We will briefly look at the properties of these elliptic curves that we need and refer to the literature for some important results.

**Definition 1.13.** An elliptic curve \( E \) over \( \mathbb{F}_q \) is called **supersingular** if \( \text{End}_{\overline{\mathbb{F}_q}}(E) \) is non-commutative, where \( \overline{\mathbb{F}_q} \) denotes the algebraic closure of \( \mathbb{F}_q \).

By definition, supersingularity depends on the curve over \( \overline{\mathbb{F}_q} \) and elliptic curves over \( \mathbb{F}_q \) are determined, up to isomorphism, by their \( j \)-invariant (For the usual formulaire on elliptic curves, including the \( j \)-invariant, see [28]). In general, if \( j \) is not 0 or 1728, then \( \#\text{Aut}_{\mathbb{F}_q}(E) \) equals 2 and in characteristic 2, if \( j = 0=1728 \), then \( \#\text{Aut}_{\mathbb{F}_2}(E) \) equals 24 (see the end of Section 2 in [30]). On the other hand,
we have the following mass formula of Eichler and Deuring (see [28] or [30]):

$$\sum_{E/F_p: \text{supersing.}} \frac{1}{\# \text{Aut}_{F_p}(E)} = \frac{p - 1}{24}.$$ 

For \( p = 2 \), this implies that the sum is \( \frac{1}{24} \) and hence the only supersingular elliptic curves in characteristic 2 are the ones with \( j \)-invariant 0. Note that elliptic curves in our family \( \mathcal{F} \) have \( j = 0 \) and hence they are supersingular.

**Definition 1.14.** Two elliptic curves \( E_1 \) and \( E_2 \) over \( \mathbb{F}_q \) are called *isogenous* if there is a homomorphism, i.e., a map that respects the group structure of \( \mathbb{F}_q \)-rational points, between them. This notion is equivalent to having \( \#_{\mathbb{F}_q}(E_1) = \#_{\mathbb{F}_q}(E_2) \) (see [32], in particular Tate’s Theorem in Chapter 2 and Theorem 4.1 of this paper).

Proposition 1.12 indicates that not only do we need to figure out the number of \( \mathbb{F}_q \)-rational points in \( \mathcal{F} \) (i.e., isogeny classes appearing in \( \mathcal{F} \)), but also we need to understand the distribution of such numbers in the family.

**Proposition 1.15.** Let \( \mathbb{F}_q = \mathbb{F}_{2^m} \) be a finite field. If \( m \) is odd (resp., \( m \) is even), there are, up to isomorphism, three (resp., seven) supersingular elliptic curves over \( \mathbb{F}_q \). The table below shows some properties of these supersingular curves.

**Table 1.** Supersingular Elliptic Curves in characteristic 2

<table>
<thead>
<tr>
<th>( m ) odd</th>
<th>( #_{\mathbb{F}_q}(E) )</th>
<th>freq.</th>
<th>( # \text{Aut}_{\mathbb{F}_q}(E) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( q + 1 - \sqrt{2q} )</td>
<td>1</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>( q + 1 )</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>( q + 1 + \sqrt{2q} )</td>
<td>1</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( m ) even</th>
<th>( #_{\mathbb{F}_q}(E) )</th>
<th>freq.</th>
<th>( # \text{Aut}_{\mathbb{F}_q}(E) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( q + 1 - 2\sqrt{q} )</td>
<td>1</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>( q + 1 - \sqrt{q} )</td>
<td>2</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>( q + 1 )</td>
<td>1</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>( q + 1 + \sqrt{q} )</td>
<td>2</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>( q + 1 + 2\sqrt{q} )</td>
<td>1</td>
<td>24</td>
<td></td>
</tr>
</tbody>
</table>
Proof. Basically [26] gives this result but to make it more understandable we will give detail and references. We know that the number of \( \mathbb{F}_q \)-rational points on an elliptic curve is \( q + 1 - t \) for some integer \( t \), which is in fact the trace of the so-called Frobenious endomorphism of the curve (See [26], [28] or [30]). Theorem 4.1 in [32] gives the possible \( t \) values for supersingular elliptic curves and Theorem 4.6 of [26] gives the number of isomorphism classes which share the same \( t \) value, i.e., which are in the same isogeny class. \( \square \)

Note that one point at infinity is also counted in Table 1. In the weight computations we disregard that point since our formulas involve the number of points on the affine part of the curves. We now need to count how often an isomorphism class of a supersingular elliptic curve occurs in our family \( \mathcal{F} \).

**Proposition 1.16.** Let \( E \) be a supersingular elliptic curve over \( \mathbb{F}_q \). The number of curves with \( \mu \neq 0 \) in the family \( \mathcal{F} \) that are isomorphic over \( \mathbb{F}_q \) to \( E \) is equal to

\[
\frac{(q - 1)(\#\mathbb{F}_q(E) - 1)}{\#\text{Aut}_{\mathbb{F}_q}(E)}.
\]

*Proof.* See [25] \( \square \)

It is now easy to get the weights in \( B_m^\perp \) from Propositions 1.12, 1.15 and 1.16.

**Table 2.** Weights of \( B_m^\perp \)

<table>
<thead>
<tr>
<th>m odd</th>
<th>weight</th>
<th>frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>( q + \sqrt{q} )</td>
<td>( \frac{q - 1}{4}(q - \sqrt{2}q) )</td>
</tr>
<tr>
<td>( \frac{q}{2} )</td>
<td>( \frac{q - 1}{2}q + (q - 1) )</td>
<td></td>
</tr>
<tr>
<td>( \frac{q - \sqrt{q}}{2} )</td>
<td>( \frac{q - 1}{4}(q + \sqrt{2}q) )</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>m even</th>
<th>weight</th>
<th>frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>( q + 2\sqrt{q} )</td>
<td>( \frac{q - 1}{24}(q - 2\sqrt{q}) )</td>
</tr>
<tr>
<td>( \frac{q + \sqrt{q}}{2} )</td>
<td>( \frac{q - 1}{3}(q - \sqrt{q}) )</td>
<td></td>
</tr>
<tr>
<td>( \frac{q}{2} )</td>
<td>( \frac{q - 1}{4}q + (q - 1) )</td>
<td></td>
</tr>
<tr>
<td>( \frac{q - \sqrt{q}}{2} )</td>
<td>( \frac{q - 1}{3}(q + \sqrt{q}) )</td>
<td></td>
</tr>
<tr>
<td>( \frac{q - 2\sqrt{q}}{2} )</td>
<td>( \frac{q - 1}{24}(q + 2\sqrt{q}) )</td>
<td></td>
</tr>
</tbody>
</table>
Finally, by using The MacWilliams Identity one can obtain the weight enumerator for the binary BCH(2) code.

1.3 Artin-Schreier Curves

Our purpose in this section is to introduce a class of well-known algebraic curves, called Artin-Schreier curves.

Let $\mathbb{F}_q = \mathbb{F}_{p^l}$ with $l \geq 1$ and consider $\mathbb{F}_{q^m}$ over $\mathbb{F}_q$ with $m > 1$. Let $f(x)$ be a polynomial in $\mathbb{F}_q[x]$. A curve of the form

$$y^p - y = f(x)$$ (1.1)

is an Artin-Schreier (A-S) cover of the projective line over $\mathbb{F}_q$ (i.e., A-S extension of the rational function field $\mathbb{F}_q(x)/\mathbb{F}_q$) if $f(x)$ can’t be written as $w^p - w$ for any $w$ in $\mathbb{F}_q(x)$. For these curves, one can use Lemma III.7.7 and Proposition III.7.8 in [29] to compute the genus and obtain other necessary information. However, we want to look at a bit more general curves, namely curves of the form

$$y^q - y = f(x),$$ (1.2)

where $f(x)$ is a polynomial in $\mathbb{F}_{q^m}[x]$. If the polynomial $t^q - t - f(x)$ in $\mathbb{F}_{q^m}(x)[t]$ is irreducible over $\mathbb{F}_{q^m}(x)$, then such a curve is an elementary abelian $p$-extension of the rational function field $\mathbb{F}_{q^m}(x)/\mathbb{F}_{q^m}$, but we will also refer to the curve (1.2) as an A-S curve. The following fact is taken from [8] and it states when the above polynomial is irreducible.

**Proposition 1.17.** The following conditions are equivalent:

(i) $t^q - t - f(x)$ is irreducible over $\mathbb{F}_{q^m}(x)$.

(ii) $t^p - t - \mu f(x)$ is irreducible over $\mathbb{F}_{q^m}(x)$ for every $\mu$ in $\mathbb{F}_q^*$.

(iii) $\mu f(x) \not\in \psi(\mathbb{F}_{q^m}(x))$ for any $\mu$ in $\mathbb{F}_q^*$, where $\psi : z \mapsto z^p$ is the Artin-Schreier operator.
We would like to remark that for our arguments on function fields in this section, [29] is a good reference. We first start with the following observation.

**Lemma 1.18.** Let \( f(x) \in \mathbb{F}_{q^m}[x] \) be a polynomial function in the rational function field \( \mathbb{F}_{q^m}(x) \) of degree relatively prime to \( p = \text{char}(\mathbb{F}_{q^m}) \). Then we have:

(i) If \( P \) is an affine place of \( \mathbb{F}_{q^m}(x) \) and \( v_P \) is the corresponding valuation, then there exists \( z \in \mathbb{F}_{q^m}(x) \) such that \( v_P(f - (z^q - z)) \geq 0 \) and there is no \( z \in \mathbb{F}_{q^m}(x) \) such that \( v_P(f - (z^q - z)) \) is a negative integer which is not 0 mod \( p \).

(ii) If \( P_{\infty} \) is the place at infinity of \( \mathbb{F}_{q^m}(x) \) and \( v_{\infty} \) is the corresponding valuation, then there exists \( z \in \mathbb{F}_{q^m}(x) \) such that \( v_{\infty}(f - (z^q - z)) = -m < 0 \) for some integer \( m \) which is not divisible by \( p \) and \( v_{\infty}(f - (z^q - z)) \) is not positive for any \( z \in \mathbb{F}_{q^m}(x) \).

The number \( m \) is uniquely determined and, actually, equal to \( \deg(f) \).

**Proof.** For notational convenience, we will have \( K = \mathbb{F}_{q^m} \) and \( F = K(x) = \mathbb{F}_{q^m}(x) \). Places of the rational function field \( F \) can be considered in two parts. The affine places, which correspond to irreducible polynomials in \( K[x] \) and the place at infinity which corresponds to the element \( \frac{1}{x} \in F \).

Let \( P \in \mathbb{P}_F \) be an affine place corresponding to the irreducible polynomial \( p(x) \in K[x] \). Obviously, one has

\[ v_P(f - (0^q - 0)) \geq 0. \]

Let \( z \in F \) be an arbitrary function. Our claim is to show that \( z \) can’t satisfy

\[ v_P(f - (z^q - z)) = -m < 0 \] (1.3)

for any \( m > 0 \) relatively prime to \( p \).

Since \( v_P(f) \geq 0 \), one must have \( v_P(z^q - z) = -m \) for some \( m > 0 \) and \( m \not\equiv 0 \mod p \) in order for (1.3) to hold. (This is due to the triangle and strict triangle inequalities for valuations.) On the other hand, \( v_P(z^q) = q \cdot v_P(z) \) and therefore if
\[ v_P(z) \geq 0, \text{ then } v_P(z^q - z) \geq 0 \text{ as well. Hence, we also need } v_P(z) < 0 \text{ for (1.3) to hold. So, } z \in F \text{ must be chosen as} \]

\[ z = \frac{a(x)}{p(x)^i b(x)}, \]

where \( a(x) \) and \( b(x) \) are in \( K[x] \), \( p(x) \) doesn’t divide \( a(x) \) and \( b(x) \), and \( i \geq 1 \). Then we have

\[
\begin{align*}
  v_P(z) &= -i \\
  v_P(z^q) &= -iq
\end{align*}
\]

\[ \implies v_P(z^q - z) = -iq \equiv 0 \mod p. \]

Therefore (1.3) can’t hold for any \( z \in F \) at any affine place \( P \).

Now let \( P_\infty \) be the place at infinity of the rational function field \( F \) and let \( v_\infty \) denote the corresponding valuation. This time we have

\[ v_\infty(f - (0^q - 0)) = -\deg(f) < 0 \]

and this is not equivalent to 0 mod \( p \) by the hypothesis on the degree of \( f \). We want to show that the following can’t hold for any \( z \in F \):

\[ v_\infty(f - (z^q - z)) \geq 0. \quad (1.4) \]

Note that since \( v_\infty(f) < 0 \), one must have \( v_\infty(z^q - z) = v_\infty(f) = -\deg(f) \) for (1.4) to have a chance to hold. This implies that \( v_\infty(z) \) is negative and one needs

\[ -\deg(f) = v_\infty(z^q - z) = q \cdot v_\infty(z). \]

However, the last equality is impossible since \( \deg(f) \) is relatively prime to \( p \). Therefore (1.4) can’t hold for any \( z \in F \) at \( P_\infty \).

Finally, we will show the uniqueness of the number \( m \) for the place at infinity. The following equation holds for any \( z \in F \) and is easy to see from the triangle inequality, strict triangle inequality and some of our observations in the proof up to this point.

\[
v_\infty(f - (z^q - z)) = \begin{cases} -\deg(f), & \text{if } v_\infty(z^q - z) > -\deg(f) \\ < -\deg(f) & \equiv_p 0, & \text{if } v_\infty(z^q - z) < -\deg(f) \end{cases}
\]

(1.5)
Note that the case $v_\infty(z^q - z) = -\text{deg}(f)$ has already been ruled out by our observations along the proof. By (1.5), $-m$ is the maximal value of $v_\infty(f - (z^q - z))$ which is not divisible by $p$. In fact $m = \text{deg}(f)$. □

**Definition 1.19.** A polynomial of the form

$$a(t) = a_n t^{p^n} + a_{n-1} t^{p^{n-1}} + \cdots + a_0 t \in K[t],$$

where $K$ is a characteristic $p$ field, is called an additive polynomial.

Note that an additive polynomial satisfies

$$a(u + v) = a(u) + a(v)$$

for any $u$ and $v$ in some extension field of $K$.

The following is taken from [29].

**Theorem 1.20.** Consider an algebraic function field $F/K$ with constant field $K$ of characteristic $p > 0$ and an additive separable polynomial $a(t) \in K[t]$ of degree $p^n$ which has all its roots in $K$. Let $u \in F$ and suppose that for any place $P \in \mathbb{P}_F$, there is an element $z \in F$ such that

$$v_P(u - a(z)) \geq 0$$

or

$$v_P(u - a(z)) = -m < 0$$

with $m \not\equiv 0 \mod p$. Define $m_P = -1$ in the first case and $m_P = m$ in the second case. Then $m_P$ is a well-defined integer. Consider the extension $F' = F(y)$ where $y$ satisfies the equation

$$a(y) = u.$$

If there exists at least one place $Q \in \mathbb{P}_F$ with $m_Q > 0$, then the following holds.
(i) \( F'/F \) is a Galois extension of degree \([F' : F] = p^n\).

(ii) \( K \) is algebraically closed in \( F' \).

(iii) Any place \( P \in \mathcal{P}_F \) is unramified in \( F'/F \) if \( m_P = -1 \) and totally ramified if \( m_P > 0 \).

(iv) Let \( g' \) (resp., \( g \)) be the genus of \( F' \) (resp., \( F \)). Then

\[
g' = p^n g + \frac{p^n - 1}{2} (-2 + \sum_{P \in \mathcal{P}_F} (m_P + 1)\deg P).
\]

Recall that we are interested in curves of the form \( y^q - y = f(x) \) over \( \mathbb{F}_{q^m} \), where \( \deg(f) \) is relatively prime to \( p \). Note that our additive separable polynomial is \( a(t) = t^q - t \in \mathbb{F}_{q^m}[t] \), which obviously has all its roots in \( \mathbb{F}_q \subset \mathbb{F}_{q^m} \). Also, our curves are extensions of the rational function field \( \mathbb{F}_{q^m}(x)/\mathbb{F}_{q^m} \) and they satisfy the hypothesis of Theorem 1.20 by Lemma 1.18. Therefore, these curves have all the properties that are listed in Theorem 1.20. We use this fact to compute the genus in the next lemma.

**Proposition 1.21.** Let \( X : y^q - y = f(x) \) be an A-S curve over \( \mathbb{F}_{q^m} \), where \( f(x) \in \mathbb{F}_{q^m}[x] \) and \((\deg(f), p) = 1\). Then the genus of \( X \) is

\[
g = \frac{1}{2}(q - 1)(\deg(f) - 1).
\]

**Proof.** By Lemma 1.18 and Theorem 1.20(iii), the only ramification occurs at the place at infinity, \( P_\infty \), of \( \mathbb{F}_{q^m}(x) \) and \( m_{P_\infty} = \deg(f) \). Then using Theorem 1.20(iv), we get the genus of \( X \). \( \square \)

If \( \deg(f) \) is not relatively prime to \( p \), then one can still compute the genus assuming that the curve is A-S. For this, let’s assume that \( t^q - t - f(x) \in \mathbb{F}_{q^m}(x)[t] \) is irreducible over \( \mathbb{F}_{q^m}(x) \), which may be true even if the degree of \( f(x) \) is divisible by \( p \). Theorem 2.1 in [8] gives a formula for the genus of \( X \), i.e., the function field extension \( \mathbb{F}_{q^m}(x, y)/\mathbb{F}_{q^m}(x) \) given with the equation \( y^q - y = f(x) \), in terms of the
genera of degree $p$ intermediate fields of the extension $\mathbb{F}_{q^m}(x,y)/\mathbb{F}_{q^m}(x)$. There are $q - 1 = \frac{p^l - 1}{p - 1}$ such subfields and they are of the form

$$y^p - y = \mu f(x), \quad \mu \in \mathbb{F}_q^*,$$

where

$$y = (\mu y)^{p^{i-1}} + (\mu y)^{p^{i-2}} + \cdots (\mu y)^p + \mu y.$$

If these degree $p$ intermediate fields are denoted as $E_i$ for $i \in J$, then

$$g(X) = \sum_{i \in J} g(E_i).$$

Note that since the degree of $\mu f(x)$ is not relatively prime to $p$, we can’t compute the genus of $E_i$ using Proposition 1.21. We show what could be done in such a situation in the following proposition in which we will show that a certain curve is A-S and we will compute its genus even though its degree on the right hand side is not relatively prime to $p$.

**Proposition 1.22.** Consider the extension $F = \mathbb{F}_{q^m}(x,y)$ of the rational function field $\mathbb{F}_{q^m}(x)$ which is defined by the equation

$$y^q - y = \sum_{j=0}^{d} \lambda_j x^{r_j p^i},$$

where $\lambda_j \in \mathbb{F}_{q^m}$, $p \nmid r_j$ for any $j$, and the $r_j$’s are distinct. Then $F$ is A-S and its genus is

$$\frac{(q - 1)(r - 1)}{2},$$

where $r$ is the maximum of $\{r_1, r_2, \ldots, r_d\}$.

**Proof.** We will denote $\sum_j \lambda_j x^{r_j p^i}$ by $f(x)$ for simplicity. Assume, without loss, that $r_d p^{i_d}$ is the degree of $f(x)$. Note that this is relatively prime to $p$ if and only if $i_d = 0$. In this case $r_d$ is the maximum of all $r_i$’s and the result follows from Proposition 1.21. Therefore we assume that $i_d > 0$. We will first show that the extension
$F$ is A-S and for this, showing that the polynomial $t^q - t - f(x)$ is irreducible over $F_{q^n}(x)$ is enough. Suppose this is not the case. Then, by Proposition 1.17, there exists $\beta$ in $F_q^*$ such that $\beta f(x) = \sum_j \beta \lambda_j x^{r_j p^j} / p$ is in $\psi(F_{q^n}(x))$. In other words, there exits $u \in F_{q^n}(x)$ such that $\beta f(x) = u^p - u$. Define

$$z = \beta^{p-1} \lambda_d^{p^{-1}} x^{r_d p^{d-1}} + \beta^{p-2} \lambda_d^{p^{-2}} x^{r_d p^{d-2}} + \cdots + \beta^{p-i_d} \lambda_d^{p^{-i_d}} x^{r_d}$$

Note that $z$ is in $F_{q^n}(x)$ since $p^{th}$ roots exist in $F_{q^n}$ and hence all the coefficients in $z$ are elements of $F_{q^n}$. Also note that $z$ gives the following nice reduction:

$$\beta f(x) - (z^p - z) = \beta^{p^{-i_1}} \lambda_1^{p^{-i_1}} x^{r_1} + \beta^{p^{-i_2}} \lambda_2^{p^{-i_2}} x^{r_2} + \cdots + \beta^{p^{-i_d}} \lambda_d^{p^{-i_d}} x^{r_d}$$

Let $r = \max\{r_1, r_2, \ldots, r_d\}$ and observe that $r$ is the degree of the above expression and it is relatively prime to $p$. If $v_\infty$ is the valuation corresponding to the place at infinity of the rational function field, we have

$$\infty = v_\infty(0) = v_\infty(\beta f(x) - (u^p - u))$$

$$= v_\infty(\beta f(x) - (z^p - z) + (z^p - z) - (u^p - u))$$

$$= v_\infty(\beta f(x) - (z^p - z) - ((u - z)^p - (u - z)))$$

$$= v_\infty(\beta^{p^{-i_1}} \lambda_1^{p^{-i_1}} x^{r_1} + \cdots + \beta^{p^{-i_d}} \lambda_d^{p^{-i_d}} x^{r_d} - ((u - z)^p - (u - z)))$$

Using the fact that $r$ is relatively prime to $p$ and Lemma III.7.7 in [29], we can show that the last expression above is at most $-r$, which is a contradiction since $\infty \nless -r$. This proves that $t^q - t - f(x)$ is irreducible over $F_{q^n}(x)$ and hence the function field $F$ is A-S.
The genus of $F$ is the sum of genera of the degree $p$ intermediate fields. The form of these intermediate fields is given in (1.6) and following the same reduction procedure above, they can be reduced to the form

$$y_{p}^{\mu} - y_{\mu} = f_{\mu}(x), \forall \mu \in \mathbb{F}_{q^{m}}^{'},$$

where the degree of $f_{\mu}(x)$ is $r$ for every $\mu$. Therefore, by Proposition 1.21, the genus for each of these fields is $\frac{(p - 1)(r - 1)}{2}$. Since there are $\frac{q - 1}{p - 1}$ of these the result follows.

A genus formula similar to that of Proposition 1.22 is not easy to write if the $r_{i}$’s are not distinct. This is because the reduction argument we apply to degree $p$ intermediate fields may cancel some terms with the same $r_{j}$ exponent and there are many possibilities of such cancellations for different intermediate fields.

### 1.4 Artin-Schreier Families and Cyclic Codes

Our purpose in this section is to use the method described in Section 1.2 to come up with an upper bound on the number of rational points of some family of curves. These results will be used in our arguments concerning two-dimensional cyclic codes in Chapter 3.

Consider the family

$$F = \{y^{q} - y = \lambda_{1}x^{i_{1}} + \lambda_{2}x^{i_{2}} + \cdots + \lambda_{s}x^{i_{s}}; \lambda_{j} \in \mathbb{F}_{q^{m}}, i_{j} > 0\}. \quad (1.7)$$

We will refer to the right hand side of a curve in $F$ as $f(x)$ as before. Note that $f(x)$ doesn’t have a nonzero constant term for any choice of $\lambda_{1}, \lambda_{2}, \ldots , \lambda_{s}$ in $\mathbb{F}_{q^{m}}$. Even though we will call $F$ an A-S family, note that not every curve in $F$ is necessarily A-S (i.e., elementary abelian $p$-extension). This is because $t^{q} - t - f(x)$ may not be irreducible over $\mathbb{F}_{q^{m}}(x)[t]$ for every $f(x)$ that appears in $F$. 
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The well-known Hasse-Weil-Serre (H-W-S) bound implies that for a curve \( X \in \mathcal{F} \), the number of projective \( \mathbb{F}_{q^m} \)-rational points is bounded by

\[
q^m + 1 + g_X[2\sqrt{q^m}],
\]

where \( g_X \) is the genus of \( X \in \mathcal{F} \), which may differ among the members of \( \mathcal{F} \). Since the curves in our family have only one point at infinity, the H-W-S bound on their affine \( \mathbb{F}_{q^m} \)-rational points would be one less than the above bound.

Now we will state another bound on this family which holds for any curve in \( \mathcal{F} \), independent of the genus, and which is tighter than H-W-S when \( g_X \) is big.

**Proposition 1.23.** For any \( X \in \mathcal{F} \), the number of affine \( \mathbb{F}_{q^m} \)-rational points is divisible by \( q \) and it is at most \( q^{m+1} \).

**Proof.** For \( a \in \mathbb{F}_{q^m} \), if \( \beta \in \mathbb{F}_{q^m} \) is a root of \( y^q - y - f(a) \in \mathbb{F}_{q^m}[y] \) then all the elements in \( \{ \beta + \mathbb{F}_q \} \subset \mathbb{F}_{q^m} \) are also roots of this polynomial. Therefore if we look at the number of affine \( \mathbb{F}_{q^m} \)-rational points of a curve in \( \mathcal{F} \), this number will be divisible by \( q \) and it is at most \( q \cdot q^m = q^{m+1} \) if \( y^q - y - f(a) \) has a root in \( \mathbb{F}_{q^m} \) for every \( a \in \mathbb{F}_{q^m} \). \( \square \)

**Remark 1.24.** For the A-S members of \( \mathcal{F} \), one can give a simple function field theoretic proof of this fact using the knowledge of ramifications in such curves, which we described in Section 1.3.

A natural question one might ask is when does a family like \( \mathcal{F} \) contain a curve that attains the bound \( q^{m+1} \). We will answer this question in the next theorem but before that, we need the following definition.

**Definition 1.25.** Let \( q = p^l \) be a prime power, where \( l \geq 1 \), and \( c \) be a positive integer that is not divisible by \( p \). If \( 0 \leq b < c \) is an integer, then let \( r \) be the smallest number such that \( q^{r+1}b \equiv b \mod c \). The \( q \)-cyclotomic coset containing \( b \)
mod $c$ is the set

$$B = \{ b, qb, q^2b, \ldots, q^rb \},$$

where each $q^ib$ is reduced mod $c$.

As a convention, we take the $q$-cyclotomic coset containing $c$ mod $c$ as the singleton $\{0\}$. The following is the main theorem of this section.

**Theorem 1.26.** Let $\mathbb{F}_q$ and $\mathbb{F}_{q^m}$ be as before. Consider the family of curves

$$\mathcal{F} = \{ y^q - y = \lambda_1 x^{i_1} + \lambda_2 x^{i_2} + \cdots + \lambda_s x^{i_s}; \ \lambda_j \in \mathbb{F}_{q^m}, \ i_j > 0 \}.$$

We have the following:

(i) If $i_1, i_2, \ldots, i_s$ are chosen so that the $q$-cyclotomic cosets, $B_j$, mod $q^m - 1$ containing $i_j$ ($j = 1, 2, \ldots, s$) are all distinct with cardinality $m = [\mathbb{F}_{q^m} : \mathbb{F}_q]$, then no curve in $\mathcal{F}$, except the “trivial” one obtained by letting $\lambda_j = 0$ for all $j \in \{1, 2, \ldots, s\}$, has $q^{m+1}$ affine $\mathbb{F}_{q^m}$-rational points.

(ii) Otherwise, i.e., if either two $i_j$’s are in the same $q$-cyclotomic coset mod $q^m - 1$ or $|B_j| < m$ for some $j \in \{1, 2, \ldots, s\}$, there exists a “nontrivial” curve in $\mathcal{F}$ with $q^{m+1}$ affine $\mathbb{F}_{q^m}$-rational points.

**Proof.** Observe that we can assume $i_s < q^m$ since otherwise one can use the fact that $x^{q^m} = x$ in $\mathbb{F}_{q^m}$ to reduce the degree.

(i) Let $\alpha$ be a primitive element of $\mathbb{F}_{q^m}$ and consider $\alpha^{i_1}, \alpha^{i_2}, \ldots, \alpha^{i_s}$ in $\mathbb{F}_{q^m}$. The assumption on the $|B_j|$’s implies that each $\alpha^{i_j}$ has $m$ distinct $\mathbb{F}_q$-conjugates and hence they have degree $m$ over $\mathbb{F}_q$ (i.e., $[\mathbb{F}_q(\alpha^{i_j}) : \mathbb{F}_q] = m$ for all $j = 1, 2, \ldots, s$). Let $I$ be the cyclic code over $\mathbb{F}_q$ defined by

$$I = (f_{\alpha^{i_1}}(t)f_{\alpha^{i_2}}(t) \cdots f_{\alpha^{i_s}}(t)) \subset \mathbb{F}_q[t]/(t^{q^m-1} - 1),$$

where $f_{\alpha^{i_j}}(t)$ (for all $j$) is the minimal polynomial of $\alpha^{i_j}$ over $\mathbb{F}_q$. Since the $q$-cyclotomic cosets mod $q^m - 1$ are all distinct, the $\alpha^{i_j}$’s are not $\mathbb{F}_q$-conjugate to
each other and hence we have the following diagram from Delsarte’s Theorem

\[
\begin{array}{c}
I \\
\uparrow \\
\downarrow \\
J
\end{array}
\]

(1.8)

where \( J = ((t - \alpha^{i_1})(t - \alpha^{i_2}) \ldots (t - \alpha^{i_s})) \subset \mathbb{F}_{q^m}[t]/(t^{q^m-1} - 1) \). Note that \( \text{tr} \) is defined as

\[
\text{tr}(w) = (\text{tr}(w_1), \text{tr}(w_2), \ldots, \text{tr}(w_{q^m-1})), \quad \forall w = (w_1, \ldots, w_{q^m-1}) \in J^\perp,
\]

where tr is the trace mapping from \( \mathbb{F}_{q^m} \) to \( \mathbb{F}_q \).

Observe that for any codeword \( b(t) = \sum_{i=0}^{q^m-2} b_i t^i \) in \( J \), \( b(\alpha^{i_j}) = 0 \), for all \( j = 1, 2, \ldots, s \). These equalities can also be written as:

\[
(b_0, b_1, \ldots, b_{q^m-2}) \cdot (1, (\alpha^{i_1})^1, \ldots, (\alpha^{i_1})^{q^m-2}) = 0
\]
\[
(b_0, b_1, \ldots, b_{q^m-2}) \cdot (1, (\alpha^{i_2})^1, \ldots, (\alpha^{i_2})^{q^m-2}) = 0
\]
\[
\vdots
\]
\[
(b_0, b_1, \ldots, b_{q^m-2}) \cdot (1, (\alpha^{i_s})^1, \ldots, (\alpha^{i_s})^{q^m-2}) = 0
\]

for any \( b(t) \in J \). Remembering the vector representation of cyclic codes, the above equalities mean that the following vectors are codewords in \( J^\perp \):

\[
\begin{align*}
\{ v_1, v_2, \ldots, v_s \} & \subset J^\perp \\
v_1 &= (1, (\alpha^{i_1})^1, \ldots, (\alpha^{i_1})^{q^m-2}) \\
v_2 &= (1, (\alpha^{i_2})^1, \ldots, (\alpha^{i_2})^{q^m-2}) \\
\vdots \\
v_s &= (1, (\alpha^{i_s})^1, \ldots, (\alpha^{i_s})^{q^m-2})
\end{align*}
\]

The generator polynomial of \( J \) reveals that the \( \mathbb{F}_{q^m} \)-dimension of \( J^\perp \) is \( s \) (cf. Remark 1.4). We want to show that \( \{ v_1, v_2, \ldots, v_s \} \subset J^\perp \) forms an \( \mathbb{F}_{q^m} \)-basis for the dual code \( J^\perp \).
Since $\alpha$ is a primitive element in $\mathbb{F}_{q^m}$, $1, \alpha, \ldots, \alpha^{q^m-2}$ are all the elements in $\mathbb{F}_{q^m}$. Therefore, as in [9] and [25], we have the following alternative representation for the $v_j$'s:

$$v_j = (x^i)_{x \in \mathbb{F}_{q^m}^*}, \ j = 1, 2, \ldots, s. \quad (1.10)$$

Here $(x^i)_{x \in \mathbb{F}_{q^m}^*}$ denotes a vector of length $q^m - 1$ in which the coordinates are obtained by letting $x$ take every value in $\mathbb{F}_{q^m}^*$ following the order $\mathbb{F}_{q^m}^* = \{1, \alpha, \alpha^2, \ldots, \alpha^{q^m-2}\}$.

Hence, any $\mathbb{F}_{q^m}$-linear combination of the $v_j$'s will be in the form

$$\sum_{j=1}^{s} \lambda_j v_j = (\lambda_1 x^{i_1} + \lambda_2 x^{i_2} + \cdots + \lambda_s x^{i_s})_{x \in \mathbb{F}_{q^m}^*}, \ \lambda_j \in \mathbb{F}_{q^m}. \quad (1.11)$$

This means that for some $\lambda_1 \ldots, \lambda_s \in \mathbb{F}_{q^m}$,

$$\sum_{j=1}^{s} \lambda_j v_j = 0 \iff \lambda_1 x^{i_1} + \lambda_2 x^{i_2} + \cdots + \lambda_s x^{i_s} = 0, \ \forall x \in \mathbb{F}_{q^m}^*. \quad (1.12)$$

However, a polynomial of degree $i_s < q^m$, which vanishes at $x = 0$, can’t vanish on $\mathbb{F}_{q^m}^*$ unless all the coefficients are zero, since the exponents are all distinct. This proves that $\{v_1, v_2, \ldots, v_s\}$ forms an $\mathbb{F}_{q^m}$-basis for $J^\perp$. Therefore $J^\perp$ is of the form

$$J^\perp = \langle v_1, v_2, \ldots, v_s \rangle = \{ \sum_{j=1}^{s} \lambda_j v_j; \ \lambda_j \in \mathbb{F}_{q^m} \}, \quad (1.12)$$

or

$$J^\perp = \{ (\lambda_1 x^{i_1} + \lambda_2 x^{i_2} + \cdots + \lambda_s x^{i_s})_{x \in \mathbb{F}_{q^m}^*}; \ \lambda_j \in \mathbb{F}_{q^m} \}; \quad (1.13)$$

which gives the following representation for $I^\perp$ by Delsarte’s Theorem:

$$I^\perp = \{ (\text{tr}(\lambda_1 x^{i_1} + \lambda_2 x^{i_2} + \cdots + \lambda_s x^{i_s}))_{x \in \mathbb{F}_{q^m}^*}; \ \lambda_j \in \mathbb{F}_{q^m} \}. \quad (1.14)$$
Note that $\text{tr}$ is an $\mathbb{F}_q$-linear map from $J^\perp$ onto $I^\perp$. If we view $J^\perp$ as an $\mathbb{F}_q$-vector space, its dimension is $ms$, which is also the dimension of $I^\perp$ over $\mathbb{F}_q$, since $\deg(f_{\alpha_j}(t)) = m$ for all $j = 1, 2, \ldots, s$. Therefore $\text{tr}$ must have a trivial kernel. Equivalently, if $v'$ is an arbitrary codeword in $I^\perp$, then $v' = \text{tr}(v)$ for some $v \in J^\perp$ and

$$|v'| = 0 \iff |v| = 0.$$  \hspace{1cm} (1.15)

However, by (1.14),

$$v' = \left(\text{tr}(\lambda_1 x^{i_1} + \lambda_2 x^{i_2} + \cdots + \lambda_s x^{i_s})\right)_{x \in \mathbb{F}_{q^m}^*}$$

for some $\lambda_j$’s in $\mathbb{F}_{q^m}$ and its weight, by Hilbert’s Theorem 90, can be written as

$$|v'| = q^m - 1 - \frac{1}{q} \left(\#_{\mathbb{F}_{q^m}}(y^q - y = \lambda_1 x^{i_1} + \lambda_2 x^{i_2} + \cdots + \lambda_s x^{i_s}) - q\right).$$  \hspace{1cm} (1.16)

Here, $\#_{\mathbb{F}_{q^m}}(y^q - y = \lambda_1 x^{i_1} + \lambda_2 x^{i_2} + \cdots + \lambda_s x^{i_s})$ denotes the number of affine $\mathbb{F}_{q^m}$-rational points of the curve in paranthesis. Combining (1.15) with (1.16), we see that

$$\#_{\mathbb{F}_{q^m}}(y^q - y = \lambda_1 x^{i_1} + \lambda_2 x^{i_2} + \cdots + \lambda_s x^{i_s}) = q^{m+1} \Downarrow$$

$$\lambda_j = 0 \text{ for all } j = 1, 2, \ldots, s.$$  

This proves part (i).

(ii) If $i_j$ and $i_j'$ are in the same $q$-cyclotomic coset mod $q^m-1$, then in the diagram (1.8) from Delsarte’s Theorem, we have the same ideals $J$ and $J^\perp$ as before but $I$ will have one less polynomial factor in its generator since $\alpha^{i_j}$ and $\alpha^{i_j'}$ share the same minimal polynomial over $\mathbb{F}_q$. This will reduce the dimension of $I^\perp$ whereas the dimension of $J^\perp$ is still the same. Therefore the surjective $\mathbb{F}_q$-linear map $\text{tr}$ will have a nontrivial kernel, meaning that for some $s$-tuple $(\mu_1, \mu_2, \ldots, \mu_s) \neq \vec{0}$,
the curve
\[ y^q - y = \mu_1 x^{i_1} + \mu_2 x^{i_2} + \cdots + \mu_s x^{i_s} \]
will have \( q^{m+1} \) affine \( \mathbb{F}_{q^m} \)-rational points.

On the other hand, if one of the \( q \)-cyclotomic cosets, say \( B_j \), has cardinality \( \delta < m \), then this means that \( \deg(f_{\alpha_j}(t)) = \delta \) and again even though \( J \) and \( J^\perp \) stay the same as in diagram (1.8), the dimension of \( I^\perp \) goes down. Then \( \text{tr} \) has a nontrivial kernel and we get the same conclusion. \( \square \)

We have an immediate corollary coming from the proof of Theorem 1.26, which gives the number of member curves with \( q^{m+1} \) rational points in the family \( \mathcal{F} \).

**Corollary 1.27.** Consider the family \( \mathcal{F} \). If there exists \( \beta \) distinct \( q \)-cyclotomic cosets mod \( q^m - 1 \) for the exponents \( i_1, i_2, \ldots, i_s \) with cardinalities
\[ |B_j| = \delta_j \leq m, \quad j = 1, 2, \ldots, \beta, \]
then \( \mathcal{F} \) has \( q^{ms - \sum_{j=1}^\beta \delta_j} \) members with \( q^{m+1} \) affine \( \mathbb{F}_{q^m} \)-rational points, including the trivial member.

**Proof.** Remember again the diagram (1.8) from Delsarte’s Theorem. \( J \) and \( J^\perp \) are the same as they were in that diagram, but \( I \) is
\[ I = (f_1(t)f_2(t) \ldots f_\beta(t)) \subset \mathbb{F}_q[t]/(t^{q^m-1} - 1), \]
where each \( f_j(t) \) is the common minimal polynomial over \( \mathbb{F}_q \) of all the powers of \( \alpha \) that are in the same \( q \)-cyclotomic coset \( B_j \). Then the dimension of \( I^\perp \) over \( \mathbb{F}_q \) is \( \sum_{j=1}^\beta \delta_j \) and hence the \( \mathbb{F}_q \)-dimension of \( \text{ker}(\text{tr}) \) is \( ms - \sum_{j=1}^\beta \delta_j \). This means that there are \( q^{ms - \sum_{j=1}^\beta \delta_j} \) \( s \)-tuples \( (\lambda_1, \lambda_2, \ldots, \lambda_s) \) over \( \mathbb{F}_{q^m} \) which produce curves with \( q^{m+1} \) affine \( \mathbb{F}_{q^m} \)-rational points. \( \square \)

The next corollary is a special case of Theorem 1.26.
Corollary 1.28. Consider $\mathbb{F}_{\tilde{p}}$ over $\mathbb{F}_q$, where $\tilde{p}$ is prime. Consider the family $\mathcal{F}$ over $\mathbb{F}_{\tilde{p}}$ and adopt the meanings of the $B_j$’s from Theorem 1.26. Then the following are equivalent:

(i) There exists no nontrivial curve in $\mathcal{F}$ with $\tilde{p}+1$ affine $\mathbb{F}_{\tilde{p}}$-rational points.

(ii) $B_j \cap B_{j'} = \emptyset$ for all $j \neq j'$ and $qi_j \not\equiv i_j mod \tilde{p}$ for any $j = 1, 2, \ldots, s$.

Proof. Note that the cardinality of a $q$-cyclotomic coset has to be a divisor of $[\mathbb{F}_{\tilde{p}} : \mathbb{F}_q] = \tilde{p}$, but the only divisors of $\tilde{p}$ are one and itself. Observe that a $q$-cyclotomic coset, $B_j$, having cardinality one means $qi_j \equiv i_j mod \tilde{p} - 1$.

Our final corollary on A-S families will also be a special case of Theorem 1.26. We state certain families that are similar to Hermitian curves in their appearance and in the sense that they, too, produce maximal curves, i.e., curves that achieve the Hasse-Weil bound. Note that every nontrivial member in the following family is truly an A-S curve.

Corollary 1.29. Suppose $m$ is even and consider the family

$$\tilde{\mathcal{F}} = \{y^q - y = \lambda x^{q^m+1}; \; \lambda \in \mathbb{F}_{q^m}\}.$$

Then $\tilde{\mathcal{F}}$ has $q^m$ curves, including the trivial one, with $q^{m+1}$ affine rational points over $\mathbb{F}_{q^m}$. For any even positive integer $m$, the number $q^{m+1}$ is equal to the Hasse-Weil bound for a nontrivial member of $\tilde{\mathcal{F}}$.

Proof. Note that we can obtain $\tilde{\mathcal{F}}$ by letting the coefficients $\lambda_j = 0$ for $j = 1, \ldots, s-1$ and choosing $i_s = q^{m+1} + 1$ in the family $\mathcal{F}$ of Theorem 1.26. Note also that the $q$-cyclotomic coset containing the exponent $q^{m+1} + 1 mod q^m - 1$ has cardinality $m^2 < m$ and hence there exist curves with $q^{m+1}$ rational points in $\tilde{\mathcal{F}}$ and their number is, by Corollary 1.27, $q^m$. On the other hand the genus of any nontrivial curve in $\tilde{\mathcal{F}}$ is $g = \frac{q^m(q-1)}{2}$ by Proposition 1.21, and the Hasse-Weil bound on
the affine rational points is
\[ q^m + 2gq^{m/2} = q^m + q^{m/2}(q - 1)q^{m/2} = q^{m+1}. \]

We would like to remark that in Example 1.3 of [7], the author studies maximal curves similar to those in Corollary 1.29.

Observe that all the results we have had so far say whether an A-S family has a nontrivial member with \( q^{m+1} \) affine rational points or not. This is important information for the estimates on minimum distances of certain 2-D cyclic codes, as we will see in Chapter 3. We try to get some conclusions from our analysis so far to answer the same question for a single curve in the family.

**Proposition 1.30.** Consider the curve \( X \) given by
\[ y^q - y = \lambda_1 x^{i_1} + \lambda_2 x^{i_2} + \cdots + \lambda_s x^{i_s} \]
over \( \mathbb{F}_{q^m} \), where \( \lambda_j \)'s are nonzero. Suppose we have the following:

(a) The exponents \( i_1, \ldots, i_s \) have distinct \( q \)-cyclotomic cosets mod \( q^m - 1 \),

(b) The \( q \)-cyclotomic cosets of the first \( s - 1 \) exponents, mod \( q^m - 1 \), have cardinality \( m = [\mathbb{F}_{q^m} : \mathbb{F}_q] \).

Then \( X \) doesn’t have \( q^{m+1} \) affine \( \mathbb{F}_{q^m} \)-rational points.

**Proof.** Note that if the \( q \)-cyclotomic coset of \( i_s \) also has cardinality \( m \), then the result trivially follows by Theorem 1.26(i). Therefore, let’s suppose this is not the case and assume that the cardinality is \( \delta \). Consider the family obtained by letting the \( \lambda_j \)'s take all possible values in \( \mathbb{F}_{q^m} \):
\[ \mathcal{F}_1 = \{ y^q - y = \lambda_1 x^{i_1} + \lambda_2 x^{i_2} + \cdots + \lambda_s x^{i_s} ; \ \lambda_j \in \mathbb{F}_{q^m} \}. \]
By Theorem 1.26 and Corollary 1.27, we know that there are $q^{m-\delta}$ curves with $q^{m+1}$ affine rational points in $\mathcal{F}_1$. Also consider the family

$$\mathcal{F}_2 = \{y^g - y = \lambda x^s; \; \lambda \in \mathbb{F}_{q^m}\}.$$ 

This also has $q^{m-\delta}$ curves with $q^{m+1}$ affine rational points. Observe that $\mathcal{F}_2 \subset \mathcal{F}_1$ and therefore if $\lambda_j \neq 0$ for some $j \in \{1, 2, \ldots, s-1\}$, which is the case for $X$, then such a curve doesn’t have $q^{m+1}$ affine rational points over $\mathbb{F}_{q^m}$. □

**Remark 1.31.** Since we arrive at our conclusions mainly from Theorem 1.26, which is about a family of curves, it is in general more difficult to say, using this idea, whether a given curve achieves the $q^{m+1}$ points than to say it doesn’t.

**Example 1.32.** The following table shows “good” families of A-S curves.

<table>
<thead>
<tr>
<th>Family $\mathcal{F}_i$</th>
<th>$q$</th>
<th>$g$</th>
<th># of pts. achieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{F}_1 = {y^2 + y = \lambda x^5}$</td>
<td>16</td>
<td>2</td>
<td>33</td>
</tr>
<tr>
<td>$\mathcal{F}_2 = {y^2 + y = \lambda x^9}$</td>
<td>64</td>
<td>4</td>
<td>129</td>
</tr>
<tr>
<td>$\mathcal{F}_3 = {y^3 - y = \lambda x^4}$</td>
<td>9</td>
<td>3</td>
<td>28</td>
</tr>
<tr>
<td>$\mathcal{F}_4 = {y^3 - y = \lambda x^{10}}$</td>
<td>81</td>
<td>9</td>
<td>244</td>
</tr>
<tr>
<td>$\mathcal{F}_5 = {y^4 + y = \lambda x^5}$</td>
<td>16</td>
<td>6</td>
<td>65</td>
</tr>
<tr>
<td>$\mathcal{F}_6 = {y^8 + y = \lambda x^9}$</td>
<td>64</td>
<td>28</td>
<td>513</td>
</tr>
<tr>
<td>$\mathcal{F}_7 = {y^9 - y = \lambda x^{10}}$</td>
<td>81</td>
<td>36</td>
<td>730</td>
</tr>
</tbody>
</table>

For our considerations, a good family is one in which there is a nontrivial member with “a lot of” rational points. Having “a lot of” rational points on a curve will mean achieving the best known number of rational points for the given genus and the finite field. Observe that, naturally, Corollary 1.29 provides all of the families in Table 3. Also observe that all of the A-S families we are dealing with have one
point at infinity and we added this point to $q^{m+1}$ in order to achieve the results above. One can use the tables in [10] for the latest improvements on this problem.

Note that nontrivial curves in each of the families above are truly A-S curves and in particular, the ones in $F_3$, $F_5$, $F_6$ and $F_7$ are Hermitian curves.

We finish this section with some words on curves of the form $y^q - y = f(x)$, where $f(x)$ has a nonzero constant term. The following simple observation shows that whether such a curve has $q^{m+1}$ points or not is also related to the same question about the types of curves we have looked at so far, i.e., curves with constant-free polynomials $f(x)$ on the right hand side.

**Proposition 1.33.** Let $X$ and $Y$ be curves over $\mathbb{F}_{q^m}$ given, respectively, by the equations

$$y^q - y = \lambda_0 + \lambda_1 x^{i_1} + \lambda_2 x^{i_2} + \cdots + \lambda_s x^{i_s}$$

and

$$y^q - y = \lambda_1 x^{i_1} + \lambda_2 x^{i_2} + \cdots + \lambda_s x^{i_s},$$

where $\lambda_i$’s are nonzero and $i_s < q^m - 1$. Then $X$ has $q^{m+1}$ affine $\mathbb{F}_{q^m}$-rational points if and only if $\text{tr}(\lambda_0) = 0$ and $Y$ has $q^{m+1}$ affine $\mathbb{F}_{q^m}$-rational points.

**Proof.** The curve $Y$ has $q^{m+1}$ points if and only if

$$\text{tr}(\lambda_1 x^{i_1} + \lambda_2 x^{i_2} + \cdots + \lambda_s x^{i_s}) = 0, \quad \forall x \in \mathbb{F}_{q^m}.$$ 

If $\text{tr}(\lambda_0)$ is also zero, then using the linearity of trace, we get

$$\text{tr}(\lambda_0 + \lambda_1 x^{i_1} + \lambda_2 x^{i_2} + \cdots + \lambda_s x^{i_s}) = 0, \quad \forall x \in \mathbb{F}_{q^m}.$$ 

This implies that $X$ has $q^{m+1}$ points.

Conversely, suppose $X$ has $q^{m+1}$ points. This means

$$\text{tr}(\lambda_0 + \lambda_1 x^{i_1} + \lambda_2 x^{i_2} + \cdots + \lambda_s x^{i_s}) = 0, \quad \forall x \in \mathbb{F}_{q^m}.$$
If $x = 0$, then we get $\text{tr}(\lambda_0) = 0$. This gives us the following using the linearity of trace:

$$
\text{tr}(\lambda_0 + \lambda_1 x^{i_1} + \lambda_2 x^{i_2} + \cdots + \lambda_s x^{i_s}) = \text{tr}(\lambda_1 x^{i_1} + \lambda_2 x^{i_2} + \cdots + \lambda_s x^{i_s})
$$

$$
= 0, \quad \forall x \in \mathbb{F}_{q^m}.
$$

This means the curve $Y$ has $q^{m+1}$ affine points over $\mathbb{F}_{q^m}$. □

There is another way to prove this simple result via a family of curves in the form $X$. It follows the same steps that we had in Theorem 1.26.

With the above proposition, we can state results about families where the members are allowed to have nonzero constants on the right hand side. For instance, combining Proposition 1.33 with Corollary 1.29, we can say that the family

$$
\{y^q - y = \lambda_0 + \lambda_1 x^{q^{m+1}}, \lambda_0, \lambda_1 \in \mathbb{F}_{q^m}\}
$$

has $q^{m-1} \cdot q^m$ curves with $q^{m+1}$ affine $\mathbb{F}_{q^m}$-rational points. Note that $q^{m-1}$ is the number of elements in $\mathbb{F}_{q^m}$ with trace zero and $q^m$ is the number of curves in the family of Corollary 1.29 with $q^{m+1}$ points.
Chapter 2. Two-Dimensional (2-D) Cyclic Codes

2.1 Definition of 2-D Cyclic Codes

We continue our discussion on coding theory with two-dimensional (2-D) cyclic codes. These are generalizations of cyclic codes, which we described in Section 1.1. For more information on the theory of 2-D cyclic codes, we refer to [13], [14], [15] and [24]. This chapter is an attempt to clearly summarize some of the results that we need from the theory of 2-D cyclic codes. As before, \( \mathbb{F}_q \) denotes a characteristic \( p > 0 \) finite field with \( q \) elements.

Consider the set

\[
\mathbb{F}_q^{n_1 \times n_2} = \left\{ \begin{pmatrix}
    a_{0,0}, a_{0,1}, \ldots, a_{0,n_2-1} \\
    a_{1,0}, a_{1,1}, \ldots, a_{1,n_2-1} \\
    \vdots \\
    a_{n_1-1,0}, \ldots, a_{n_1-1,n_2-1}
\end{pmatrix} ; \ a_{i,j} \in \mathbb{F}_q \right\},
\]

where \( n_1 \) and \( n_2 \) are two positive integers. Note that \( \mathbb{F}_q^{n_1 \times n_2} \) is an \( n_1n_2 \)-dimensional vector space over \( \mathbb{F}_q \) whose elements are written in \( n_1 \times n_2 \) matrix notation.

A \( k \)-dimensional subspace \( C \) of \( \mathbb{F}_q^{n_1 \times n_2} \) is called a 2-D linear code of area \( n_1 \times n_2 \) over \( \mathbb{F}_q \), and denoted as an \( (n_1 \times n_2, k) \) code. Note that the term area is used instead of the term length of Chapter 1.

**Definition 2.1.** For a 2-D linear code \( C \subset \mathbb{F}_q^{n_1 \times n_2} \) if \( (a_{i,j}) \) is in \( C \) implies that \( (a_{i+s,j+t}) \) is also in \( C \) for all \( s \) and \( t \), where \( i + s \) and \( j + t \) are taken mod \( n_1 \) and \( n_2 \), respectively, then \( C \) is called a 2-D cyclic code of area \( n_1 \times n_2 \).

In other words, a 2-D linear code is 2-D cyclic if it is closed under row and column shifts. Note that the dual of a 2-D cyclic code is also 2-D cyclic.
As in the case of cyclic codes, we have an alternative representation for 2-D cyclic codes as ideals in certain rings. For this, observe the following $\mathbb{F}_q$-vector space isomorphism between $\mathbb{F}_q^{n_1 \times n_2}$ and $\mathbb{F}_q[x, y]/(x^{n_1} - 1, y^{n_2} - 1)$:

\[
\mathbb{F}_q^{n_1 \times n_2} \leftrightarrow \mathbb{F}_q[x, y]/(x^{n_1} - 1, y^{n_2} - 1) \\
(a_{i,j}) \leftrightarrow \sum_{i=0}^{n_1-1} \sum_{j=0}^{n_2-1} a_{i,j} x^i y^j
\]

Under this identification, codewords of $C$ get sent to polynomials in $\mathbb{F}_q[x, y]/(x^{n_1} - 1, y^{n_2} - 1)$ and in this way, we can think of a 2-D linear code $C$ as a subset of $\mathbb{F}_q[x, y]/(x^{n_1} - 1, y^{n_2} - 1)$.

**Proposition 2.2.** A 2-D linear code $C$ in $\mathbb{F}_q^{n_1 \times n_2}$ is 2-D cyclic if and only if $C$ is an ideal in $\mathbb{F}_q[x, y]/(x^{n_1} - 1, y^{n_2} - 1)$.

**Proof.** Being closed under a row shift (resp., a column shift) in $\mathbb{F}_q^{n_1 \times n_2}$ is equivalent to being closed under multiplication by $x$ (resp., by $y$) in $\mathbb{F}_q[x, y]/(x^{n_1} - 1, y^{n_2} - 1)$.

\[\square\]

In short, we have two ways to represent a 2-D cyclic code: The matrix representation and the polynomial representation. The context will make it clear which one is being considered.

### 2.2 Zeros of 2-D Cyclic Codes and Seidenberg’s Lemma 92

We assume, from now on, that $n_1$ and $n_2$ are relatively prime to $p$, which is the characteristic of $\mathbb{F}_q$. In fact, for our results in Chapter 3, we will take both of these numbers to be $q^m - 1$ for some $m > 1$.

Let $\alpha_1$ be a primitive $n_1^{th}$ root of unity and $\alpha_2$ be a primitive $n_2^{th}$ root of unity. We take both of these elements in the smallest extension $\mathbb{F}_{q^*}$ of $\mathbb{F}_q$ such that $n_1$...
and $n_2$ divide $q^s - 1$. Consider the following set.

$$
\Omega = \{(\alpha_i^1, \alpha_j^2); \ 0 \leq i \leq n_1 - 1, \ 0 \leq j \leq n_2 - 1\}
$$

**Remark 2.3.** Note that if a polynomial $f(x, y) \in \mathbb{F}_q[x, y]$ vanishes at $(\alpha_i^1, \alpha_j^2)$ for some $i$ and $j$, then $f$ also vanishes at

$$(\alpha_i^{iq}, \alpha_j^{jq}), (\alpha_i^{iq^2}, \alpha_j^{jq^2}), \ldots, (\alpha_i^{iq^{m-1}}, \alpha_j^{jq^{m-1}}),$$

where $m$ is the least common multiple of $[\mathbb{F}_q(\alpha_i^1) : \mathbb{F}_q]$ and $[\mathbb{F}_q(\alpha_j^2) : \mathbb{F}_q]$. These two numbers are the degrees of $\alpha_i^1$ and $\alpha_j^2$ over $\mathbb{F}_q$, respectively. The pairs in (2.1), obtained from $(\alpha_i^1, \alpha_j^2)$, are called $\mathbb{F}_q$-conjugates of $(\alpha_i^1, \alpha_j^2)$ and together with $(\alpha_i^1, \alpha_j^2)$, they form what we call the $\mathbb{F}_q$-conjugacy class of $(\alpha_i^1, \alpha_j^2)$ in $\Omega$. Our notation will be $[(\alpha_i^1, \alpha_j^2)]$ for an $\mathbb{F}_q$-conjugacy class. It is clear that $\Omega$ is a disjoint union of such $\mathbb{F}_q$-conjugacy classes. From now on, we will use the letter $U$ only for either a single class or a finite union of $\mathbb{F}_q$-conjugacy classes in $\Omega$.

**Definition 2.4.** For $U \subset \Omega$, the ideal corresponding to $U$ is defined as

$$I(U) = \{f(x, y) \in \mathbb{F}_q[x, y]; \ f(a) = 0, \ \forall a \in U\}. \quad (2.2)$$

Note that $x^{n_1} - 1$ and $y^{n_2} - 1$ are in $I(U)$ for any $U \subset \Omega$. Therefore, $I(U)/(x^{n_1} - 1, y^{n_2} - 1) \subset \mathbb{F}_q[x, y]/(x^{n_1} - 1, y^{n_2} - 1)$ is a 2-D cyclic code, which we will denote as $I(U)$. In this way, we associate a 2-D cyclic code to a subset of $\Omega$. We can also do the opposite.

**Definition 2.5.** Let $\tilde{J} = J/(x^{n_1} - 1, y^{n_2} - 1) \subset \mathbb{F}_q[x, y]/(x^{n_1} - 1, y^{n_2} - 1)$ be a 2-D cyclic code. Then

$$Z(\tilde{J}) = \{(\gamma, \beta) \in \mathbb{F}_q^2; \ f(\gamma, \beta) = 0, \ \forall f \in J\} \quad (2.3)$$

is called the zero set of the 2-D cyclic code $\tilde{J}$. 
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Remark 2.6. Note that since \( x^{n_1} - 1 \) and \( y^{n_2} - 1 \) are in \( J \), the zero set \( Z(\tilde{J}) \) is a subset of \( \Omega \) and, by (2.1), it is either a single \( \mathbb{F}_q \)-conjugacy class or a finite union of \( \mathbb{F}_q \)-conjugacy classes.

Example 2.7. Let \( q = 2 \), \( n_1 = 3 \), and \( n_2 = 5 \). If we fix a primitive element \( \alpha \) in \( \mathbb{F}_{16} \), which satisfies \( \alpha^4 + \alpha + 1 = 0 \), then we can take \( \alpha_1 = \alpha^5 \), which is a primitive cube root of unity, and \( \alpha_2 = \alpha^3 \), which is a primitive 5th root of unity. Then \( \Omega \) is

\[
\Omega = \{ (\alpha_i^j, \alpha_2^j) ; \ 0 \leq i \leq 2, \ 0 \leq j \leq 4 \}.
\]

Define \( C \) in the polynomial representation as the binary 2-D cyclic code \( \tilde{I} = I/(x^3 - 1, y^5 - 1) \subset \mathbb{F}_2[x, y]/(x^3 - 1, y^5 - 1) \) of area 3 \( \times \) 5, where \( I \) is given with the generator polynomials

\[
f_1(x, y) = (x + 1)(y^4 + y^3 + y^2 + y + 1) \quad \text{and} \quad f_2(x, y) = (x^2 + x + 1)(y + 1).
\]

Note that \( f_1(x, y) \) is zero if and only if \( x = 1 \) or \( y = \alpha_2^j \) for \( j = 1, 2, 3, 4 \). On the other hand, \( f_2(x, y) \) is zero if and only if \( x = \alpha_1^i \) for \( i = 1, 2 \) or \( y = 1 \). Hence, the zero set of \( C \) is

\[
Z(C) = \{(1, 1), (\alpha_1, \alpha_2), (\alpha_1^2, \alpha_2^2), (\alpha_1^3, \alpha_2^3), (\alpha_1, \alpha_2), (\alpha_1^2, \alpha_2^2), (\alpha_1^3, \alpha_2^3), (\alpha_1, \alpha_2)\}
\]

\[
= [(1, 1)] \cup [(\alpha_1, \alpha_2)] \cup [(\alpha_1^2, \alpha_2^2)].
\]

As noted in Remark 2.6, the zero set is a union of finitely many (three) \( \mathbb{F}_2 \)-conjugacy classes.

Note that since a 2-D cyclic code is an ideal in \( \mathbb{F}_q[x, y]/(x^{n_1} - 1, y^{n_2} - 1) \), one can define it by giving a (finite) set of generator polynomials. This is what we did in Example 2.7. We want to show that a 2-D cyclic code can also be described by means of its zero set. For this, we need some preliminary work.
Definition 2.8. Let $J \subset k[x_1, x_2, \ldots, x_n]$ be an ideal, where $k$ is an arbitrary field. $J$ is called a zero-dimensional ideal if the set

$$Z_{\bar{k}}(J) = \{(a_1, a_2, \ldots, a_n) \in \bar{k}^n; \ f(a_1, a_2, \ldots, a_n) = 0, \ \forall f \in J\}$$

is finite, where $\bar{k}$ denotes the algebraic closure of $k$.

Note that $Z_{\bar{k}}(J)$ is the analog of Definition 2.5 for arbitrary polynomial ideals. In fact, if $\tilde{J} = J/(x^{n_1} - 1, y^{n_2} - 1)$ is a 2-D cyclic code over $\mathbb{F}_q$, then its zero set, $Z(\tilde{J})$, is just $Z_{\mathbb{F}_q}(J)$. Similarly, we can define the ideal corresponding to a subset $Z$ of $\bar{k}^n$ as the set $I(Z)$ of polynomials in $k[x_1, x_2, \ldots, x_n]$ all of which vanish on $Z$. Then Hilbert’s Nullstellensatz (see [1] or [3]) states that for an ideal $J \subset k[x_1, x_2, \ldots, x_n]$, one has

$$I(Z_{\bar{k}}(J)) = \sqrt{J},$$

where $\sqrt{J}$ is the radical of $J$. In general, not every ideal is equal to its radical, i.e., a radical ideal. However, for certain zero-dimensional ideals this is true.

Theorem 2.9. (Seidenberg’s Lemma 92) Let $k$ be a perfect field and $J$ be a zero-dimensional ideal in $k[x_1, x_2, \ldots, x_n]$. Then, $J$ is radical if and only if it contains a univariate, square-free polynomial in each of the variables $x_1, x_2, \ldots, x_n$.

Proof. See [27] or Proposition 8.14 in [3]. □

Assume for the rest of the chapter that $\Omega$ is a disjoint union of $l$ $\mathbb{F}_q$-conjugacy classes, $S_1, S_2, \ldots, S_l$, where $S_\gamma$ is defined as

$$S_\gamma = [(\alpha_1^{\gamma}, \alpha_2^{\gamma})], \quad \gamma = 1, 2, \ldots, l. \quad (2.4)$$

Lemma 2.10. $\tilde{I}(S_\gamma) = I(S_\gamma)/(x^{n_1} - 1, y^{n_2} - 1) \subset \mathbb{F}_q[x, y]/(x^{n_1} - 1, y^{n_2} - 1)$ is a maximal ideal for every $\gamma$.

Proof. Recall that $\alpha_1$ and $\alpha_2$ were chosen in $\mathbb{F}_{q^*}$, which is the smallest extension of $\mathbb{F}_q$ that contains primitive $n_1^{th}$ and $n_2^{th}$ roots of unity. Note that $I(S_\gamma) \subset \mathbb{F}_q[x, y]$
is the contraction of the maximal ideal \( \mathcal{M} = (x - \alpha_1^{i_1}, y - \alpha_2^{j_2}) \subset \mathbb{F}_q[x, y] \), i.e.,
\[
\mathcal{M}^c = \mathcal{M} \cap \mathbb{F}_q[x, y] = I(S_{\gamma}).
\]
Consider the Galois group \( G = \text{Gal}(\mathbb{F}_q^s/\mathbb{F}_q) \), which is generated by the Frobenius automorphism \( \phi : a \rightarrow a^q \). Note that \( \phi \) can be thought as an automorphism of \( \mathbb{F}_q^s[x, y] \) since it induces
\[
\begin{align*}
\mathbb{F}_q[x, y] & \longrightarrow \mathbb{F}_q[x, y] \\
\sum_{i,j} a_{ij}x^iy^j & \mapsto \sum_{i,j} \phi(a_{ij})x^iy^j
\end{align*}
\]
When \( G \) is viewed as a finite subgroup of the automorphism group of \( \mathbb{F}_q^s[x, y] \), \( \mathbb{F}_q[x, y] \) becomes the ring of \( G \)-invariants,
\[
\text{i.e., } \mathbb{F}_q[x, y] = \{ f \in \mathbb{F}_q^s[x, y]; \ \phi(f) = f \}.
\]
Then, by Exercise 12 on page 68 of [2], \( \mathbb{F}_q^s[x, y] \) is an integral ring extension over \( \mathbb{F}_q[x, y] \). It follows from Corollary 5.8 in [2], and the fact that \( \mathcal{M} \) is maximal in \( \mathbb{F}_q^s[x, y] \), that \( I(S_{\gamma}) \) is maximal in \( \mathbb{F}_q[x, y] \). Therefore, \( \bar{I}(S_{\gamma}) \) is maximal, too. □

**Proposition 2.11.** Let \( U \) be a subset of \( \Omega \). Then
\[
U = Z(\bar{I}(U)) = Z_{\mathbb{F}_q}(I(U)).
\]

**Proof.** Note that it is enough to prove this for a single \( \mathbb{F}_q \)-conjugacy class. This is because of the following two formulas:
\[
\begin{align*}
I(S_1 \cup S_2) &= I(S_1) \cap I(S_2) \\
Z_{\mathbb{F}_q}(I_1 \cap I_2) &= Z_{\mathbb{F}_q}(I_1) \cup Z_{\mathbb{F}_q}(I_2)
\end{align*}
\]
So let \( S = [(\alpha_1^{i_1}, \alpha_2^{j_2})] \subset \Omega \) be an \( \mathbb{F}_q \)-conjugacy class. We showed in the proof of Lemma 2.10 how to view \( \text{Gal}(\mathbb{F}_q^s/\mathbb{F}_q) \) as a finite subgroup of the automorphisms of \( \mathbb{F}_q^s[x, y] \), which yielded the fact that \( \mathbb{F}_q^s[x, y] \) is integral over \( \mathbb{F}_q[x, y] \). Combining this with Exercise 13 on page 68 of [2], we see that all the prime ideals in \( \mathbb{F}_q^s[x, y] \)
that contract to $I(S)$ are
\[ (x - \alpha_1^i' - \alpha_2^j), (x - \alpha_1^i q, y - \alpha_2^j q), \ldots, (x - \alpha_1^i q^{\delta-1}, y - \alpha_2^j q^{\delta-1}), \]
where $\delta = |S|$. Now we can prove our assertion for $S$.

The fact that $S \subset \bar{Z}_{\mathbb{F}_q(I(S))}$ is trivial. Note that $k = \mathbb{F}_q$ is a perfect field and since $n_1$ and $n_2$ are relatively prime to $p = \text{char}(\mathbb{F}_q)$, $I(S)$ contains square-free univariate polynomials $x^{n_1} - 1$ and $y^{n_2} - 1$ in the variables $x$ and $y$. Because of the same reason, i.e., $I(S)$ having $x^{n_1} - 1$ and $y^{n_2} - 1$ in it, $I(S)$ is a zero-dimensional ideal. Therefore, by Seidenberg’s Lemma 92, $I(S)$ is a radical ideal. Now we show the inclusion $\bar{Z}_{\mathbb{F}_q(I(S))} \subset S$.

Suppose that there exists $P = (\alpha_1^i', \alpha_2^j')$ in $\bar{Z}_{\mathbb{F}_q(I(S))}$ that is not in $S$. Then $I(P)$ contains $I(Z_{\mathbb{F}_q(I(S))})$, which is simply $I(S)$ since $I(S)$ is radical and Hilbert’s Nullstellensatz states that $I(Z_{\mathbb{F}_q(I(S))}) = \sqrt{I(S)}$. But $I(S)$ is maximal in $\mathbb{F}_q[x, y]$ (cf. Lemma 2.10). Since $I(P)$ is not the whole ring $\mathbb{F}_q[x, y]$, this implies that $I(P) = I(S)$. Then, using the fact that $I(P)$ is the contraction of $(x - \alpha_1^i, y - \alpha_2^j) \subset \mathbb{F}_q[x, y]$, we get $(x - \alpha_1^i', y - \alpha_2^j')$ in the list of prime ideals that contract to $I(S)$, which is a contradiction. □

Another way to state Proposition 2.11 is that every subset $U$, in the sense of Remark 2.3, of $\Omega$ is the zero set of the 2-D cyclic code $\tilde{I}(U)$ that it defines. We are now ready to state the following characterization result for 2-D cyclic codes.

**Proposition 2.12.** Let $\tilde{J} = J/(x^{n_1} - 1, y^{n_2} - 1) \subset \mathbb{F}_q[x, y]/(x^{n_1} - 1, y^{n_2} - 1)$ be a 2-D cyclic code. The zero set $Z(\tilde{J})$ uniquely determines $\tilde{J}$.

**Proof.** We can easily show that $J$ is a radical ideal following the argument in the proof of Proposition 2.11. Combining this with the Nullstellensatz, we have
\[ I(Z(\tilde{J})) = I(Z_{\mathbb{F}_q}(J)) = J. \quad (2.5) \]
Therefore, the ideal corresponding to the zero set $Z(\tilde{J})$ of $\tilde{J}$ is $J$ and the corresponding 2-D cyclic code is $\tilde{J}$ itself. On the other hand if $Z' = Z(J')$ is another subset of $\Omega$, which is the zero set of another 2-D cyclic code $\tilde{J}' = J'/ (x^{n_1} - 1, y^{n_2} - 1)$ by Proposition 2.11, then the ideal corresponding to $Z'$ is $J'$ and the corresponding 2-D cyclic code is $\tilde{J}'$. Therefore $Z(\tilde{J})$ uniquely determines $\tilde{J}$. □

We finish this section with another useful result which will be used in the next section.

**Proposition 2.13.** Let $k$ be a perfect field and $I \subset k[x_1, x_2, \ldots, x_n]$ be a zero-dimensional radical ideal. Then

$$|\bar{Z}_k(I)| = \dim_k( k[x_1, x_2, \ldots, x_n]/I).$$

*Proof.* See Theorem 8.32 in [3]. □

### 2.3 The Dimension and The Dual Code

Recall that in the case of cyclic codes, we were able to relate the dimension of a code to the number of zeros of its dual cyclic code (Remark 1.4(ii)). In this section, we show that the same relation also holds for a 2-D cyclic code and its dual. We start with a couple of preliminary observations, which are not only interesting but also useful in proving the relation between a 2-D cyclic code and its dual.

**Proposition 2.14.** $\tilde{I}(S_\gamma) = I(S_\gamma)/(x^{n_1} - 1, y^{n_2} - 1) \subset \mathbb{F}_q[x, y]/(x^{n_1} - 1, y^{n_2} - 1)$ are all the maximal ideals in the ring $\mathbb{F}_q[x, y]/(x^{n_1} - 1, y^{n_2} - 1)$.

*Proof.* Recall that the fact that $\tilde{I}(S_\gamma)$ is maximal was shown in Lemma 2.10. Now we prove there is no other maximal ideal.
If we temporarily denote the ring \( \mathbb{F}_q[x, y]/(x^{n_1} - 1, y^{n_2} - 1) \) as \( R \), the Chinese Remainder Theorem gives us

\[
R / \bigcap \tilde{I}(S_\gamma) \cong \prod \tilde{I}(S_\gamma), \tag{2.6}
\]

which implies another isomorphism:

\[
\mathbb{F}_q[x, y] / \bigcap I(S_\gamma) \cong \prod \mathbb{F}_q[x, y] / I(S_\gamma). \tag{2.7}
\]

By Proposition 2.13, the \( \mathbb{F}_q \)-dimension of each factor in the product in (2.7) is \( |Z_{\tilde{\mathbb{F}}_q}(I(S_\gamma))| = |Z(I(S_\gamma))| = |S_\gamma| \). Hence the total dimension on the right hand side in (2.7) is \( |\Omega| = n_1 n_2 \), which is also the \( \mathbb{F}_q \)-dimension of the right hand side in (2.6). If there were another maximal ideal \( \tilde{M} = M / (x^{n_1} - 1, y^{n_2} - 1) \) of \( R = \mathbb{F}_q[x, y] / (x^{n_1} - 1, y^{n_2} - 1) \), then we would have had

\[
R / \left( \bigcap \tilde{I}(S_\gamma) \cap \tilde{M} \right) \cong \prod \tilde{I}(S_\gamma) \times R / \tilde{M}.
\]

Arguing as above, we see that the \( \mathbb{F}_q \)-dimension on the right hand side of this new isomorphism would be \( n_1 n_2 + \dim_{\mathbb{F}_q}(R / \tilde{M}) \), which is strictly bigger than \( n_1 n_2 \) since \( \tilde{M} \) is a maximal ideal and hence can’t be equal to \( R \), whereas the \( \mathbb{F}_q \)-dimension of the left hand side is less than or equal to \( n_1 n_2 = \dim_{\mathbb{F}_q}(R) \). Therefore, the \( \tilde{I}(S_\gamma) \)'s are all the maximal ideals of \( R = \mathbb{F}_q[x, y] / (x^{n_1} - 1, y^{n_2} - 1) \). 

**Corollary 2.15.**

\[
\prod_{\gamma=1}^{l} I(S_\gamma) = 0 \mod (x^{n_1} - 1, y^{n_2} - 1).
\]

**Proof.** By the isomorphism in (2.6) and dimension computations following (2.6) in the above proof, we have \( \bigcap \tilde{I}(S_\gamma) = 0 \). This means \( \bigcap \tilde{I}(S_\gamma) = 0 \mod (x^{n_1} - 1, y^{n_2} - 1) \). Since \( I(S_\gamma) \) is maximal for each \( \gamma \), intersection is the same as product. 

\square
Remark 2.16. There is an alternative proof of Corollary 2.15. We will use $R$ to denote $\mathbb{F}_q[x,y]/(x^{n_1} - 1, y^{n_2} - 1)$ again. Suppose that there is an infinite sequence, $a_1 \supset a_2 \supset \ldots$, of descending ideals in $R$. If we look at the zero sets of all the ideals in the sequence, the first thing to note would be that one zero set is strictly contained in the next. Otherwise, by taking the corresponding ideals of these zero sets, and using the fact that ideals of $R$ are radical by Theorem 2.9, we would show that two ideals in the sequence are the same. Hence we get an infinite sequence of ascending sets in $\Omega$, which is itself a finite set. Therefore, $R$ satisfies the descending chain condition on ideals and such rings are called Artin rings. On the other hand, $R$ is isomorphic to the group algebra $\mathbb{F}_q[\mathbb{Z}_{n_1} \times \mathbb{Z}_{n_2}]$, which is semisimple since $p = \text{char}(\mathbb{F}_q)$ doesn’t divide $|\mathbb{Z}_{n_1} \times \mathbb{Z}_{n_2}|$, the order of the group (cf. Theorem 5.3 in [16]). Combining this with the fact that $R$ is Artinian implies that the radical of $R$ is trivial. Here we use the Theorem on page 203 and Proposition 4.4 of [16]. But in an Artin ring prime ideals are maximal and hence the intersection of all the maximal ideals in $R$, i.e., $\tilde{I}(S_\gamma)$’s, is zero.

The following is the analogue of Remark 1.4 for 2-D cyclic codes.

Theorem 2.17. Let $U$ be a subset of $\Omega$ and let $\bar{U}$ denote $\Omega - U$. Consider the 2-D cyclic code $C_U = \tilde{I}(U) = I(U)/(x^{n_1} - 1, y^{n_2} - 1)$ corresponding to $U$. The dimension of $C_U$ is given by

$$\dim_{\mathbb{F}_q}(C_U) = |\bar{U}|.$$ 

Proof. We know that $I(U)$ is a zero-dimensional radical ideal in $\mathbb{F}_q[x,y]$. Then, by Proposition 2.13, we have

$$|Z_{\mathbb{F}_q}(I(U))| = |Z(\tilde{I}(U))| = \dim_{\mathbb{F}_q}(\mathbb{F}_q[x,y]/I(U)).$$
On the other hand, we have the following standard isomorphism:

$$\mathbb{F}_q[x, y]/I(U) \cong \mathbb{F}_q[x, y]/(x^{n_1} - 1, y^{n_2} - 1)$$

Therefore, the dimension of the code $\tilde{I}(U)$ is given by

$$\dim(\tilde{I}(U)) = \dim_{\mathbb{F}_q}(I(U)/(x^{n_1} - 1, y^{n_2} - 1))$$

$$= \dim_{\mathbb{F}_q}(\mathbb{F}_q[x, y]/(x^{n_1} - 1, y^{n_2} - 1)) - \dim_{\mathbb{F}_q}(\mathbb{F}_q[x, y]/I(U))$$

$$= n_1n_2 - |Z_{\mathbb{F}_q}(I(U))|$$

$$= n_1n_2 - |U|$$

$$= |\bar{U}|$$

Remark 2.18. This theorem also has an alternative, but longer, proof which can be found in [13].

In order to say that this theorem relates the dimension of a 2-D cyclic code to the number of zeros of its dual, we need to determine the zero set for the dual code. This is what we will do in the remaining part of this section.

Consider the following subsets of $\Omega$:

$$U = \bigcup_{\gamma=1}^{r} S_\gamma$$

$$\bar{U} = \bigcup_{\gamma=r+1}^{l} S_\gamma,$$

where

$$S_\gamma = [(a^{t_1}_1, a^{t_2}_2)], \quad \gamma = 1, 2, \ldots, l.$$

Let $C_U$ be the 2-D cyclic code with the ideal representation $\tilde{I}(U) = I(U)/(x^{n_1} - 1, y^{n_2} - 1)$ and consider $C_{\bar{U}}$ with the ideal representation $\tilde{I}(\bar{U}) = I(\bar{U})/(x^{n_1} - 1, y^{n_2} - 1)$. The following shows that the product of the ideals $I(U)$ and $I(\bar{U})$ is
zero mod \((x^{n_1} - 1, y^{n_2} - 1)\).

\[
I(U) \cdot I(\bar{U}) = I(\bigcup_{\gamma=1}^{r} S_{\gamma}) \cdot I(\bigcup_{\gamma=r+1}^{l} S_{\gamma})
\]
\[
= \bigcap_{\gamma=1}^{r} I(S_{\gamma}) \cdot \bigcap_{\gamma=r+1}^{l} I(S_{\gamma})
\]
\[
= \prod_{\gamma=1}^{r} I(S_{\gamma}) \cdot \prod_{\gamma=r+1}^{l} I(S_{\gamma})
\]
\[
= \prod_{\gamma=1}^{l} I(S_{\gamma})
\]
\[
= 0 \mod (x^{n_1} - 1, y^{n_2} - 1).
\]

Note that the last equality comes from Corollary 2.15. Hence for any \(a(x, y) \in I(U)\) and \(b(x, y) \in I(\bar{U})\), we have

\[
a(x, y)b(x, y) = 0 \mod (x^{n_1} - 1, y^{n_2} - 1). \tag{2.8}
\]

Equation (2.8) implies that if we carry out the product mod \((x^{n_1} - 1, y^{n_2} - 1)\) and combine the same terms together, the coefficient of each term must be zero. In particular, the coefficient of the term \(x^d y^e\) must be zero, where \(d\) (resp., \(e\)) is the \(x\)-degree (resp., \(y\)-degree) of \(b(x, y)\). This coefficient is the following:

\[
a_{0,0} b_{d,e} + a_{0,1} b_{d,e-1} + \cdots + a_{0,e} b_{d,0} +
\]
\[
a_{1,0} b_{d-1,e} + a_{1,1} b_{d-1,e-1} + \cdots + a_{1,e} b_{d-1,0} +
\]
\[
\vdots
\]
\[
a_{d,0} b_{0,e} + a_{d,1} b_{0,e-1} + \cdots + a_{d,e} b_{0,0}
\]

Note that we do not have a coefficient \(a_{i,j}\) of \(a(x, y)\) with \(i > d\) or \(j > e\) above since for a term in \(a(x, y)\) with such a coefficient to contribute to the coefficient of \(x^d y^e\) in the product, \(b(x, y)\) would have to have a term with \(x\)-degree higher than \(d\) or \(y\)-degree higher than \(e\).
Define the reciprocal polynomial of $b(x, y)$ as

$$b^*(x, y) = x^d y^e b(x^{-1}, y^{-1})$$

$$= b_{d,e} + b_{d,e-1} y + \cdots + b_{d,0} y^e +$$

$$b_{d-1,e} x + b_{d-1,e-1} x y + \cdots + b_{d-1,0} x y^e +$$

$$\vdots$$

$$b_{0,e} x^d + b_{0,e-1} x^d y + \cdots + b_{0,0} x^d y^e$$

Note that the coefficient of the term $x^d y^e$ in the product $a(x, y) b(x, y) \mod (x^{n_1} - 1, y^{n_2} - 1)$ is the inner product of the matrices corresponding to $a(x, y)$ and $b^*(x, y)$ and this is known to be zero, i.e., $(a_{i,j}) \cdot (b^*_{i,j}) = 0$. Therefore, the following set of polynomials is contained in the dual of $C_U = \tilde{I}(U)$.

$$J = \{b^*(x, y); \ b(x, y) \in I(\bar{U})\}$$

**Lemma 2.19.** Let $\bar{U}^{-1} = \{ (\mu_1^{-1}, \mu_2^{-1}); \ (\mu_1, \mu_2) \in \bar{U} \}$. Then $J = I(\bar{U}^{-1})$.

**Proof.** One inclusion is because if $b(x, y)$ vanishes on $\bar{U}$, then $b^*(x, y)$ vanishes on $\bar{U}^{-1}$. For the other inclusion, let $f(x, y)$ vanish on $\bar{U}^{-1}$. Then $f^*(x, y)$ vanishes on $\bar{U}$ and hence it is in $I(\bar{U})$. But then $(f^*)^*(x, y) = f(x, y)$ is in $J$. $\square$

So, $J = I(\bar{U}^{-1})$ and the corresponding 2-D cyclic code $\tilde{J} = I(\bar{U}^{-1})/(x^{n_1} - 1, y^{n_2} - 1)$ is contained in the dual of $C_U$. However, the dimension of the dual is

$$n_1 n_2 - \dim(C_U) = n_1 n_2 - |\bar{U}| = |\Omega - \bar{U}| = |U| = |U^{-1}| = \dim(\tilde{J}).$$

Therefore, the dual of $C_U$ is $\tilde{J}$. We state this in the following proposition.

**Proposition 2.20.** For the 2-D cyclic code $C_U = \tilde{I}(U) = I(U)/(x^{n_1} - 1, y^{n_2} - 1)$, its dual code is the 2-D cyclic code $C_{\bar{U}^{-1}} = \tilde{I}(\bar{U}^{-1}) = I(\bar{U}^{-1})/(x^{n_1} - 1, y^{n_2} - 1)$, which has the zero set

$$Z(C_U^\perp) = Z(C_{\bar{U}^{-1}}) = \bar{U}^{-1} = \Omega - U^{-1},$$
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where

\[ U^{-1} = \{ (\mu_1^{-1}, \mu_2^{-1}); (\mu_1, \mu_2) \in U \}. \]

**Corollary 2.21.** The dimension of a 2-D cyclic code is equal to the number of zeros of its dual code.

**Proof.** By Theorem 2.17, Proposition 2.20 and the fact that \(|\tilde{U}| = |\tilde{U}^{-1}|\). □

We finish with two more definitions which are going to be used in the next chapter.

**Definition 2.22.** Let \( C_U \) be the 2-D cyclic code of area \( n_1 \times n_2 \) with the zero set \( U \subset \Omega \). Then the nonzero set of \( C_U \) is

\[ NZ(C_U) = \Omega - U = \bar{U}. \]

**Definition 2.23.** If the zero set of a 2-D cyclic code \( C \) is the union of the \( \mathbb{F}_q \)-conjugacy classes \( S_\gamma = \{ (\alpha_{11}^\gamma, \alpha_{22}^\gamma) \} \), where \( \gamma \) is in some index set \( \mathcal{I} \), then the set

\[ \{ (\alpha_{11}^\gamma, \alpha_{22}^\gamma); \gamma \in \mathcal{I} \} \]

is called a basic zero set of \( C \) and denoted \( BZ(C) \). Similarly, one can define a basic nonzero set of \( C \) and denote it by \( BNZ(C) \).

Since the zero set of a 2-D cyclic code uniquely determines the code, so does the nonzero set, a basic zero set and a basic nonzero set. Note, however, that zero and nonzero sets are unique whereas there can be different choices of basic zero and basic nonzero sets. This can simply be achieved by choosing different representatives from the \( \mathbb{F}_q \)-conjugacy classes.

**Remark 2.24.** Let \( (\alpha_{11}^{i_1}, \alpha_{21}^{j_1}) \) and \( (\alpha_{11}^{i_2}, \alpha_{21}^{j_2}) \) be representatives of two distinct classes in a basic set (zero or nonzero) and suppose that \( \alpha_{21}^{j_1} \) and \( \alpha_{21}^{j_2} \) are \( \mathbb{F}_q \)-conjugate. Then, one can find another pair in the class of \( (\alpha_{11}^{i_2}, \alpha_{21}^{j_2}) \) whose second
coordinate is $\alpha_j^i$ and replace $(\alpha_1^i, \alpha_2^j)$ in the basic set with this new pair. This means that we can choose a basic set for our codes in which any two members have second coordinates that are not $\mathbb{F}_q$-conjugate. Note that the second coordinates in the basic set can be equal among some of the members. Also observe that we can easily make the same choice with respect to the first coordinates of pairs in the basic set. In Chapter 3, we will always have this kind of choice on our basic sets and unless otherwise stated, the choice will be with respect to the second coordinates.

**Example 2.25.** Consider the code $C$ from Example 2.7. We found that the zero set was

$$Z(C) = [(1, 1)] \cup [(\alpha_1, \alpha_2)] \cup [(\alpha_1, \alpha_2^2)].$$

Therefore, one can write the following basic zero set for $C$:

$$BZ(C) = \{(1, 1), (\alpha_1, \alpha_2), (\alpha_1, \alpha_2^2)\}.$$  

Note that the second coordinates in the second and the third pairs are $\mathbb{F}_2$-conjugate. This can be avoided by choosing $(\alpha_2^2, \alpha_2)$ to be the representative of the $\mathbb{F}_2$-conjugacy class containing $(\alpha_1, \alpha_2^2)$. Then, the following would be our choice for a basic zero set:

$$\{(1, 1), (\alpha_1, \alpha_2), (\alpha_2^2, \alpha_2)\}.$$  

The dual of $C$ has the zero set $\Omega = Z(C)^{-1}$ by Proposition 2.20. Since $Z(C)^{-1} = Z(C)$, this set is simply the nonzero set of $C$ and it is the union of two $\mathbb{F}_2$-conjugacy classes:

$$Z(C^\perp) = [(1, \alpha_2)] \cup [(\alpha_1, 1)]$$  

Obviously, the following could be a choice for the basic zero set of $C^\perp$, which is also a choice for a basic nonzero set for $C$ by the above observation.

$$BZ(C^\perp) = BNZ(C) = \{(1, \alpha_2), (\alpha_1, 1)\}$$
In this example, it is easy to see that \( g_1(x, y) = (x + 1)(y + 1) \) and \( g_2(x, y) = (x^2 + x + 1)(y^4 + y^3 + y^2 + y + 1) \) are generating polynomials for the ideal corresponding to \( C^\perp \) in the polynomial representation.
Chapter 3. Weights of 2-D Cyclic Codes via Family of Curves

3.1 Trace Representation of 2-D Cyclic Codes

We will give several representations for a 2-D cyclic code starting from the zero set of its dual. Note that this set is the same as the inverse set of the nonzero set of the code itself (cf. Proposition 2.20). Our codes will be “square” codes, i.e., codewords will be square matrices. This section will be the basis for our analysis in the later sections of this chapter.

Unless otherwise stated, we will have the following assumptions in this chapter: $q = p^l$ for some $l \geq 1$, where $p$ is prime, and consider $q^m$ with $m > 1$. Let $\alpha$ be a primitive element of $\mathbb{F}_{q^m}$. Consider the following sets

$$\Omega = \{(\alpha^i, \alpha^j); \ 0 \leq i, j \leq q^m - 2\} = \mathbb{F}_{q^m}^* \times \mathbb{F}_{q^m}^*,$$  \hspace{1cm} (3.1)$$

$$U = [(\alpha^{i_1}, \alpha^{j_1})] \cup [(\alpha^{i_2}, \alpha^{j_2})] \cup \ldots \cup [(\alpha^{i_s}, \alpha^{j_s})],$$  \hspace{1cm} (3.2)$$

where $i_\gamma, j_\gamma$ are in the set $\{0, 1, \ldots, q^m - 2\}$. Note that we adopt the notation of Chapter 2 and hence, $[(\alpha^{i_\gamma}, \alpha^{j_\gamma})]$ is the $\mathbb{F}_q$-conjugacy class containing $(\alpha^{i_\gamma}, \alpha^{j_\gamma})$ for every $\gamma$.

By Proposition 2.12, we know that the zero set determines the 2-D cyclic code uniquely. We also noted in Chapter 2 that the same thing is true for the nonzero set, a basic zero set or a basic nonzero set. We define $C$ to be the 2-D cyclic code of area $(q^m - 1) \times (q^m - 1)$ over $\mathbb{F}_q$ which has the following zero set:

$$Z(C) = \Omega - U^{-1} = \bar{U}^{-1}$$  \hspace{1cm} (3.3)
If $C'$ denotes the dual of $C$, then we have the following easy consequences from Proposition 2.20 and Definition 2.22:

\[
\begin{align*}
NZ(C) &= \Omega - \bar{U}^{-1} = U^{-1} \\
Z(C') &= U \\
NZ(C') &= \Omega - U = \bar{U}
\end{align*}
\]  

(3.4)

We also have the polynomial representation for these two codes, as ideals in $\mathbb{F}_q[x, y]/(x^{q^m-1} - 1, y^{q^m-1} - 1)$, and the corresponding notations which were also introduced in Chapter 2.

\[
C' = C_U = \tilde{I}(U) = I(U)/(x^{q^m-1} - 1, y^{q^m-1} - 1),
\]

\[
C = C_{\bar{U}^{-1}} = \tilde{I}(\bar{U}^{-1}) = I(\bar{U}^{-1})/(x^{q^m-1} - 1, y^{q^m-1} - 1).
\]

For simplicity, we will denote $C$ and $C'$ as $I$ and $I'$, respectively, in the polynomial representation. Our analysis will be on the weights of $C$. The method we employ will be that of Section 1.4, which is based on Delsarte’s Theorem and Hilbert’s Theorem 90.

Let $D'$ be the 2-D cyclic code of area $(q^m - 1) \times (q^m - 1)$ defined over $\mathbb{F}_{q^m}$ by the zero set

\[
Z(D') = \{(\alpha^{i_1}, \alpha^{j_1}), (\alpha^{i_2}, \alpha^{j_2}), \ldots, (\alpha^{i_s}, \alpha^{j_s})\}.
\]  

(3.5)

It is worth noting that there is a unique basic zero set for $D'$ and it is equal to the above zero set. This is because each pair in $Z(D')$ has a singleton $\mathbb{F}_{q^m}$-conjugacy class that consists only of that pair. Let $D$ be the dual of $D'$ and denote these codes as $J$ and $J'$, respectively, in the polynomial representation.

**Lemma 3.1.** The restriction of $D'$ to $\mathbb{F}_q$ is $C'$.  
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Proof. We need to show that $J' \cap \mathbb{F}_q[x,y]/(x^{q^m-1} - 1, y^{q^m-1} - 1) = I'$ in the polynomial representation. If $f(x, y)$ is in the intersection, then it vanishes on $Z(D')$ of (3.5) and since it has coefficients in $\mathbb{F}_q$, it vanishes on $U = Z(C')$. Therefore, $f(x, y)$ is in $I'$. The opposite inclusion is also easy since polynomials in $I'$ have coefficients in $\mathbb{F}_q$ and they vanish on $U \supset Z(D')$. □

Since $D'$ restricts to $C'$ over $\mathbb{F}_q$, we get the following familiar diagram from Delsarte’s Theorem:

$$
\begin{array}{ccc}
C' & \xrightarrow{\text{Res}} & D' \\
\downarrow & & \downarrow \\
C & \xrightarrow{\text{tr}} & D
\end{array}
$$

(3.6)

Note that $\text{tr}$ is defined by applying the trace map from $\mathbb{F}_{q^m}$ to $\mathbb{F}_q$ on each of the entries in the codewords (matrices) of $D$.

If $a(x, y)$ is an arbitrary codeword (in the polynomial representation) in $J'$, then it vanishes on the elements of $Z(D')$. Hence we have

$$a(\alpha^i, \alpha^j) = \sum_{i,j=0}^{q^m-2} a_{i,j}(\alpha^i)^i(\alpha^j)^j = 0, \quad \forall \gamma = 1, 2, \ldots, s; \forall a(x, y) \in J'. \quad (3.7)$$

When the $s$ equations in (3.7) are translated to the matrix notation, we get

$$
\begin{pmatrix}
  a_{0,0} & \cdots & a_{0,q^m-2} \\
  a_{1,0} & \cdots & a_{1,q^m-2} \\
  \vdots & \ddots & \vdots \\
  a_{q^m-2,0} & \cdots & a_{q^m-2,q^m-2}
\end{pmatrix}
\begin{pmatrix}
  (\alpha^\gamma)^0(\alpha^\gamma)^0 & \cdots & (\alpha^\gamma)^0(\alpha^\gamma)^{q^m-2} \\
  (\alpha^\gamma)^1(\alpha^\gamma)^0 & \cdots & (\alpha^\gamma)^1(\alpha^\gamma)^{q^m-2} \\
  \vdots & \ddots & \vdots \\
  (\alpha^\gamma)^{q^m-2}(\alpha^\gamma)^0 & \cdots & (\alpha^\gamma)^{q^m-2}(\alpha^\gamma)^{q^m-2}
\end{pmatrix} = 0
$$

for every $\gamma \in \{1, 2, \ldots, s\}$ and for every $(a_{i,j})$ in $D'$, which are the corresponding coefficient matrices (codewords) of polynomials in $J'$. Therefore, if we define $v_{\gamma}$ for
every γ = 1, 2, . . . , s as the $(q^m - 1) \times (q^m - 1)$ matrix

$$v_\gamma = \begin{pmatrix}
(\alpha^1)\gamma^0(\alpha^j)\gamma^0 & \ldots & (\alpha^s)\gamma^0(\alpha^j)\gamma^0

(\alpha^1)\gamma^1(\alpha^j)\gamma^0 & \ldots & (\alpha^s)\gamma^1(\alpha^j)\gamma^0

\vdots & \ddots & \vdots

(\alpha^1)^{q^m-2}(\alpha^j)\gamma^0 & \ldots & (\alpha^s)^{q^m-2}(\alpha^j)\gamma^0
\end{pmatrix}, \quad (3.8)$$

then $\{v_1, v_2, \ldots, v_s\}$ is contained in $D$, which is the dual of $D'$. Observe that the

$\mathbb{F}_{q^m}$-dimension of $D$ is $s$, by Corollary 2.21 and (3.5).

Since $\alpha$ is a primitive element in $\mathbb{F}_{q^m}$, we can list all the elements of the multi-

plicative group $\mathbb{F}_{q^m}^*$, which will also be denoted by $A$, as follows:

$$A = \mathbb{F}_{q^m}^* = \{\alpha^0, \alpha^1, \alpha^2, \ldots, \alpha^{q^m-2}\}. \quad (3.9)$$

Therefore, one can represent the first row of $v_\gamma$ as $(x^\gamma)_x \in A$, the second row as

$(\alpha^i x^\gamma)_x \in A$, and do this for all the remaining rows of $v_\gamma$. For the meaning of the

above notations of rows, we refer to (1.10) in Section 1.4. If we put the above

representations of each row in $v_\gamma$ together, we get the following representation for

$v_\gamma$:

$$v_\gamma = \begin{pmatrix}
x^\gamma

\alpha^i x^\gamma

\vdots

(\alpha^i)^{q^m-2} x^\gamma
\end{pmatrix}_{x \in A}, \quad \gamma = 1, 2, \ldots, s \quad (3.10)$$

We will call this the horizontal representation. The following will be the short

horizontal representation for these codewords:

$$v_\gamma = ((\alpha^i)^j x^\gamma)_{x \in A, \delta \in \mathcal{I}}, \quad \gamma = 1, 2, \ldots, s \quad (3.11)$$

where $\mathcal{I} = \{0, 1, \ldots, q^m - 2\}$. In other words, $\delta$ indexes the rows, i.e., $\delta = 0$ gives

the first row, $\delta = 1$ gives the second row, and so on.
It is important to note that an analogue of the representations in (3.10) and (3.11) can also be obtained vertically. For this, we look at the columns of $v_\gamma$ in (3.8). The first column is $(x^{\gamma})_{x \in A}$, the second column is $(\alpha^{j_\gamma}x^{\gamma})_{x \in A}$, etc. Hence, the vertical representation can be obtained by putting representations of columns together as

$$v_\gamma = \left( x^{\gamma}, \alpha^{j_\gamma}x^{\gamma}, \ldots, (\alpha^{j_\gamma})^{q^m-2}x^{\gamma} \right)_{x \in A}, \quad \gamma = 1, 2, \ldots, s \quad (3.12)$$

and the short vertical representation is

$$v_\gamma = \left( (\alpha^{j_\gamma})^\delta x^{\gamma} \right)_{x \in A, \delta \in \mathcal{I}}, \quad \gamma = 1, 2, \ldots, s \quad (3.13)$$

Note that $\delta$ indexes the columns of $v_\gamma$ this time.

**Proposition 3.2.** The set \{ $v_1, v_2, \ldots, v_s$ \} is an $\mathbb{F}_{q^m}$-basis for the code $D$.

**Proof.** We saw that these matrices are codewords of $D$ and the $\mathbb{F}_{q^m}$-dimension of $D$ is $s$. So we need to show that this set is $\mathbb{F}_{q^m}$-linearly independent. Suppose there exists $\mu_1, \mu_2, \ldots, \mu_s$ in $\mathbb{F}_{q^m}$ such that

$$\mu_1 v_1 + \mu_2 v_2 + \cdots + \mu_s v_s = \vec{0}. \quad (3.14)$$

Using the horizontal representations for each $v_\gamma$ in (3.10), this means

$$\begin{pmatrix}
\mu_1 x^{j_1} + \mu_2 x^{j_2} + \cdots + \mu_s x^{j_s} \\
\mu_1 \alpha^{j_1} x^{j_1} + \mu_2 \alpha^{j_2} x^{j_2} + \cdots + \mu_s \alpha^{j_s} x^{j_s} \\
\vdots \\
\mu_1 (\alpha^{j_1})^{q^m-2} x^{j_1} + \mu_2 (\alpha^{j_2})^{q^m-2} x^{j_2} + \cdots + \mu_s (\alpha^{j_s})^{q^m-2} x^{j_s}
\end{pmatrix}_{x \in A} = \vec{0}. \quad (3.15)$$

Suppose that the $j_\gamma$'s are all distinct. Then the first row in (3.15) gives

$$\mu_1 x^{j_1} + \mu_2 x^{j_2} + \cdots + \mu_s x^{j_s} = 0, \quad \forall x \in A = \mathbb{F}_{q^m}^*.$$
This polynomial expression has distinct exponents and its degree is \( \max\{j_1, \ldots, j_s\} \). This degree is strictly less than \( q^m - 1 \), by (3.1). Therefore the polynomial can vanish on all of \( \mathbb{F}_{q^m}^* \) if and only if it is zero, i.e., all the coefficients are zero. This would imply the linear independence of our set.

Now suppose some of the \( j_\gamma \)'s are equal. Let’s assume, without loss of generality, \( j_1 = j_2 = \cdots = j_c \) for some \( c \leq s \). There might be other groups of \( j_\gamma \)'s that are equal to each other, but the following argument can easily be applied to handle them, too. Since the polynomial expressions in each row in (3.15) are of degree strictly less than \( q^m - 1 \), the only way they can vanish on \( \mathbb{F}_{q^m}^* \) is if the coefficients of the terms are zero. We list the coefficients of the term of degree \( j_1 \) in each row:

\[
\mu_1 + \mu_2 + \cdots + \mu_c = 0
\]

\[
\mu_1 \alpha^{i_1} + \mu_2 \alpha^{i_2} + \cdots + \mu_c \alpha^{i_c} = 0
\]

\[
\vdots
\]

\[
\mu_1 (\alpha^{i_1})^{q^m - 2} + \mu_2 (\alpha^{i_2})^{q^m - 2} + \cdots + \mu_c (\alpha^{i_c})^{q^m - 2} = 0
\]

Since \( \alpha \) is primitive in \( \mathbb{F}_{q^m} \), the equalities in (3.16) are equivalent to

\[
\mu_1 x^{i_1} + \mu_2 x^{i_2} + \cdots + \mu_c x^{i_c} = 0, \ \forall x \in \mathbb{F}_{q^m}^*.
\]

(3.17)

Note that the exponents in (3.17) are all distinct. Otherwise, we would have had \((\alpha^{i_1}, \alpha^{i_2}) = (\alpha^{i_1'}, \alpha^{i_2'})\) for some \( \gamma \neq \gamma' \) with \( \gamma, \gamma' \leq c \). This would contradict the fact that these two pairs are representatives of distinct \( \mathbb{F}_q \)-conjugacy classes in (3.2).

By the above observation on \( i_1, \ldots, i_c \), (3.17) holds if and only if \( \mu_1 = \cdots = \mu_c = 0 \) again due to the degree of the polynomial expression we have. This finishes the proof. \( \Box \)

**Theorem 3.3.** *With the notations and definitions so far, we have the following representations for the code \( D \) over \( \mathbb{F}_{q^m} \) and the code \( C \) over \( \mathbb{F}_q \), where \( \lambda_\gamma \) runs*
through $\mathbb{F}_{q^m}$ for every $\gamma = 1, 2, \ldots, s$:

$$\begin{align*}
D & = \left\{ \sum_{\gamma=1}^{s} \lambda_{\gamma} v_{\gamma} \right\} \\
& = \left\{ \begin{array}{c}
\lambda_1 x_1^{i_1} + \cdots + \lambda_s x_1^{i_s} \\
\lambda_1 \alpha_1^{i_1} x_1^{j_1} + \cdots + \lambda_s \alpha_1^{i_s} x_1^{j_s} \\
\vdots \\
\lambda_1 (\alpha_1^{i_1})^{q^m-2} x_1^{j_1} + \cdots + \lambda_s (\alpha_1^{i_s})^{q^m-2} x_1^{j_s} \\
\end{array} \right\} x \in A \\
& = \left\{ \begin{array}{c}
\lambda_1 (\alpha_1^{i_1})^\delta x_1^{j_1} + \cdots + \lambda_s (\alpha_1^{i_s})^\delta x_1^{j_s} \\
\end{array} \right\} x \in A, \delta \in I \\
& = \left\{ \begin{array}{c}
\lambda_1 x_1^{i_1} + \cdots + \lambda_s x_1^{i_s}, \lambda_1 \alpha_1^{j_1} x_1^{i_1} + \cdots + \lambda_s \alpha_1^{j_s} x_1^{i_s}, \ldots \\
\end{array} \right\} x \in A \\
& = \left\{ \begin{array}{c}
\lambda_1 (\alpha_1^{i_1})^\delta x_1^{j_1} + \lambda_2 (\alpha_2^{j_2})^\delta x_1^{j_2} + \cdots + \lambda_s (\alpha_s^{j_s})^\delta x_1^{j_s} \\
\end{array} \right\} x \in A, \delta \in I \\
\end{align*}$$

(3.18)

$$\begin{align*}
C & = \left\{ \sum_{\gamma=1}^{s} \text{tr}(\lambda_{\gamma} v_{\gamma}) \right\} \\
& = \left\{ \begin{array}{c}
\text{tr}(\lambda_1 x_1^{i_1} + \cdots + \lambda_s x_1^{i_s}) \\
\text{tr}(\lambda_1 \alpha_1^{i_1} x_1^{j_1} + \cdots + \lambda_s \alpha_1^{i_s} x_1^{j_s}) \\
\vdots \\
\text{tr}(\lambda_1 (\alpha_1^{i_1})^{q^m-2} x_1^{j_1} + \cdots + \lambda_s (\alpha_1^{i_s})^{q^m-2} x_1^{j_s}) \\
\end{array} \right\} x \in A \\
& = \left\{ \begin{array}{c}
\text{tr}(\lambda_1 (\alpha_1^{i_1})^\delta x_1^{j_1} + \cdots + \lambda_s (\alpha_1^{i_s})^\delta x_1^{j_s}) \\
\end{array} \right\} x \in A, \delta \in I \\
& = \left\{ \begin{array}{c}
\text{tr}(\lambda_1 x_1^{i_1} + \cdots + \lambda_s x_1^{i_s}), \text{tr}(\lambda_1 \alpha_1^{j_1} x_1^{i_1} + \cdots + \lambda_s \alpha_1^{j_s} x_1^{i_s}), \ldots \\
\end{array} \right\} x \in A \\
& = \left\{ \begin{array}{c}
\text{tr}(\lambda_1 (\alpha_1^{i_1})^\delta x_1^{j_1} + \lambda_2 (\alpha_2^{j_2})^\delta x_1^{j_2} + \cdots + \lambda_s (\alpha_s^{j_s})^\delta x_1^{j_s}) \\
\end{array} \right\} x \in A, \delta \in I \\
\end{align*}$$

(3.19)

Proof. This is a direct consequence of Proposition 3.2 combined with the fact that $C = \text{tr}(D)$ and the notations introduced in (3.10), (3.11), (3.12) and (3.13). □

Note that the order of representations, after the first one, in (3.18) and (3.19) is horizontal, short horizontal, vertical and short vertical. Recall that our goal is to
investigate weights of \( C \). We finish this section by stating the first remark on the weights of two different codes. This is an easy observation provided by two different ways of looking at codewords: horizontally and vertically. We will continue more detailed discussion of weights in the following sections.

**Corollary 3.4.** Consider the code \( C \) of area \((q^m - 1) \times (q^m - 1)\) over \( \mathbb{F}_q \) whose dual has as a basic zero set

\[
BZ(C^\perp) = \{(\alpha^{i_1}, \alpha^{j_1}), (\alpha^{i_2}, \alpha^{j_2}), \ldots, (\alpha^{i_s}, \alpha^{j_s})\}.
\]

Let \( \tilde{C} \) be the code of same area over \( \mathbb{F}_q \) for which the dual has as a basic zero set

\[
BZ(\tilde{C}^\perp) = \{(\alpha^{j_1}, \alpha^{i_1}), (\alpha^{j_2}, \alpha^{i_2}), \ldots, (\alpha^{j_s}, \alpha^{i_s})\}.
\]

Then the weight enumerators of \( C \) and \( \tilde{C} \) are the same.

**Proof.** Consider the horizontal representation of the codeword \( c \) in \( C \) determined by the \( s \)-tuple \((\mu_1, \mu_2, \ldots, \mu_s)\) in \( \mathbb{F}_{q^m}^s \) and the vertical representation of the codeword \( \tilde{c} \) in \( \tilde{C} \) which is also determined by the same \( s \)-tuple. Rows in \( c \) are identical to columns in \( \tilde{c} \) and hence these codewords have the same weight. \( \square \)

**Remark 3.5.** By this observation, we need to keep the following in mind for the rest of the chapter: Any statement made on the weights of a certain 2-D cyclic code \( C \) remains true for another 2-D cyclic code \( \tilde{C} \) whose defining set is obtained from \( C \)'s by switching \( x \) and \( y \) coordinates.

### 3.2 General Lower Bound on the Minimum Distance

Note that we didn’t need any assumption on the set \( U \) of (3.2) in order to get the representations for the codes \( C \) and \( D \) in Theorem 3.3. In this section, with convenient assumptions on \( U \), we will state a lower bound for the minimum distance
of $C$. Recall that one assumption we always make is that of Remark 2.23, which is easy to achieve as we observed in that remark.

Consider the code $C$ in the horizontal representation in (3.19). If $c \in C$ is a nonzero codeword corresponding to the $s$-tuple $(\mu_1, \mu_2, \ldots, \mu_s) \in \mathbb{F}_{q^m}^s$, then the weight of any of its rows is given by Hilbert’s Theorem 90, as was the case in Section 1.4, and it is

$$q^m - 1 - \frac{1}{q}(\#_{\mathbb{F}_{q^m}}(y^q - y = f(x)) - q) = q^m - \frac{\#_{\mathbb{F}_{q^m}}(y^q - y = f(x))}{q},$$  \hspace{1cm} (3.20)

where $f(x)$ is what is in the trace function corresponding to this row. In particular, for the $(r+1)^{st}$ row for any $r \in \{0, 1, \ldots, q^m - 2\}$, we have

$$f(x) = \mu_1(\alpha_1^x)^r x^{j_1} + \cdots + \mu_s(\alpha_s^x)^r x^{j_s}.$$  

In other words, the weight of a codeword in $C$ is determined by the number of affine $\mathbb{F}_{q^m}$-rational points on $q^m - 1$ curves in the form $y^q - y = f(x)$, where $f(x)$ is determined by the particular row. Therefore, the whole weight enumerator of $C$ is related to the following family from Section 1.4:

$$\mathcal{F} = \{ y^q - y = \lambda_1 x^{j_1} + \lambda_2 x^{j_2} + \cdots + \lambda_s x^{j_s}; \; \lambda_j \in \mathbb{F}_{q^m} \}.$$  

**Proposition 3.6.** Let $C$ be the 2-D cyclic code of area $(q^m - 1) \times (q^m - 1)$ over $\mathbb{F}_q$ whose dual has as a basic zero set $BZ(C^\perp) = \{ (\alpha_1^{i_1}, \alpha_1^{j_1}), (\alpha_2^{i_2}, \alpha_2^{j_2}), \ldots, (\alpha_s^{i_s}, \alpha_s^{j_s}) \}$.

Assume that the $q$-cycloctomic coset mod $q^m - 1$ of each $j_\gamma$ has cardinality $m = [\mathbb{F}_{q^m} : \mathbb{F}_q]$. Then we have

(i) The mapping $\text{tr}$ of the diagram (3.6) is an $\mathbb{F}_q$-vector space isomorphism.

(ii) Let $v$ be a codeword in $C$ and $v' \in D$ be the unique codeword with $\text{tr}(v') = v$.

Then, a row in $v$ is identically zero if and only if the same row in $v'$ is identically zero.
Proof. (i) The fact that \( tr \) is surjective is known from Delsarte’s Theorem. \( \mathbb{F}_q \)-linearity of the ordinary trace map implies the \( \mathbb{F}_q \)-linearity of the mapping \( tr \). The cardinality of the \( \mathbb{F}_q \)-conjugacy class for each element in \( BZ(C^\perp) \) is \( m \) by the assumption made in the statement. Therefore, by Corollary 2.21, the \( \mathbb{F}_q \)-dimension of \( C \) is \( sm \). The \( \mathbb{F}_q^m \)-dimension of \( D \) is \( s \) and hence over \( \mathbb{F}_q \), it is \( sm \) dimensional, too. Therefore, \( tr \) is injective. Combined with the above observations, this shows that \( tr \) is an \( \mathbb{F}_q \)-vector space isomorphism between the codes \( D \) and \( C \) of the diagram (3.6).

(ii) Recall that the weight of a row in \( v \) is given by the formula (3.20). Since the \( q \)-cyclotomic coset mod \( q^m - 1 \) containing each \( j_\gamma \) has cardinality \( m \) and we choose \( j_\gamma \)'s to be not \( \mathbb{F}_q \)-conjugate (cf. Remark 2.24), we can use Theorem 1.26. Note that since some of the \( j_\gamma \)'s may be the same, we can’t conclude that the curve in the formula (3.20) has \( q^{m+1} \) rational points if and only if every \( \lambda_\gamma = 0 \). However, we can say that there are \( q^{m+1} \) affine \( \mathbb{F}_q^m \)-rational points on \( y^n - y = f(x) \) if and only if \( f(x) \equiv 0 \) on \( \mathbb{F}_q^m \), which is enough for our statement to be true. □

The hypothesis of Proposition 3.6 gives us a bit of control on the behavior of the \( tr \) map. Namely, a nonzero row in \( v' \in D \) will not be mapped to a zero row under \( tr \). In order to say something effective about the minimum distance of \( C \), we need to know the maximum possible number of zero rows in a codeword of \( C \), which is equivalent to the same question about \( D \). However, a quick look at the representations of Theorem 3.3 makes it clear that answering this question in the generality of Proposition 3.6 is fairly difficult due to the complexity of the system of equations one has to deal with. One additional assumption will avoid any of these zero row considerations and provide us a minimum distance bound. This is what we do in the next theorem.
**Theorem 3.7.** Let $C$ be the 2-D cyclic code of area $(q^m - 1) \times (q^m - 1)$ over $\mathbb{F}_q$ whose dual has as a basic zero set

$$BZ(C^\perp) = \{ (\alpha^{i_1}, \alpha^{j_1}), (\alpha^{i_2}, \alpha^{j_2}), \ldots , (\alpha^{i_s}, \alpha^{j_s}) \}.$$ 

Assume that the $j_{\gamma}$’s are distinct and the $q$-cyclotomic coset mod $q^m - 1$ containing each $j_{\gamma}$ has cardinality $m = [\mathbb{F}_{q^m} : \mathbb{F}_q]$. Then

(i) $\dim_{\mathbb{F}_q}(C) = sm$.

(ii) If $d$ denotes the minimum distance of $C$, we have

$$d \geq (q^m - 1) (q^m - \frac{N}{q}),$$

where $N$ is in the set $\{ q, 2q, \ldots , (q^m - 1)q \}$ and it is the tightest upper bound that applies to the number of affine $\mathbb{F}_{q^m}$-rational points of all the curves in the family $\mathcal{F} = \{ y^q - y = \lambda_1 x^{i_1} + \lambda_2 x^{j_2} + \cdots + \lambda_s x^{j_s}; \lambda_{\gamma} \in \mathbb{F}_{q^m} \}$.

**Proof.** (i) The $\mathbb{F}_q$-conjugacy class of each $(\alpha^{i_\gamma}, \alpha^{j_\gamma})$ has cardinality $m$ by the assumption on $j_{\gamma}$’s. The result follows from Corollary 2.21.

(ii) We adopt the notation of Proposition 3.6. Note that the hypotheses of this proposition are satisfied. Hence, if $v \in C$ is a nonzero codeword, then it is the image under $\text{tr}$ of a unique codeword $v'$ in $D$, where both codewords are determined by a nontrivial $s$-tuple $(\lambda_1, \ldots , \lambda_s)$. Furthermore, a row in $v$ is identically zero if and only if the same row in $v'$ is identically zero. The rows of $v'$ are in the form

$$\left( \lambda_1 (\alpha^{i_1})^\delta x^{j_1} + \cdots + \lambda_s (\alpha^{i_s})^\delta x^{j_s} \right)_{x \in \mathbb{F}_{q^m}^*}, \delta = 0, 1, \ldots , q^m - 2.$$ 

Since the $j_{\gamma}$’s are all distinct, the polynomial expression of degree $j_s < q^m - 1$ (see (3.1)) can be identically zero on $\mathbb{F}_{q^m}^*$ if and only if every $\lambda_{\gamma} = 0$. Therefore, a nontrivial codeword in $D$, and hence in $C$, will not have an identically zero row under our hypothesis.
We know that the number of \( \mathbb{F}_{q^m} \)-rational points on any member of \( \mathcal{F} \) is divisible by \( q \) and can’t be \( q^{m+1} \) by our hypothesis (cf. Theorem 1.26). What we want to understand is the lowest possible weight in a row of \( v \). This is equivalent to asking what is the maximum number of affine \( \mathbb{F}_{q^m} \)-rational points that a nontrivial member of the family \( \mathcal{F} = \{ y^g - y = \lambda_1 x^{j_1} + \lambda_2 x^{j_2} + \cdots + \lambda_s x^{j_s}; \lambda_j \in \mathbb{F}_{q^m} \} \) can have. Let \( N \) be this number, which has to be a member of the set \( \{ q, 2q, \ldots, (q^m - 1)q \} \) by the above explanation. Then, the minimal possible weight in a row of \( v \) is, by (3.20), \( q^m - \frac{N}{q} \). Repeating this minimal weight in each row gives the lowest possible weight that can occur in \( C \). □

There are couple of things that need to be addressed about this theorem. The main difficulty is the determination of the number \( N \) if the family we are dealing with is as general as it is in Theorem 3.7. If we attempt to use the Hasse-Weil-Serre (H-W-S) bound in place of \( N \), then we need to be careful since the genus varies among the members of the family. To guarantee that the bound applies to all the curves in \( \mathcal{F} \), we should compute the H-W-S bound that corresponds to the highest genus in \( \mathcal{F} \). However, the genus computation for the members and the determination of the highest genus in the family might also be troublesome (see the end of Section 1.3 for possible difficulties). The following corollary is an example of a case when we are able to overcome these difficulties.

**Corollary 3.8.** Let \( C \) be the 2-D cyclic code of area \((q^m - 1) \times (q^m - 1)\) over \( \mathbb{F}_q \) whose dual has as a basic zero set

\[
BZ(C^\perp) = \{ (\alpha^{i_1}, \alpha^{j_1}), (\alpha^{i_2}, \alpha^{j_2}), \ldots, (\alpha^{i_s}, \alpha^{j_s}) \}.
\]

Assume that the \( q \)-cyclotomic coset containing each \( j_\gamma \) has cardinality \( m = [\mathbb{F}_{q^m} : \mathbb{F}_q] \). For every \( \gamma = 1, 2, \ldots, s \), write \( j_\gamma \) as \( j_\gamma = r_\gamma p^m \), where \( p \) doesn’t divide \( r_\gamma \). Suppose the \( r_\gamma \)’s are all distinct and let \( r = \max\{r_1, r_2, \ldots, r_s\} \). Then
(i) \( \dim_{\mathbb{F}_q}(C) = sm \).

(ii) If \( d \) denotes the minimum distance of \( C \), we have

\[
d \geq (q^m - 1)(q^m - \frac{N}{q}),
\]

where \( N \) is the maximum of the set \( \{ q, 2q, \ldots , (q^m - 1)q \} \) that is less than or equal to

\[
q^m + \frac{(q - 1)(r - 1)}{2}[2\sqrt{q^m}].
\]

**Proof.** (i) As in Theorem 3.7.

(ii) Note that we require the \( r_{\gamma} \)'s to be distinct, which guarantees that the \( j_{\gamma} \)'s will be distinct. Therefore, everything follows as it did in Theorem 3.7 and we only need to show that the number \( N \) is what we assert it is. Note that our family is

\[
\mathcal{F} = \{ y^q - y = \sum_{\gamma} \lambda_{\gamma} x^{r_{\gamma}p^{j_{\gamma}}}; \ \lambda_{\gamma} \in \mathbb{F}_{q^m} \}.
\]

By Proposition 1.22, we know that the curves we are dealing with in this case are all Artin-Schreier and the biggest genus is \( \frac{(q - 1)(r - 1)}{2} \). Therefore, the corresponding H-W-S bound is indeed a universal bound on the family of curves, i.e., it bounds the number of rational points of every curve in the family. □

Note that two things might cause this bound to be ineffective. First of all, the \( N \) we find by the universal H-W-S bound may not be a good estimate for the largest number of \( \mathbb{F}_{q^m} \)-rational points in the family. For instance, if the universal H-W-S bound is greater than or equal to \( q^{m+1} \), then \( N \) will be \( (q^m - 1)q \) and hence the minimal weight we find for each row will be \( q^m - \frac{N}{q} = q^m - (q^m - 1) = 1 \). Therefore, we would conclude \( d \geq q^m - 1 \), which is the number of rows. This is already known since the assumptions we made guarantee that a nonzero codeword in \( C \) doesn’t have a zero row. Therefore, to get more meaningful estimates for \( d \) we should look at examples where the universal H-W-S bound is as small as possible compared to \( q^{m+1} \). Secondly, we repeat the same highest number \( N \) (or the smallest weight
$q^m - \frac{N}{q}$) in each row whereas this is not necessarily the case in reality. This is caused by our inability to use the relations among the coefficients of rows in the representations given in Theorem 3.3. Therefore, the bound has a chance to be reasonable for small genus and small finite field $\mathbb{F}_{q^m}$.

In most of the remaining examples, we find the actual minimum distance using Macaulay2 ([12]). In fact, a short routine we wrote in the program (see the Appendix) can compute the weight enumerator for small extensions $\mathbb{F}_{q^m}$ of $\mathbb{F}_q$ and small number of basic zeros in the set $BZ(C^\perp)$.

**Example 3.9.** Consider $\mathbb{F}_9$ over $\mathbb{F}_3$ and let $\alpha$ be a primitive element in $\mathbb{F}_9$ which satisfies $\alpha^2 + \alpha - 1 = 0$. Let $C$ be the 2-D cyclic code over $\mathbb{F}_3$ of area $8 \times 8$ whose dual has as a basic zero set

$$BZ(C^\perp) = \{(\alpha, \alpha), (\alpha, \alpha^2)\}.$$ 

Note that the cardinality of $Z(C^\perp)$ is 4 and hence $C$ has dimension 4 over $\mathbb{F}_3$. The number $N$ is a multiple of 3 that is less than $3 \cdot 9 = 27$ and $r = 2$. The universal H-W-S bound is $9 + [2 \sqrt{9}] = 15$. Hence $N = 15$. Therefore our estimate for the minimum distance of $C$ is $d \geq 8 \cdot 4 = 32$. The actual minimum distance is 42. For this example, we don’t need Macaulay2 to obtain the actual minimum distance. We will compute the complete weight enumerator in Example 3.14.

**Example 3.10.** Consider $\mathbb{F}_8$ over $\mathbb{F}_2$ and let $\alpha$ be a primitive element in $\mathbb{F}_8$ which satisfies $\alpha^3 + \alpha + 1 = 0$. Let $C$ be the 2-D cyclic code over $\mathbb{F}_2$ of area $7 \times 7$ whose dual has as a basic zero set

$$BZ(C^\perp) = \{(\alpha, \alpha), (\alpha^3, \alpha^5)\}.$$ 

The cardinality of $Z(C^\perp)$ is 6 and therefore $C$ has dimension 6 over $\mathbb{F}_2$. $N$ is a multiple of 2 that is less than $2 \cdot 8 = 16$ and $r = 5$. The universal H-W-S bound is
8 + 2\[2\sqrt{8}\] = 18. Therefore, \(N = 14\) and our estimate for the minimum distance of \(C\) is \(d \geq 7 \cdot 1 = 7\). Observe that this is just the number of rows and what is happening here is exactly what we mentioned in the paragraph that follows Corollary 3.8 and the cause for this poor estimate is the fact that the universal H-W-S bound is too big. However, we can do a little bit better if we just choose a different second representative in \(BZ(C^\perp)\). Namely, replace \((\alpha^3, \alpha^5)\) with \((\alpha^6, \alpha^3)\) and observe that all the hypothesis of Corollary 3.8 are still satisfied. Then \(r = 3\) and the universal H-W-S bound is \(8 + [2\sqrt{8}] = 13\). Since \(N\) has to be a multiple of 2, \(N = 12\). Then our estimate becomes \(d \geq 7 \cdot 2 = 14\). The actual minimum distance of \(C\) is 24.

As seen in these two examples, even with very small codes our estimate is not very effective. However, as the following example will show, if the basic set is nice and we know more about the family of curves in the problem, we can do better.

**Example 3.11.** Consider \(\mathbb{F}_8\) over \(\mathbb{F}_2\) and let \(\alpha\) be a primitive element in \(\mathbb{F}_8\) which satisfies \(\alpha^3 + \alpha + 1 = 0\). Let \(C\) be the 2-D cyclic code over \(\mathbb{F}_2\) of area \(7 \times 7\) whose dual has as a basic zero set

\[
BZ(C^\perp) = \{(\alpha, \alpha), (\alpha^3, \alpha^3)\}.
\]

The cardinality of \(Z(C^\perp)\) is 6 and therefore \(C\) has dimension 6 over \(\mathbb{F}_2\). \(N\) is a multiple of 2 that is less than \(2 \cdot 8 = 16\) and \(r = 3\). The universal H-W-S bound is \(8 + [2\sqrt{8}] = 13\) and hence \(N = 12\). Our estimate on the minimum distance is \(d \geq 7 \cdot 2 = 14\). Note that for an arbitrary codeword in \(D\), where \(D\) is defined as in Section 3.1, we have the following representation (cf. Theorem 3.3):

\[
(x_1(\alpha)^x + x_2(\alpha^3)^{x^3})_{x \in \mathbb{F}_8^*, \delta = 0, 1, \ldots, 6}, \quad \lambda_1, \lambda_2 \in \mathbb{F}_8.
\]
Let $v'$ be the codeword in $D$ which is obtained by the coefficients $(\mu_1, \mu_2) \neq (0, 0)$ in $(\mathbb{F}_8)^2$. For every $\delta$, i.e., for every row, if we replace $\alpha^\delta x$ by $x_\delta$, it changes the order of elements in the corresponding row but certainly doesn’t change the set of elements of $\mathbb{F}_8$ that appears in that row. After this modification, we get the matrix

$$M = \left( \mu_1 x_\delta + \mu_2 x_\delta^3 \right)_{x_\delta \in \mathbb{F}_8^*, \delta=0,1,...,6}.$$

If $v = \text{tr}(v')$ is the codeword obtained from $v' \in D$, then its weight is the same as the weight of $\text{tr}(M)$, by the above observation. The curves corresponding to the rows of $\text{tr}(M)$ are the same and given by the equation $Y^2 + Y = \mu_1 X + \mu_2 X^3$. Using Table 1 and Proposition 1.16 of Chapter 1, we see that there is a choice of $(\mu_1, \mu_2)$ for which $N = 12$ affine $\mathbb{F}_8$-rational points is achieved. Therefore, for such a choice of $(\mu_1, \mu_2)$ we get a codeword in $C$ of weight 14. Since we already showed $d \geq 14$ by our general bound, $d = 14$.

**Remark 3.12.** Two things make it possible to find the exact minimum distance in Example 3.11. The first is the knowledge that $N$ of Corollary 3.8 is exactly the maximum rational points that appear in the corresponding family of curves. The second is the convenience of the basic set which guarantees the existence of a codeword for which the same lowest possible weight is repeated in every row. Therefore, we can get the minimum distance of similar binary 2-D cyclic codes where $\alpha$ is a primitive element of the extension $\mathbb{F}_{2^n}$ that is dealt with in the problem. The importance of the basic set is justified if we look at the binary code of same area whose dual has as a basic zero set $\{(\alpha, \alpha), (\alpha, \alpha^3)\}$, instead. Note that the family of curves we deal with is the same and we will have a good bound, $N = 12$, for the family again. Our estimate is $d \geq 14$ but the actual minimum distance of this code is 24.
3.3 Special Classes of 2-D Cyclic Codes

Our goal in this section is to investigate special classes of codes which are not covered by Theorem 3.7. In order to stay out of the scope of Theorem 3.7, we will allow some (or all) of the second coordinates of pairs in the basic set to be the same. Therefore we will no longer have the comfort of knowing that a nonzero codeword can’t have an identically zero row.

We start with codes with two basic nonzeros. This will be followed by considerations of certain cases of three and four basic nonzeros.

**Theorem 3.13.** Let $C$ be the code over $\mathbb{F}_q$ of area $(q^m - 1) \times (q^m - 1)$ whose dual has as a basic zero set

$$BZ(C^\perp) = \{(\alpha^{i_1}, \alpha), (\alpha^{i_2}, \alpha)\}.$$ 

Then we have

(i) $\dim(C) = 2m$.

(ii) If $\theta$ denotes the order of $\alpha^{i_2-i_1}$ in the multiplicative group $\mathbb{F}_{q^m}^*$, then the weights and their frequencies for $C$ are given in the following table:

<table>
<thead>
<tr>
<th>weight</th>
<th>frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(q^m - 1 - q^{m-1}) (q^m - q^{m-1})$</td>
<td>$\theta \cdot (q^m - 1)$</td>
</tr>
<tr>
<td>$(q^m - 1)(q^m - q^{m-1})$</td>
<td>$q^{2m} - \theta \cdot (q^m - 1) - 1$</td>
</tr>
</tbody>
</table>

*Proof.* (i) $\alpha$ is primitive in $\mathbb{F}_{q^m}$ and hence its degree over $\mathbb{F}_q$ is $m$. Therefore, the cardinality of the $\mathbb{F}_q$-conjugacy classes for both pairs in $BZ(C^\perp)$ is $m$.

(ii) We know that $C = \text{tr}(D)$ and $\text{tr}$ is injective (cf. Proposition 3.6). Therefore, for a nonzero codeword $v$ in $C$, there exists a unique codeword $v'$ in $D$ such that $v = \text{tr}(v')$ and a row in $v$ is zero if and only if the same row in $v'$ is zero, again by
Proposition 3.6. In fact, by Theorem 3.3, we have the following short horizontal representations for these codewords:

\[ v' = \left( (\lambda_1 (\alpha_x^i)^\delta + \lambda_2 (\alpha_x^{i_2})^\delta) x \right)_{x \in A, \delta \in \mathcal{I}} \]

\[ v = \left( \text{tr} \left[ (\lambda_1 (\alpha_x^i)^\delta + \lambda_2 (\alpha_x^{i_2})^\delta) x \right] \right)_{x \in A, \delta \in \mathcal{I}}, \]

where \( \lambda_1, \lambda_2 \) are in \( \mathbb{F}_q^m \). Note that the weight of a row in \( v \) is

\[ q^m - \frac{\# \mathbb{F}_q^m (y^q - y = ( ) x)}{q}, \]

where the empty parenthesis in the formula is the coefficient determined by the row number. Since the curve in the formula is a rational curve, provided that the coefficient mentioned above is nonzero, it has \( q^m \)-affine \( \mathbb{F}_q^m \)-rational points and hence when a row of \( v \) is nonzero, it has weight \( q^m - q^{m-1} \). However, there may be zero rows in \( v \) and these are the same as the zero rows of \( v' \). Observe that \( v' \) can also be written as

\[ v' = \left( (\lambda_1 + \lambda_2 (\alpha_x^{i_2-i_1})^\delta) (\alpha_x^i)^\delta x \right)_{x \in A, \delta \in \mathcal{I}} \]

and a row is zero if and only if \( \lambda_1 + \lambda_2 (\alpha_x^{i_2-i_1})^\delta = 0 \).

If \( \lambda_1 = 0 \) and \( \lambda_2 \neq 0 \), then no row in the corresponding codeword \( v' \in D \) is zero. Therefore, \( q^m - 1 \) codewords in \( C \) obtained with such coefficients will have rational curves corresponding to each row, meaning that their weight will be \( (q^m - 1)(q^m - q^{m-1}) \). The same thing happens when \( \lambda_2 = 0 \) and \( \lambda_1 \neq 0 \).

Now assume that both coefficients are nonzero. Let \( \theta \) be the order of \( \alpha_x^{i_2-i_1} \) in \( \mathbb{F}_q^* \). For any nonzero \( \lambda_2 \in \mathbb{F}_q^m \), there exists a unique nonzero \( \lambda_1 \in \mathbb{F}_q^m \) such that \( \lambda_1 + \lambda_2 (\alpha_x^{i_2-i_1})^\delta = 0 \) for one and only one \( \delta \) in the set \( \{0, 1, \ldots, \theta - 1\} \). This means that for each \( \lambda_2 \in \mathbb{F}_q^* \), there exists \( \theta \) choices of \( \lambda_1 \in \mathbb{F}_q^* \) satisfying the equality for some \( \delta \in \{0, 1, \ldots, \theta - 1\} \) (i.e., \( \theta \cdot (q^m - 1) \) pairs \( (\lambda_1, \lambda_2) \in (\mathbb{F}_q^*)^2 \)).
Note that this unique zero row is repeated with period $\theta$ and hence all of these codewords will have total of $\frac{q^m - 1}{\theta}$ zero rows. That means the corresponding codewords in $C$ will have the same number of zero rows and hence their weight will be $(q^m - 1 - \frac{q^m - 1}{\theta}) (q^m - q^{m-1})$. All the remaining $(q^m - 1)^2 - \theta \cdot (q^m - 1)$ choices of $(\lambda_1, \lambda_2)$ in this case lead to words with no zero rows and hence codewords with weight $(q^m - 1)(q^m - q^{m-1})$ in $C$. □

**Example 3.14.** Refer back to the code $C$ of Example 3.9. The weight enumerator of $C$ is the same as that of the 2-D cyclic code $\tilde{C}$, whose dual has as a basic zero set $BZ(\tilde{C}^\perp) = \{(\alpha, \alpha), (\alpha^2, \alpha)\}$ (cf. Corollary 3.4). The order of $\alpha^{2-1} = \alpha$ in $\mathbb{F}_9^*$ is 8 and hence the nonzero weights of $\tilde{C}$ are $7 \cdot 6 = 42$ and $8 \cdot 6 = 48$ with frequencies 64 and 16, respectively. Hence, the minimum distance of $C$ in Example 3.9 is indeed 42.

**Remark 3.15.** Theorem 3.13 produces two-weight codes over any field $\mathbb{F}_q$. These types of codes are interesting for Graph Theorists and Finite Geometers due to their connection with the so-called strongly regular graphs and certain sets in projective spaces (see [4]). We must note that one needs two-weight codes to be projective in order to establish the connection with these subjects. A projective code over $\mathbb{F}_q$ is a code for which the columns of the generator matrix are mutually $\mathbb{F}_q$-linearly independent. This is equivalent to saying that the dual code has minimum distance at least equal to three.

**Example 3.16.** Let $C_1$ be the 2-D cyclic code over $\mathbb{F}_2$ of area $7 \times 7$ whose dual has $\{(\alpha, \alpha), (\alpha^2, \alpha)\}$ as a basic zero set, where $\alpha$ is a primitive element of $\mathbb{F}_8$. Let $C_2$ be the 2-D cyclic code over $\mathbb{F}_2$ of area $15 \times 15$ whose dual has $\{ (\beta, \beta), (\beta^2, \beta) \}$ as a basic zero set, where $\beta$ is a primitive element of $\mathbb{F}_{16}$. Both of these codes are projective by the MacWilliams Identity.
Observe that what made it possible to obtain the weight enumerator in Theorem 3.13 was the second coordinates in the dual’s basic zero set, which produced rational curves in our argument. We now give a minimum distance bound on other codes with two basic nonzeros.

**Proposition 3.17.** Let $C$ be the code over $\mathbb{F}_q$ of area $(q^m - 1) \times (q^m - 1)$ whose dual has as a basic zero set

$$BZ(C^\perp) = \{(\alpha^{i_1}, \alpha^{j_1}), (\alpha^{i_2}, \alpha^{j_2})\}.$$ 

Let $1 \neq j = rp^n$, where $p$ doesn’t divide $r$ and assume that the $q$-cyclotomic coset containing $j$ mod $q^m - 1$ has cardinality $m$. Then

$$d \geq (q^m - 1 - \frac{q^m - 1}{\theta}) (q^m - N),$$

where $d$ is the minimum distance of $C$, $N$ is the maximum of the set $\{q, 2q, \ldots, (q^m - 1)q\}$ which is less than or equal to

$$q^m + \frac{(q - 1)(r - 1)}{2} [2\sqrt{q^m}],$$

and $\theta$ is the order of $\alpha^{i_2-i_1}$ in the multiplicative group $\mathbb{F}_{q^m}^\ast$.

**Proof.** Note that both $C$ over $\mathbb{F}_q$ and $D$ over $\mathbb{F}_{q^m}$ have dimension $2m$ over $\mathbb{F}_q$, where the meanings of $D$ is as in Section 3.1. If $v' \in D$ is the nonzero codeword obtained from $\lambda_1, \lambda_2 \in \mathbb{F}_{q^m}$ and $v = \text{tr}(v') \in C$, then they are of the form

$$v' = \left(\left(\lambda_1(\alpha^{i_1})^\delta + \lambda_2(\alpha^{i_2})^\delta\right)x^j\right)_{x \in A, \delta \in I}$$

$$v = \left(\text{tr}\left[\left(\lambda_1(\alpha^{i_1})^\delta + \lambda_2(\alpha^{i_2})^\delta\right)x^j\right]\right)_{x \in A, \delta \in I}.$$ 

By Proposition 3.6, a row in $v$ is zero if and only if the same row in $v'$ is zero. The maximum number of zero rows in a codeword of $D$ is $\frac{q^m - 1}{\theta}$, following a similar argument to that we had in the proof of Theorem 3.13. For the remaining nonzero
rows, we choose the lowest possible weight. This means, the highest number of $\mathbb{F}_{q^m}$-rational points among the nontrivial members of the family $\mathcal{F} = \{ y^q - y = \lambda x^j; \ \lambda \in \mathbb{F}_{q^m} \}$. By Theorem 1.26, $\mathcal{F}$ doesn’t have a nontrivial curve with $q^{m+1}$ points. The universal H-W-S bound for this family is

$$q^m + \frac{(q - 1)(r - 1)}{2} \lfloor 2\sqrt{q^m} \rfloor.$$  

This is because every nontrivial curve in $\mathcal{F}$ is Artin-Schreier with the genus $g = \frac{(q - 1)(r - 1)}{2}$. Hence the result follows. □

**Example 3.18.** Consider $\mathbb{F}_{16}$ over $\mathbb{F}_2$ and let $\alpha$ be a primitive element in $\mathbb{F}_{16}$ which satisfies $\alpha^4 + \alpha + 1 = 0$. Let $C$ be the 2-D cyclic code over $\mathbb{F}_2$ of area $15 \times 15$ whose dual has as a basic zero set

$$BZ(C^\perp) = \{(\alpha, \alpha^3), (\alpha^6, \alpha^3)\}.$$  

Note that the cardinality of $Z(C^\perp)$ is 8 and hence $C$ has dimension 8 over $\mathbb{F}_2$. The number $N$ is a multiple of 2 that is less than $2 \cdot 16 = 32$ and $r = 3$. The universal H-W-S bound is $16 + [2\sqrt{16}] = 24$. Hence $N = 24$. On the other hand, the order of $\alpha^6 - 1 = \alpha^5$ in $\mathbb{F}_{16}^*$ is 3. Therefore our estimate for the minimum distance of $C$ is $d \geq (15 - 5) \cdot 4 = 40$. The actual minimum distance is 60.

This doesn’t look like a good estimate but compared to examples of Section 3.2, it isn’t terribly bad considering the size of the code $C$ to the sizes of the examples in Section 3.2. In the next example our estimate is as good as it can be.

**Example 3.19.** Consider $\mathbb{F}_9$ over $\mathbb{F}_3$ and let $\alpha$ be a primitive element in $\mathbb{F}_9$ which satisfies $\alpha^2 + \alpha - 1 = 0$. Let $C$ be the 2-D cyclic code over $\mathbb{F}_3$ of area $8 \times 8$ whose dual has as a basic zero set

$$BZ(C^\perp) = \{(\alpha, \alpha^2), (\alpha^5, \alpha^2)\}.$$  
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Note that the cardinality of $Z(C^\perp)$ is 4 and hence $C$ has dimension 4 over $\mathbb{F}_3$. The number $N$ is a multiple of 3 that is less than $3 \cdot 9 = 27$ and $r = 2$. The universal H-W-S bound is $9 + \lfloor 2\sqrt{9} \rfloor = 15$. Hence $N = 15$. The order of $\alpha^{5-1} = \alpha^4$ in $\mathbb{F}_9^*$ is 2. Therefore our estimate for the minimum distance of $C$ is $d \geq (8 - 4) \cdot 4 = 16$. This is the actual minimum distance of $C$.

We now move on to codes with three basic nonzeros. Our choice of a nonzero set will be explained after the following proposition.

**Proposition 3.20.** Let $C$ be the code over $\mathbb{F}_q$ of area $(q^m - 1) \times (q^m - 1)$ whose dual has as a basic zero set

$$BZ(C^\perp) = \{(\alpha^i_1, \alpha^j_1), (\alpha^i_2, \alpha^j_2), (\alpha^i_3, \alpha^j_2)\}.$$

Let $j_\gamma = r_\gamma p^\eta$ ($\gamma = 1, 2$), where $p$ doesn’t divide $r_\gamma$ and suppose that the $q$-cyclotomic coset containing $j_\gamma \mod q^m - 1$ has cardinality $m$. Let $r = \max\{r_1, r_2\}$. If $r_1$ and $r_2$ are distinct, then

$$d \geq (q^m - 1 - \frac{q^m - 1}{\theta})(q^m - \frac{N}{q}),$$

where $d$ is the minimum distance of $C$, $N$ is the maximum of the set \{q, 2q, \ldots, (q^m - 1)q\} which is less than or equal to

$$q^m + \frac{(q - 1)(r - 1)}{2}[2\sqrt{q^m}],$$

and $\theta$ is the order of $\alpha^{i_3 - i_2}$ in the multiplicative group $\mathbb{F}_q^*$.

**Proof.** Both $D$, which is as in Section 3.1, and $C$ have dimension $3m$ over $\mathbb{F}_q$. A nonzero codeword $v$ in $C$ is of the form

$$v = \left(\text{tr}\left[\lambda_1(\alpha^{i_1})^\delta x^{j_1} + (\lambda_2(\alpha^{i_2})^\delta + \lambda_3(\alpha^{i_3})^\delta) x^{j_2}\right]\right)_{x \in A, \delta \in \mathbb{Z}}.$$
and it is the image under \( \text{tr} \) of a unique codeword in \( D \), which is

\[
v' = \left( \lambda_1 (\alpha^{i_1})^\delta x^{j_1} + (\lambda_2 (\alpha^{i_2})^\delta + \lambda_3 (\alpha^{i_3})^\delta) x^{j_2} \right)_{x \in A, \delta \in I'}
\]

where \( \lambda_1, \lambda_2, \lambda_3 \) are in \( \mathbb{F}_{q^m} \). We get a zero row in \( v \) if and only if the same row in \( v' \) is zero. So, we look at the maximum possible number of zero rows in a nonzero codeword of \( D \). If we choose \( \lambda_i \)'s as

\[
\lambda_1 = 0 \quad \text{and} \quad \lambda_2 = -\lambda_3 (\alpha^{i_3-i_2})^\delta,
\]

for some \( \delta \) in \( \{0,1,\ldots,\theta-1\} \), then the row corresponding to this \( \delta \) value will be zero and there will be \( \frac{q^m-1}{\theta} \) total zero rows. It can be shown, as it was done in the proof of Theorem 3.13, that two distinct \( \delta \) values in \( \{0,1,\ldots,\theta-1\} \) can’t yield two zero rows. Therefore, the maximum number of zero rows in a codeword of \( D \), and hence in a codeword of \( C \), is \( \frac{q^m-1}{\theta} \). The fact that the H-W-S bound is a universal bound follows by the assumption that \( r_1 \) and \( r_2 \) are distinct. Therefore, repeating the minimum possible weight in the remaining nonzero rows finishes the proof. \( \square \)

**Remark 3.21.** Note that if we assume all of the second coordinates in the basic set are equal, then we run into difficulty of determining how many times the set of equations of the form

\[
\lambda_1 (\alpha^{i_1})^\delta + \lambda_2 (\alpha^{i_2})^\delta + \lambda_3 (\alpha^{i_3})^\delta = 0, \quad \delta = 0, 1, \ldots, q^m-2
\]

are satisfied for \( (\lambda_1, \lambda_2, \lambda_3) \in \mathbb{F}_{q^m}^3 \).

**Example 3.22.** Consider \( \mathbb{F}_8 \) over \( \mathbb{F}_2 \) and let \( \alpha \) be a primitive element in \( \mathbb{F}_8 \) which satisfies \( \alpha^3 + \alpha + 1 = 0 \). Let \( C \) be the 2-D cyclic code over \( \mathbb{F}_2 \) of area \( 7 \times 7 \) whose dual has as a basic zero set

\[
BZ(C^\perp) = \{ (\alpha, \alpha), (\alpha, \alpha^3), (\alpha^3, \alpha^2) \}.
\]
Note that the cardinality of $Z(C^\perp)$ is 9 and hence $C$ has dimension 9 over $\mathbb{F}_2$. The number $N$ is a multiple of 2 that is less than $2 \cdot 8 = 16$ and $r = 3$. The universal H-W-S bound is $8 + [2\sqrt{8}] = 13$. Hence $N = 12$. The order of $\alpha^{3-1} = \alpha^2$ in $\mathbb{F}_8^*$ is 7. Therefore our estimate for the minimum distance of $C$ is $d \geq (7 - 1) \cdot 2 = 12$. The actual minimum distance of $C$ is 14.

Finally, we look at codes with four basic nonzeros. Due to reasons similar to those of Remark 3.21, we restrict our attention to the case below. Since the proof is very similar to the ones we have given so far, we omit it and just give examples.

**Proposition 3.23.** Let $C$ be the code over $\mathbb{F}_q$ of area $(q^m - 1) \times (q^m - 1)$ whose dual has as a basic zero set

$$BZ(C^\perp) = \{(\alpha^i, \alpha^j), (\alpha^i, \alpha^j), (\alpha^i, \alpha^j), (\alpha^i, \alpha^j)\}.$$  

Let $j_\gamma = r_\gamma p^\eta$ ($\gamma = 1, 2$), where $p$ doesn’t divide $r_\gamma$ and suppose that the $q$-cyclotomic coset containing $j_\gamma$ mod $q^m - 1$ has cardinality $m$. Let $r = \max\{r_1, r_2\}$, $\theta$ be the order of $\alpha^{i_2 - i_1}$ in $\mathbb{F}_q^*$, and assume this is the same as the order of $\alpha^{i_4 - i_3}$.

If $r_1$ and $r_2$ are distinct, then

$$d \geq (q^m - 1 - \frac{q^m - 1}{\theta})(q^m - \frac{N}{q}),$$

where $d$ is the minimum distance of $C$, $N$ is the maximum of the set $\{q, 2q, \ldots, (q^m - 1)q\}$ which is less than or equal to

$$q^m + \frac{(q - 1)(r - 1)}{2}\lfloor 2\sqrt{q^m} \rfloor.$$  

**Example 3.24.** Consider $\mathbb{F}_9$ over $\mathbb{F}_3$ and let $\alpha$ be a primitive element in $\mathbb{F}_9$ which satisfies $\alpha^2 + \alpha - 1 = 0$. Let $C$ be the 2-D cyclic code over $\mathbb{F}_3$ of area $8 \times 8$ whose dual has as a basic zero set

$$BZ(C^\perp) = \{(\alpha, \alpha), (\alpha^2, \alpha), (\alpha, \alpha^2), (\alpha^2, \alpha^2)\}.$$
Note that the cardinality of $Z(C^\perp)$ is 8 and hence $C$ has dimension 8 over $\mathbb{F}_3$. The number $N$ is a multiple of 3 that is less than $3 \cdot 9 = 27$ and $r = 2$. The universal H-W-S bound is $9 + [2\sqrt{5}] = 15$. Hence $N = 15$. The order of $\alpha^{2-1} = \alpha$ in $\mathbb{F}_9^*$ is 8. Therefore our estimate for the minimum distance of $C$ is $d \geq (8 - 1) \cdot 4 = 28$. The actual minimum distance of $C$ is 32.

**Example 3.25.** Consider $\mathbb{F}_{16}$ over $\mathbb{F}_2$ and let $\alpha$ be a primitive element in $\mathbb{F}_{16}$ which satisfies $\alpha^4 + \alpha + 1 = 0$. Let $C$ be the 2-D cyclic code over $\mathbb{F}_2$ of area $15 \times 15$ whose dual has as a basic zero set

$$BZ(C^\perp) = \{(\alpha, \alpha), (\alpha^3, \alpha), (\alpha, \alpha^3), (\alpha^3, \alpha^3)\}.$$ 

Note that the cardinality of $Z(C^\perp)$ is 12 and hence $C$ has dimension 12 over $\mathbb{F}_2$. The number $N$ is a multiple of 2 that is less than $2 \cdot 16 = 32$ and $r = 3$. The universal H-W-S bound is $16 + [2\sqrt{16}] = 24$. Hence $N = 24$. The order of $\alpha^{3-1} = \alpha^2$ in $\mathbb{F}_{16}^*$ is 15. Therefore our estimate for the minimum distance of $C$ is $d \geq (15 - 1) \cdot 4 = 56$.

We now show how one can say more about the minimum distance of this code using an argument similar to that of Example 3.11. Namely, the codewords in $C$ are of the form

$$\left((\text{tr} \left[ (\lambda_1(\alpha)^\delta + \lambda_2(\alpha^3)^\delta)x + (\lambda_3(\alpha)^\delta + \lambda_4(\alpha^3)^\delta)x^{\delta^3} \right] \right)_{\delta=0,1,\ldots,14} \lambda_\gamma \in \mathbb{F}_{16}.$$ 

Consider the codeword $v \in C$ which is obtained by choosing $\lambda_2 = \lambda_3 = 0$ and $(\lambda_1, \lambda_4) \neq (0, 0)$. Following the steps in Example 3.11, we can show that such a codeword has the lowest possible weight of $16 - 12 = 4$ repeated in all 15 rows. This shows the existence of a codeword of weight 60 in $C$ and hence gives us $56 \leq d \leq 60$. On the other hand, by Table 1 of Chapter 1, all possible weights for the rows of a codeword in $C$ are even and hence we conclude $d = 56, 58$ or 60. The actual minimum distance is 60.
Once again, this shows the possible improvements we can make on the general bounds of our results when we look at specific examples.

**Example 3.26.** Consider $F_8$ over $F_2$ and let $\alpha$ be a primitive element in $F_8$ which satisfies $\alpha^3 + \alpha + 1 = 0$. Let $C$ be the 2-D cyclic code over $F_2$ of area $7 \times 7$ whose dual has as a basic zero set

$$BZ(C^\perp) = \{(\alpha, \alpha), (\alpha^3, \alpha), (\alpha, \alpha^3), (\alpha^3, \alpha^3)\}.$$  

Note that the cardinality of $Z(C^\perp)$ is 12 and hence $C$ has dimension 12 over $F_2$. The number $N$ is a multiple of 2 that is less than $2 \cdot 8 = 16$ and $r = 3$. The universal H-W-S bound is $8 + \lfloor 2 \sqrt{8} \rfloor = 13$ and hence $N = 12$. The order of $\alpha^{3-1} = \alpha^2$ in $F_8^*$ is 7. Therefore our estimate on the minimum distance of $C$ is $d \geq (7 - 1) \cdot 2 = 12$. Using the argument in Example 3.25, we can prove the existence of a codeword of weight 14 and we can show that the weights of codewords are even. Therefore, we end up with $d = 12$ or 14. The actual minimum distance is 14.

**Remark 3.27.** Jensen gave a lower bound for the minimum distance of multi-dimensional cyclic codes based on decomposing such a code as the direct sum of concatenated codes (see [17] for details). Using the algorithm of Sabin ([23]), one can show that the code $C$ of Example 3.26 decomposes as $A_1 \square B \oplus A_2 \square B$, where $A_1$ is the binary $[7, 3, 4]$ cyclic code with the generator polynomial $x^4 + x^2 + x + 1$, $A_2$ is the binary $[7, 3, 4]$ cyclic code with the generator polynomial $x^4 + x^3 + x^2 + 1$, and $B$ is the cyclic code over $F_8$ with zeros $1, \alpha, \alpha^2, \alpha^3, \alpha^5$, where $\alpha$ is a primitive element of $F_8$. The minimum distance of $B$ is 6 and the Jensen bound here gives that the minimum distance of $C$ is at least 12, which is the same lower bound as we found in Example 3.26.
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Appendix. Macaulay2 Routine

We present our Macaulay2 routine which can be used for weight computations of 2-D cyclic codes in Proposition 3.23. Obvious modifications can be done to apply it in other cases. We would like to note that the following code takes \( q = p \) for some prime \( p \) and it computes the weights of the codewords corresponding to \((\lambda_1, \lambda_2, \lambda_3, \lambda_4) \in (\mathbb{F}_p^m)^4\), where none of the \( \lambda_i \)'s is zero. Note that \( f(t) \) is a primitive polynomial of degree \( m \) over \( \mathbb{F}_p \). Hence, \( k = \mathbb{F}_p^m \). For the ease of the reader, we give the exact Macaulay2 syntax for this input. For instance, i1: is what is used by Macaulay2 as an input prompt in the first line.

\[
i1: \quad k = GF(ZZ/p[t]/(f(t)))
\]
\[
i2: \quad R = k[x, y]
\]
\[
i3: \quad a = 0;
\]
\[
i4: \quad \text{while } a < p^m - 1 \text{ do (}
\]
\[
\quad \quad \quad b = 0;
\]
\[
\quad \quad \quad \text{while } b < p^m - 1 \text{ do (}
\]
\[
\quad \quad \quad \quad c = 0;
\]
\[
\quad \quad \quad \quad \text{while } c < p^m - 1 \text{ do (}
\]
\[
\quad \quad \quad \quad \quad d = 0;
\]
\[
\quad \quad \quad \quad \quad \text{while } d < p^m - 1 \text{ do (}
\]
\[
\quad \quad \quad \quad \quad \quad \text{weight}=0;
\]
\[
\quad \quad \quad \quad \quad \quad \delta = 0;
\]
\[
\quad \quad \quad \quad \quad \quad \text{while } \delta < p^m - 1 \text{ do (}
\]
\[
\quad \quad \quad \quad \quad \quad \quad I=\text{ideal}(y^p - y - (t^a + i_1 \delta + t^b + i_2 \delta) \cdot x^j_1 + (t^c + i_3 \delta + t^d + i_4 \delta) \cdot x^j_2, x^p - x, y^p - y);
\]
count = \#\text{flatten(entries(basis}(R/I))\};
rowweight = p^m - \text{count}/p;
weight = weight + rowweight;
\delta = \delta + 1);
<< weight;
d = d + 1);
c = c + 1);
b = b + 1);
a = a + 1);
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