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Abstract

Optical holography can produce very realistic virtual images due to its capability to properly convey the depth cues that we use to interpret three-dimensional objects. Computational holography is the use of digital representations plus computational methods to carry out the holographic operations of construction and reconstruction. The large computational requirements of holographic simulations prohibit present-day existence of real-time holographic displays comparable in size to traditional two-dimensional displays.

Fourier-based approaches to calculate the Fresnel diffraction of light provide one of the most efficient algorithms for holographic computations because this permits the use of the fast Fourier transform (FFT). The limitations on sampling imposed by Fourier-based algorithms have been overcome by the development, in this research, of a fast shifted Fresnel transform. This fast shifted Fresnel transform was used to develop a tiling approach to hologram construction and reconstruction, which computes the Fresnel propagation of light between parallel planes having different resolutions. A new method for hologram construction is presented, named partitioned hologram computation, which applies the concepts of the shifted Fresnel transform and tiling.
Chapter 1

Introduction

Optical holography is a very realistic form of visualization. Providing all of the depth cues that the human visual system uses for comprehending three dimensional objects, holograms can produce virtual images that are indistinguishable from real objects [Har96, Fow89]. The strongest visual cue is binocular disparity, which is the result of different perspectives from a three-dimensional scene reaching each eye. Our brain interprets these two perspectives and forms an understanding of the three-dimensional scene. Traditional two-dimensional imaging is capable of conveying many of the depth cues associated with three dimensional space, yet lacks the ability to produce binocular disparity.

Traditional optical holography involves the recording of reflected laser light onto special photographic plates [Fow89]. Computational holography is the use of digital representations and computational methods to carry out holographic operations; modeling the propagation of complex-valued wavefronts through three-dimensional space [LCR02]. The two major steps in holography are the creation of the hologram (the fringe pattern) and the reconstruction (or display) of the hologram. Either of these steps can be carried out computationally, yet the complexity involved is daunting. The amount of information stored in a hologram and the computational effort that goes into its calculation are several orders of magnitude beyond traditional two-dimensional imaging [SHBL92].

Various approaches to computational hologram construction have been researched, of which the most prominent are interference-based [MT00, IS04, HMHG05], Fourier-based [NOY+97, AR03, GMD96], and diffraction-specific [Luc94, Luc96] hologram computation. This research addresses the Fourier-based approach. Fourier-based hologram computation is built around the fast Fourier transform (FFT), which provides efficient computational algorithms. The disadvantages of traditional Fourier techniques are that the sampling rates are fixed and that the sampled points of the hologram and object must both be centered along the axis of propagation [MGF+99, OO05]. One main contribution of this research is the development of fast computational methods to construct and reconstruct holograms with arbitrary sampling rates and with a spatial shift away from the axis of propagation.

This dissertation introduces the concepts of holography in Chapter 2 and covers the mathematical modeling involved in computational holography in Chapter 3. Chapter 4 introduces and derives a new form of the Fresnel diffraction integral that solves a problem with traditional Fourier-based hologram computation by allowing for an arbitrary spatial shift of the wavefront. Two applications of shifted Fresnel diffraction are presented and explored. Chapter 5 introduces the concept of tiling, which allows for propagation of discrete wavefronts between sampled planes having different resolutions. Chapter 6 presents a new technique for hologram construction, referred to as partitioned hologram computation, which applies the concepts of spatially shifted Fresnel diffraction and tiling. An overview of our results and possible future enhancements to this research are presented in Chapter 7.
Chapter 2

Holography Concepts

2.1 Holography: The Ultimate Visualization Tool

2.1.1 Seeing in 3D

Most would agree that holography produces the most realistic form of visualization. The striking realism of a well crafted hologram can be breathtaking. The same physical wavefront of light that we see from a real object can be reproduced by a hologram. Thus viewing a hologram is no different than viewing the actual object which it represents. In the comprehension of a three-dimensional (3D) scene, the human visual system relies on many depth cues, all of which can be reproduced by holography. To better understand the mechanisms behind this realism, the following presents some specific methods through which one may comprehend 3D space. For a more in-depth discussion of these topics, the interested reader may see [Luc94, How95, DD90, Boo01].

The Monocular cues can all be seen with one eye, and can be produced with simple two-dimensional (2D) imaging. Occlusion is the layering effect whereby objects in the foreground overlap objects in the background. Pictorial depth cues are a result of perspective rendering and proper shading. The most dynamic monocular cue is motion parallax; the principle through which objects that are further from you appear to have less lateral movement than closer objects. This can be accomplished in 2D by the simple rotation or translation of a scene, and by properly including the parallax effect into the rendering process.

Binocular disparity, or stereopsis, occurs when each eye views a scene from a slightly different angle. Our brain is highly efficient at meshing two 2D scenes into one coherent depth-perceived visual response. This is perhaps the most striking depth cue, and is why holograms seem so real. There have been techniques developed, other than holography, that are capable of producing binocular disparity and will be presented in Section 2.1.2.

A small percentage of the population actually relies very little, if at all, on binocular disparity. It is believed that various reasons lead to this condition (either a malfunctioning of one of the eyes or a neurological defect), which is referred to as stereoscopic blindness [Ric70, MSLC05]. Those afflicted rely more on 2D cues, such as texture or shading, and favor one eye much more than the other. For this portion of the population, holography unfortunately has little to offer over simple 2D rendering of 3D information.

2.1.2 Other 3D Visualization Systems

As promising as holographic visualization is, it is not without its share of technical challenges — some of which will be explored in later sections. Because of this, research into other 3D visualization techniques has progressed much quicker and has produced more viable solutions which are readily applicable in real world situations. As previously discussed, simple 2D imaging is capable of conveying many of the depth cues the human visual system associates with 3D vision. Binocular disparity, lacking in a single
2D image, can be conveyed through the use of stereoscopic or autostereoscopic systems. The purpose of these systems is to somehow deliver a different image to each eye. These two images, referred to as a stereo-image pair, would be generated from a 3D scene and correspond to two perspectives having an angular separation roughly equal to that of our eyes. When these images are processed separately by each eye, our brain interprets them as part of a true 3D scene. The difference between stereoscopic and autostereoscopic systems is simply the means through which they accomplish binocular disparity.

A stereoscopic system employs hardware, such as goggles and/or a head-tracking system, with which the user interacts to determine which 2D images to generate [MRCD02, GHTI98, MJvR03]. At any one time, the system only needs to generate two 2D images, thus the computational needs are only twice that of a traditional 2D rendering system. Head-tracking systems, while more complicated, can greatly increase the natural feel of interaction with a 3D environment. The major drawback of this approach is any hindrance on the user caused by the hardware.

An autostereoscopic system also presents a different rendering to each eye, but does not require the viewer to directly interact with hardware such as goggles. Holography is one type of autostereoscopic system. Other, more mechanical, systems typically use some shutter mechanism or a directional display that direct the two 2D renderings to the proper eye [Har96]. One such implementation displays an interleaved stereo-image pair, produced from two different perspectives of a scene, onto an LCD pixeled array that is located behind a special diffractive optical element which directs the proper columns of the digital image toward the proper eye [JNK+95]. Another approach is based on the time-multiplexing of various perspectives, each of which is projected using a micromirror array [YKCA01, YKC+04]. A common drawback of these systems is that only horizontal parallax is produced — a tradeoff sometimes taken to reduce computational complexity and simplify the system design. A more recent advancement, referred to as integral imaging, uses a diffractive lens array to allow for both horizontal and vertical parallax [CKLL05, HvSS+05, LIHD04, MCJMCS05, NYH01, PKK+04].

The approaches and techniques presented above either sacrifice depth cues or rely on some type of hardware that severely limits the number of viewers. They are not true holographic systems, but they do represent crucial developments toward such a system. As research and development continue, we expect more sophisticated 3D visualization systems that more closely resemble true holography — eventually blurring any distinction between the two.

2.2 A Brief History of Holography and its Applications

The ideas behind holography were first invented by Dennis Gabor in 1947 for use in wavefront reconstruction in the field of electron microscopy [Gab48]. He was trying to remove aberration issues to improve the resolution of electron microscopes. Gabor coined the term hologram, wishing to convey that it contained all information about the object’s wavefront, i.e. both the amplitude and the phase. The concept was later independently discovered by Leith and Upatnieks [LU64] in the United States and Denisyuk in Russia [LCR02].

One of the first highly successful applications of holography was the development of holographic optical elements (HOE), wherein a diffractive fringe pattern could be made to serve as a lens, a grating, or even a beam splitter [LCR02]. HOEs are especially useful in specialized applications because they
can be designed to reproduce any complex-valued wavefront (see [Har96] for a list of some interesting applications).

Another early application was holographic interferometry which began in 1965. It was discovered that holography could be used to investigate the behavior of a moving object. If the object moved during the exposure, e.g. perhaps just a simple vibration, the reconstructed hologram would exhibit speckle patterns showing its movement [LCR02, LBB+05]. More recently, holographic interferometry has been used in noninvasive medical imaging [GAD+02, MRM+05, Pir02]. Light having a short coherence length is passed through biological tissue and made to interfere with a reference beam. The light that passes through the material the fastest, i.e. scattering the least, interferes the best with the reference beam, and therefore is capable of reconstructing the medium through which it passed better.

Holography has also been used to create more efficient solar energy components [Sto93, FWS+92], optical information storage [LHCW00, MDM+05], microscopy [YKOM01], the testing of optical elements [MW71], and encryption systems [TJ00, HS03, WZJW06]. A common thread we see in these applications is that some concept of holography has been built on and expanded, where many times the final technique bears little resemblance to holography. As research continues forward, Leith believes that the “boundary between holography and nonholography will become more indistinct [LCR02].”

In this research, our chief focus is optical display holography, even though some techniques developed could possibly be applied in other applications of holography.

### 2.3 Optical Holography Principles

There have been many applications of holographic techniques, as discussed in Section 2.2, but not all of them produce what most would think of as a hologram. Optical, or display, holography typically refers to holographic techniques involved in producing three-dimensional images through diffractive principles. In this section, we will briefly explain diffraction, and how optical holograms are created, recorded, and viewed.

#### 2.3.1 Diffraction

Classical geometry can be used to explain how light that is blocked by an opaque structure would cast a shadow with the exact outline of that structure. But this is not what we see. The boundary of a shadow is fuzzy — some of the light crosses into the shadowed region and some of the “darkness” crosses into the lit region. The same principle is observed as light passes through smaller apertures, e.g. Young’s double slit experiment [Fow89]. These deviations from what one would expect from classical geometrical optics are lumped into a phenomenon referred to as diffraction. The same properties are observed when water waves pass an obstacle, or sound waves pass through a doorway.

Many times the key to observing diffraction, as with holography, is that the diffracting boundary or aperture has dimensions on the order of the wavelength of the wave in question. Thus for holography, we would expect to need apertures on the order of the wavelength of visible light, i.e. a range from approximately 380nm to 780nm which depends on the reference used [Roh94, CO96, Lap78, Fow89]).
2.3.2 Optical Hologram Construction

A traditional optical hologram of an object is produced using a coherent monochromatic light source, i.e. it produces light of only one wavelength and all light leaving the source at each instant has the same phase. Figure 2.1 shows a typical hologram recording configuration.

![Hologram Construction Diagram]

Figure 2.1: Typical optical hologram construction. The light reflected from the mirror interferes with light reflected from the object.

The light source is split into two beams, usually through the use of mirrors or lenses. One beam acts as a reference beam and is directed at a piece of film (photographic plate); the other beam is reflected off an object and then directed to the film. The two beams, or wavefronts, interact at the surface of the film to produce a standing wave interference pattern — also known as a holographic fringe pattern. The standing wave pattern produced is a result of the linear superposition of the light waves. The waves will either constructively or destructively interfere; their interference is based on the phase of the light interacting. Figure 2.2 illustrates the interference of two wave patterns.

![Interference Patterns]

Figure 2.2: Interference of two wave patterns. The images on the left and in the center were summed to produce the image on the right.

Early optical holography, termed on-axis holography, used a reference beam directed perpendicular to the film [Gab48]. The object would be a transparency consisting of opaque structures with a clear background. Interference would occur at the film between the unhindered reference beam, and the light
scattered from the opaque structures in the transparency. The main disadvantage of on-axis holography is that during reconstruction, both the real and virtual images (to be discussed in Section 2.3.3) are centered about the axis normal to the hologram. Thus when viewing the virtual image, an out-of-focus real image is superimposed, and vice versa.

This major shortcoming of on-axis holography was first solved by Leith and Uppatnieks [LU62, LU64]. They discovered that inclining the reference beam to the hologram allowed for a reconstruction consisting of angularly separated real and virtual images. This method is referred to as off-axis holography, which was illustrated in Figure 2.1. Since the reference beam is inclined, it has a spatially varying phase across the hologram. Hariharan [Har96] explains this quite well, stating that “the amplitude and phase of the object wave are therefore encoded as amplitude and phase modulation, respectively, of a set of interference fringes equivalent to a carrier with a spatial frequency [equal to that of the reference beam].”

2.3.3 Optical Hologram Reconstruction

One truly impressive aspect of holography is produced in the reconstruction step. The reconstruction of a hologram produces two representations of the original object, termed the real image and the virtual image. In either case, the reconstruction step begins by illuminating the hologram with a reference beam having the same wavelength as the one used to produce the hologram. When the illumination angle is the same as during the construction step, the original wavefront produced by the object is reproduced. The film is acting as a diffraction pattern, bending the light in such a way that it mimics the original wavefront recorded from the object.

Any region of a hologram, however small, theoretically contains all information necessary for reconstruction of the object because that region is dependent on the entire object. The analogy of a hologram to a window is often made. Covering a portion still allows the entire object to be seen, except perhaps from a reduced viewing angle [Har96].

The real image is formed from light being diffracted from the hologram that converges at a viewing plane. The reconstructed image, termed pseudoscopic, is displayed with depth inversion. The reference beam used, termed a conjugate reference beam, is directed at the opposite angle of the original beam. During real image reconstruction, only a small portion of the hologram is illuminated. Otherwise many perspectives of the object would be produced at the same time, each converging on the viewing plane, and thus reducing the clarity of the reconstruction. A typical setup for real image hologram reconstruction is illustrated in Figure 2.3.

The virtual image is produced by the light being diffracted from the hologram that appears to diverge from the location of the original object (see Figure 2.4). The reconstruction produces all of the original depth cues of the object. The reference beam is spread out in such a way as to illuminate the entire hologram. Thus, every perspective recorded in the hologram is reconstructed at the same instant, and the user is free to view the hologram from any angle. The diffracted light again constructively or destructively interferes upon reaching the eye, but the eye interprets this light as diverging from three-dimensional locations representative of the original object. Since each eye is looking into a different region of the hologram, it sees a different view of the object which results in binocular disparity [Har96].
Figure 2.3: Typical optical hologram real image reconstruction. The light from the laser illuminates a small portion of the hologram, and the diffracted light converges at a viewing plane reconstructing a single perspective of the original object.

Figure 2.4: Typical optical hologram virtual image reconstruction. The light reflected from the mirror passes through the hologram, and appears to diverge from the location of the original object.
Chapter 3

Computational Holography

As previously discussed, the two major steps in optical holography involve the creation of the holographic fringe pattern and the reconstruction of the object from the hologram. Either of these steps can be done optically or computationally. Table 3.1 shows applications of holography in which the different combinations have been performed. The term computational holography refers to the use of digital representations and computational methods to either construct or reconstruct a hologram. The term digital holography is typically reserved for methods in which a hologram is optically constructed, digitally recorded (by way of a charge coupled device, for instance), then numerically reconstructed. We will use the term computer generated hologram (CGH) to refer to any holographic fringe pattern generated computationally.

Table 3.1: Example applications of computational holography.

<table>
<thead>
<tr>
<th>Construction Technique</th>
<th>Reconstruction Technique</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>optical</td>
<td>optical</td>
<td>traditional film holography</td>
</tr>
<tr>
<td>optical</td>
<td>computational</td>
<td>digital holography [JFTC01], microscopy [YKOM01], tomography [GAD+02, MRM+05, Pir02, SR00]</td>
</tr>
<tr>
<td>computational</td>
<td>optical</td>
<td>traditional CGHs</td>
</tr>
<tr>
<td>computational</td>
<td>computational</td>
<td>holographic encryption [TJ00, WZJW06]</td>
</tr>
</tbody>
</table>

The first CGH was created by Lohmann and Paris, and was limited to small 2D images [LP67]. With computational abilities at hand, it is possible to create holograms of just about anything. The reconstruction of an arbitrary 3D wavefront is a powerful tool, and applications in any field of visualization become immediately apparent. The past 40 years has seen gradual improvements in the quality and capabilities of CGHs, yet there is much more to be done.

Each step in the holographic process presents its own problems. These stem from the fact that holography relies on diffraction and diffraction relies on very small apertures, on the order of the wavelength of the light being used. Because of this the shear amount of data to be computationally processed grows very quickly. As an example of this growth, let us look at finding the information content of a holographic fringe pattern from a sampling viewpoint [SHBL92]. The grating equation states that

\[ f\lambda = \sin(\theta) \]

where \( f \) is the spatial frequency of the fringes, \( \lambda \) is the wavelength of light, and \( \theta \) is the angular width of the diffracted light. The Nyquist sampling theorem states that the required minimum sampling rate for the hologram should be twice that of the spatial frequency [BH93], thus

\[ f_{\text{nyquist}} = 2f \].
Therefore a one-dimensional hologram of width \( w \) would require \( N \) samples, where

\[
N = w f_{\text{nyquist}} = \frac{2w \sin(\theta)}{\lambda}
\]

and a two-dimensional hologram of width \( w \) and height \( h \) would require \( M \) samples, where

\[
M = wh f_{\text{nyquist}}^2 = \frac{4wh \sin^2(\theta)}{\lambda^2}.
\]

Now assume that we produce a holographic display comparable to current two-dimensional displays, say 20cm by 15cm, with a viewing angle of 45°. Using a wavelength of 633nm, would require approximately \( 1.5 \times 10^{11} \) samples of information. Assuming we used one byte of information per sample and wanted to generate 30 frames per second, this would require a data rate of approximately 4.5 TB/s. This data rate only considers the final hologram for display, and not the additional computational time that would be required for the calculation of the fringe pattern.

Eventually, a real-time holographic device having this capacity will exist, but for now we are severely limited by current technology. This chapter will explore the existing techniques in the computational construction and reconstruction of holograms. First, we will cover the necessary mathematical concepts and notations used throughout this dissertation, including complex mathematics and the Fourier transform. Then we will discuss how the physics of holography is modeled computationally, after which current techniques in computational holography will be discussed.

### 3.1 Complex Math

The chief concern of holography is the propagation and interference of wave-like signals. The principal mechanism that allows for the construction and reconstruction of holograms is the preservation of both the amplitude and phase of the signal being used. The use of complex mathematics will prove to be useful in the modeling of such systems.

Let \( z \) be a complex number. Then,

\[
z = \Re\{z\} + i \Im\{z\}
\]

where \( \Re\{z\} \) is the real part, \( \Im\{z\} \) is the imaginary part, and \( i = \sqrt{-1} \). The number \( z \) can be viewed as a 2-element vector in real-imaginary space, having a component along the real-axis of \( \Re\{z\} \) and a component along the imaginary-axis of \( \Im\{z\} \), as shown on Figure 3.1.

Any complex number \( z \) can also be written as

\[
z = \|z\| e^{i\phi}
\]

where

\[
\|z\| = \sqrt{\Re^2\{z\} + \Im^2\{z\}}
\]

and

\[
\phi = \tan^{-1}\left[ \frac{\Im\{z\}}{\Re\{z\}} \right].
\]
The quantity $\|z\|$ is the amplitude or modulus, and $\phi$ is the phase. We can see that $\|z\|$ is the magnitude of the vector representing $z$ and $\phi$ is the angle the vector makes with the positive Real axis. This exponential complex notation is used extensively in this dissertation, because it simplifies the algebra involved. The following identity is useful in converting between the two notations, and is known either as the Euler formula or Euler Identity:

$$\|z\| e^{\pm i \phi} = \|z\| \cos(\phi) \pm i \|z\| \sin(\phi).$$

The addition of two complex numbers, say $z_1$ and $z_2$, consists of adding the real and imaginary parts separately:

$$z = z_1 + z_2 = (\text{Re}\{z_1\} + \text{Re}\{z_2\}) + i (\text{Im}\{z_1\} + \text{Im}\{z_2\}).$$

The multiplication of two complex numbers utilizes the distributive law and the fact that $i^2 = -1$. A general example of complex multiplication is:

$$z = z_1 z_2 = (\text{Re}\{z_1\} \text{Re}\{z_2\} + i \text{Im}\{z_1\} \text{Im}\{z_2\})$$

$$+ (\text{Re}\{z_1\} i \text{Im}\{z_2\} + i \text{Im}\{z_1\} \text{Re}\{z_2\})$$

$$= (\text{Re}\{z_1\} \text{Re}\{z_2\} - \text{Im}\{z_1\} \text{Im}\{z_2\})$$

$$+ i(\text{Re}\{z_1\} \text{Im}\{z_2\} + \text{Im}\{z_1\} \text{Re}\{z_2\}).$$

Many times we will only be interested in the amplitude of some resulting expression. For instance, in simulating the reconstruction of a hologram we should remember that our eyes only detect the amplitude of light and are not sensitive to its phase. Thus the reconstruction is independent of any multiplicative phase factors. For example, let $z = z_1 z_2$ where $z_1 = a + i b$ and $z_2 = e^{i \phi}$ is simply a phase factor. Making use of the Euler Identity, we have:

$$z = (a + i b)(\cos(\phi) + i \sin(\phi))$$

$$= [a \cos(\phi) - b \sin(\phi)] + i [a \sin(\phi) + b \cos(\phi)]$$
Again, if we are only interested in the amplitude of \( z \), we see that:

\[
\|z\| = \sqrt{(a \cos(\phi) - b \sin(\phi))^2 + (a \sin(\phi) + b \cos(\phi))^2}
\]

\[
= \sqrt{a^2 \cos^2(\phi) + b^2 \sin^2(\phi) - 2ab \cos(\phi) \sin(\phi) + a^2 \sin^2(\phi) + b^2 \cos^2(\phi) + 2ab \cos(\phi) \sin(\phi)}
\]

\[
= \sqrt{a^2 (\sin^2(\phi) + \cos^2(\phi)) + b^2 (\sin^2(\phi) + \cos^2(\phi))}
\]

\[
= \sqrt{a^2 + b^2} = \|z_1\|
\]

The irradiance, or power function, of \( z \) is defined as:

\[
\|z\|^2 = Re^2\{z\} + Im^2\{z\}
\]

\[
= z z^*
\]

where \( z^* = Re\{z\} - i Im\{z\} \) denotes the complex conjugate of \( z \).

### 3.2 The Fourier Transform

Unfortunately there are many conflicting notational definitions of a Fourier transform in use today. More importantly, though, they all have the same underlying meaning. Given some physical process, its representation can be described using some function \( f \) through time, in which we say is in the time domain. Yet it can also be described equivalently in the frequency domain, in which we have some related function \( F \) giving the value of the process at each frequency. These two approaches should be seen as two different representations of the same physical function. Thus given the values in one domain, we are able to transform into the other domain. This is the basis for the formulation of the Fourier transform. It allows us to transform between different yet equivalent representations of a signal. This explanation using a temporal (time-domain) signal extends to spatial signals. Any distinction between the two is semantics; the mathematical formulations are the same. Optical Holography is concerned with spatial signals, or simply, images. Holography relies on the ability to capture the spatial frequencies of these images, which present themselves as the interference of light waves, and to reconstruct the original image from those frequencies.

Many fields have somewhat abandoned the Fourier transform in favor of more robust signal processing tools such as Wavelets. Wavelets allow one to not only know what frequencies are present but approximately where they are present, either spatially or temporally. But with holography, there is a different need. We need the frequency information to be spread throughout the entire hologram; it is a necessity instead of a hindrance.

#### 3.2.1 The Continuous Fourier Transform

The one-dimensional Fourier transform of a function \( f(x) \) is a function of the frequency variable \( \xi \) and is defined as:

\[
\mathcal{F}[f](\xi) = F(\xi) = \int_{-\infty}^{\infty} f(x) e^{-i2\pi \xi x} \, dx.
\]

(3.1)
In order to reconstruct the original function from its frequency representation, we perform the inverse Fourier transform:
\[
\mathcal{F}^{-1}[F] = f(x) = \int_{-\infty}^{\infty} F(\xi) e^{i2\pi \xi x} \, d\xi.
\]

These two functions form what is called a Fourier transform pair, such that \( f = \mathcal{F}^{-1}[F] \) and \( F = \mathcal{F}[f] \). The generalization to two dimensions is straightforward:
\[
F(\xi, \eta) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) e^{-i2\pi(\xi x + \eta y)} \, dxdy
\]
\[
f(x, y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} F(\xi, \eta) e^{i2\pi(\xi x + \eta y)} \, d\xi d\eta.
\]

If the function \( f \) is separable into two functions, namely \( f(x, y) = g(x) \, h(y) \), then the Fourier transform of \( f \) is the product of the Fourier transforms of \( g \) and \( h \):
\[
F(\xi, \eta) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) e^{-i2\pi(\xi x + \eta y)} \, dxdy
\]
\[
= \int_{-\infty}^{\infty} g(x) \, h(y) e^{-i2\pi(\xi x + \eta y)} \, dxdy
\]
\[
= \int_{-\infty}^{\infty} g(x) \, e^{-i2\pi s\xi x} \, dx \int_{-\infty}^{\infty} h(y) \, e^{-i2\pi \eta y} \, dy
\]
\[
= G(\xi) \, H(\eta).
\]

We will call a transform of the following form:
\[
S_s[f] = S_s(\xi) = \int_{-\infty}^{\infty} f(x) \, e^{-i2\pi s\xi x} \, dx
\]  
(3.2)
a scaled Fourier transform, denoted by the operator \( S \) and subscripted with the scale parameter \( s \). To see the reason for this choice of terminology, let \( \xi’ = s\xi \). Equation 3.2 then becomes:
\[
S_s(\xi) = F(\xi’)
\]  
(3.3)
which we see as the Fourier transform of our new frequency variable \( \xi’ \). For the extension to a two-dimensional scaled Fourier transform, we will allow a different scale parameter in each dimension. We will define such a transform as:
\[
S_{s,t}[f] = S_{s,t}(\xi, \eta) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, y) \, e^{-i2\pi(s\xi x + t\eta y)} \, dx \, dy.
\]  
(3.4)
3.2.2 The Discrete Fourier Transform

The discrete approximation to the continuous Fourier transform begins as many discretization problems do: with sampling. We begin by sampling a continuous function $f$ at $N$ values of $x$ at regular intervals of $\Delta$ [PTVF92]. It is assumed that our function is nonzero only within our sampled interval. Our continuous function $f$ is then approximated by a discrete indexed function

$$f_j = f(j\Delta), \quad j = 0, 1, 2, \ldots, N - 1.$$ 

The discrete frequency values will be calculated at

$$v_k = \frac{k}{NA}, \quad k = -\frac{N}{2}, \ldots, \frac{N}{2}.$$ 

The continuous Fourier transform can then be approximated as [PTVF92]:

$$F(\xi) = \int_{-\infty}^{\infty} f(x) e^{-i2\pi\xi x} \, dx \approx \sum_{j=0}^{N-1} \Delta f_j e^{-i2\pi v_k j\Delta} = \Delta \sum_{j=0}^{N-1} f_j e^{-i2\pi jk/N}. \quad (3.5)$$

A direct implementation of the discrete Fourier transform of $N$ sampled points would require on the order of $N^2$ operations; it has $O(N^2)$ complexity. Possibly one of the most valuable and used algorithms in signal processing is the fast Fourier transform (FFT). The FFT allows for the calculation of the one-dimensional discrete Fourier transform in $O(N\log N)$ time, meaning that the number of operations is on the order of $N\log N$ (where the base of the logarithm is 2). The complexity for a two-dimensional FFT is $O(N^2\log N)$. This results in significant savings in computational time for large $N$. Many independent derivations of the FFT have been discovered and rediscovered [HJB85]. The first widely used algorithms were based on a formulation by J.W. Cooley and J.W. Tukey [CT65]. The FFT algorithm used in this research was adapted from the Numerical Recipes text [PTVF92].

Section 3.2.1 defined a scaled Fourier transform. An obvious way to digitally compute Equation 3.2 would involve defining $\xi' = s\xi$ and sampling this new frequency variable. This can unfortunately lead to extreme aliasing issues when sampling in the frequency domain is too low. Bailey and Swarztrauber derived an alternative method of computing a scaled Fourier transform [BS91]. We will not refer to their definition as a fractional Fourier transform, as they did, to avoid confusion with the more popular definition of a fractional Fourier transform discussed later in Section 3.2.3.

The discretization of the scaled Fourier transform given by Bailey and Swarztrauber is similar to the discrete Fourier transform in Equation 3.5 [BS91]:

$$G_k = \sum_{j=0}^{N-1} f_j e^{-i2\pi skj}, \quad (3.6)$$

for some complex number $s$. Noting that $2jk = j^2 + k^2 - (k - j)^2$, Equation 3.6 can be expressed as:

$$G_k = \sum_{j=0}^{N-1} f_j e^{-it\pi[ j^2 + k^2 - (k - j)^2]}$$

$$= e^{-it\pi sk^2} \sum_{j=0}^{N-1} f_j e^{-it\pi j^2} e^{it\pi(k-j)^2} \quad (3.7)$$

$$= e^{-it\pi sk^2} \sum_{j=0}^{N-1} y_j z_{k-j},$$
where $y_j$ and $z_j$ are defined as:

\[ y_j = f_j e^{-i\pi s j^2}, \]
\[ z_j = e^{i\pi s j^2}. \]

The final summation in Equation 3.7 is in the form of a convolution. The convolution between two functions, $y(x)$ and $z(x)$, is defined as [BJF70]

\[ g(x) = y(x) * z(x) = (y * z)(x) = \int_{-\infty}^{\infty} y(\tau) z(x - \tau) \, d\tau, \tag{3.9} \]

where the asterisk is used to denote convolution. The Convolution Theorem links this definition with the Fourier transform, stating that the Fourier transform of the convolution between two functions is equal to the product of the Fourier transforms of the same two functions. Thus can be explicitly stated as:

\[ \mathcal{F} [g] = \mathcal{F} [y * z] = \mathcal{F} [y] \mathcal{F} [z]. \tag{3.10} \]

Making use of the inverse Fourier transform, $g$ can be written as:

\[ g = \mathcal{F}^{-1} [\mathcal{F} [y] \mathcal{F} [z]]. \tag{3.11} \]

The convolution in this form facilitates fast computation with the FFT algorithm. Therefore Equation 3.7, the discrete scaled Fourier transform, can be computed efficiently with the Convolution Theorem and the FFT algorithm. We will refer to this method as the fast scaled Fourier transform.

### 3.2.3 The Fractional Fourier Transform

It has long been known that the hologram of an image at infinity, known as a Fourier hologram, is proportional to the Fourier transform of that image [Har96]. To carry this process out optically, a lens of focal length $f$ is typically used. The lens is located a distance $f$ from the hologram and the image is placed at the focal point of the lens, a distance $2f$ from the hologram. During reconstruction of the hologram, the propagating wavefront oscillates between reproducing the image, an inverted hologram, an inverted image, the hologram, the image, etc., as the distance from the hologram increases [MO93, OM93]. It seems natural to think that this propagating wavefront makes a continuous change while transforming between each representation. Only recently has it been shown that fractional powers of the Fourier transform describe this propagating wavefront [MO93, Loh93, OM93, OBMO94, MZD+95]. There are many accepted derivations of the fractional Fourier transform [OZK01]. In this research we follow its definition as a linear integral transform.

The one-dimensional fractional Fourier transform of a function $f(x)$ of order $a \neq 2j$ ($j$ is some integer) is a function of the frequency variable $\xi$ and is defined as [OZK01]:

\[ \mathcal{F}^a[f] \equiv F_a(\xi) \equiv \int_{-\infty}^{\infty} f(x) A_\alpha e^{i\pi[\cot(\alpha) \xi^2 - 2\csc(\alpha) x \xi + \cot(\alpha) x^2]} \, dx \tag{3.12} \]

where

\[ \alpha \equiv \frac{a\pi}{2}, \]
\[ A_\alpha \equiv \sqrt{1 - i\cot(\alpha)}. \tag{3.13} \]
The fractional Fourier transform produces the original function when \( a = 0 \) or \( a = 4j \), and produces the parity function, \( f(-x) \), when \( a = 4j \pm 2 \). If we constrain \( a \) such that \( 0 < |a| < 2 \), then \( A_\alpha \) can be written as [OZK01]:

\[
A_\alpha = e^{-i[\pi \text{sgn}(\alpha)/4-\alpha/2]} \sqrt{|\sin(\alpha)|}.
\]

If \( |a| \geq 2 \), then we simply use \( a \mod 4 \) — the result of the transform is the same because of its periodic nature. As stated earlier, the fractional Fourier transform represents a generalization of the more familiar Fourier transform. To show this, we choose \( a = 1 \). Thus \( \alpha = \pi/2 \), \( A_\alpha = 1 \), and the transform becomes:

\[
F_1(\xi) = \int_{-\infty}^{\infty} f(x) e^{-i2\pi x \xi} \, dx,
\]

which is the traditional Fourier transform from Equation 3.1. An important property of the fractional Fourier transform is its index additivity. The result of a transform of order \( a_1 \) followed by a transform of order \( a_2 \) is equivalent to a single transform of order \( a_1 + a_2 \). This is stated symbolically as:

\[
\mathcal{F}^{a_1} \mathcal{F}^{a_2} = \mathcal{F}^{a_1+a_2} = \mathcal{F}^{a_2} \mathcal{F}^{a_1}.
\] (3.14)

As will be explored in Chapter 4, the propagated diffraction pattern of a hologram is proportional to a fractional Fourier transform.

### 3.2.4 A Fast Fractional Fourier Transform

An efficient implementation of an approximate fractional Fourier transform can be reached by rearranging Equation 3.12 as [OZK01]:

\[
F_a(\xi) = A_\alpha e^{i\pi \cot(\alpha) \xi^2} \int_{-\infty}^{\infty} \left[ f(x) e^{i\pi \cot(\alpha) x^2} \right] e^{-i2\pi \csc(\alpha) x \xi} \, dx.
\] (3.15)

The expression within brackets is computed first, followed by a scaled Fourier transform (see Section 3.2.2), and finally by multiplication of the leading \( A_\alpha \) and exponential terms. The overall complexity for this calculation is \( O(N \log N) \). Numerical problems arise in the sampling of the exponential functions when \( a \) is near an even integer [OZK01]. This issue is dealt with by utilizing the periodic nature of the transform as well as its index additivity property.

### 3.3 Modeling Light, Diffraction, and Interference

Let \( U \) be a three-dimensional scalar function defined throughout time. If we say \( U \) is a wave function, then it satisfies the wave equation [Fow89]

\[
\nabla^2 U = \frac{\partial^2 U}{\partial x^2} + \frac{\partial^2 U}{\partial y^2} + \frac{\partial^2 U}{\partial z^2} = \frac{1}{v^2} \frac{\partial^2 U}{\partial t^2} \quad (3.16)
\]
where $v$ is the velocity of the wave. The specifics of this equation for the interested reader can be found in [Gri89] for a more in-depth study of its origins and consequences. The reason for using this equation is that light is an electromagnetic wave which satisfies the wave equation. Thus we will use functions in our modeling of holography which satisfy the wave equation. Knowledge and understanding of the amplitude and phase of a light wave through time and space are required for proper modeling.

The sinusoidal functions are perhaps the most familiar wave form, and it will be the chosen function for modeling the behavior of light. For now we restrict ourselves to one-dimensional functions — later extension into two or three dimensions will be given. Let $f$ be a function defined as:

$$f(x,t) = A_0 \cos(kx - \omega t)$$

where $k = \frac{2\pi}{\lambda}$, $\omega = kv$. \hfill (3.17)

The wavelength is the distance between successive valleys or troughs of the cosine function, and is represented by $\lambda$. The amplitude of the wave, designated by $A_0$, is the absolute value of the highest and lowest values of the function. The quantity $k = 2\pi/\lambda$ is called the wavenumber, and $v$ is the velocity of the wave. Equation 3.17 can be shown to satisfy the wave equation by direct substitution into Equation 3.16. This formulation represents what is known as a plane harmonic wave. Since the algebraic manipulation of exponentials can be simpler than that of cosine or sine functions, note that:

$$f(x,t) = \Re\{A_0 e^{i(kx - \omega t)}\}.$$ 

As is common in computational holography, we will use the exponential form in modeling light waves. It should be understood that the real part of the complex number represents the actual physical value. It should also be noted that the complex representation satisfies the wave equation.

We will now extend this definition to three-dimensions [Fow89]. Let us define the position vector $\mathbf{r}$ as:

$$\mathbf{r} = x\mathbf{i} + y\mathbf{j} + z\mathbf{k},$$

where $\mathbf{i}, \mathbf{j},$ and $\mathbf{k}$ are the familiar unit vectors. The propagation vector, given by

$$\mathbf{k} = k_x\mathbf{i} + k_y\mathbf{j} + k_z\mathbf{k},$$

is defined such that its magnitude is equal to the wavenumber:

$$|\mathbf{k}| = \frac{2\pi}{\lambda} = \sqrt{k_x^2 + k_y^2 + k_z^2}.$$ 

Noting that the dot product of $\mathbf{k}$ and $\mathbf{r}$ is

$$\mathbf{k} \cdot \mathbf{r} = k_x x + k_y y + k_z z,$$

the three-dimensional plane harmonic function becomes:

$$f(x,y,z) = A_0 e^{i(k_x x + k_y y + k_z z - \omega t)} = A_0 e^{i(\mathbf{k} \cdot \mathbf{r} - \omega t)}.$$ 

These are plane waves, having a single direction of propagation. They have constant phase on planes normal to the propagation vector $\mathbf{k}$. Spherical waves will be used later in the modeling of diffraction.
and interference. These waves have constant phase on spheres of radius $r$ centered on their source at any time $t$. In order to satisfy the wave equation, spherical waves will be written as $[\text{Gri89, Fow89}]:$

$$f(r,t) = A_0 \frac{e^{i(kr-\omega t)}}{r} \quad (3.18)$$

where $k$ and $r$ are again scalar values.

In this dissertation, it is assumed that we are always using a monochromatic (single wavelength) coherent (same initial phase) light source. When addressing the interference of two wavefronts, we are only concerned about the relative difference in their phase across some spatial region. Since all the light waves have the same velocity, they all have the same value for $\omega$, and thus the $\omega t$ term in the exponential can be factored. For instance, the addition of two wavefronts can be written as:

$$A_1 e^{i(kx_1-\omega t)} + A_2 e^{i(kx_2-\omega t)} = e^{-i\omega t} \left[ A_1 e^{ikx_1} + A_2 e^{ikx_2} \right].$$

Since we are only concerned with the relative differences arising between the interference of wavefronts, we are free to choose the value of $t$. Thus let us choose $t = 0$, so that the leading exponential term becomes 1. Noting that the time dependence has been removed, the plane harmonic function in one-dimension becomes:

$$f(x) = A_0 e^{ikx}.$$

Let us turn our attention to the process of simulating diffraction. Huygen’s Principle essentially states that the progression of a wavefront can be determined by assuming that there are infinitely many point sources on the wavefront, each emitting a spherically expanding wave. Thus the new wavefront is understood to be the envelope of this secondary set of expanding waves $[\text{Fow89}]$. This is simply an intuitive description of the physics involved, but it ends up producing a valid approximation. For instance, calculating the diffracted light from a square aperture would involve summing the contributions from an infinite number of point sources located in the square each emitting a spherically propagating wave of light.

This principle can be described mathematically using the Fresnel-Kirchhoff integral formula. Figure 3.2 illustrates the principal optical setup (based on a Figure from $[\text{Fow89}]$). The aperture is a transparent area of space surrounded by an opaque barrier. The point $S$ represents a point source of light from which we wish to determine the form of the light reaching point $P$. The vectors $r$ and $r'$ specify the positions of points $P$ and $S$, respectively, and the vector $n$ specifies the normal to the aperture. The Fresnel-Kirchhoff formula $[\text{Fow89, Joo86}]$ can be stated as:

$$U_P = -\frac{ikU_0 e^{-i\omega t}}{4\pi} \int_A \frac{e^{ik(r+r')}}{rr'} \left[ \cos(n \cdot r) - \cos(n \cdot r') \right] dA \quad (3.19)$$

where the integral is calculated over the aperture. This represents the most general scalar diffraction formula. For this research, the value of the wavefront at the aperture will always be given by some function, $g(x)$. This function replaces the terms in the Fresnel-Kirchhoff formula describing the wavefront at the aperture from $S$, namely:

$$U_0 e^{ikr'/r'}.$$

We may also make the assumptions that the obliquity factor, $[\cos(n \cdot r) - \cos(n \cdot r')]$, is approximately 2 and that $t = 0$ so that $e^{-i\omega t} = 1$ $[\text{Fow89}]$. Therefore the integral formula for diffraction becomes:

$$U_P = -\frac{ik}{2\pi} \int_{-\infty}^{\infty} g(x) \frac{e^{ikr}}{r} dx, \quad (3.20)$$
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where \( r \) is the distance from each point on the aperture to the point \( P \), and is a function of \( x \). Comparing Equation 3.20 with Equation 3.18, we see how the diffracted wavefront is computed by summing over the aperture as if it were comprised of point sources each emitting a spherical wave. In the modeling of interference, we will further simplify Equation 3.20 by dropping the term \(-\frac{ik}{2\pi}\), which does not effect the interference.

For the purposes of holographic interference we are typically interested in the interference at some two-dimensional plane, for instance the plane corresponding to the holographic film. Let \( U(x,y) \) denote the complex wavefront at the \( x-y \) plane resulting from the object. This could be a result of light scattered from the object or light emitted by the object, and represents the self-interference of the object points. At any point on the plane, this wavefront has both an amplitude defined by \( a(x,y) \) and a phase defined by \( \phi(x,y) \). Thus we write \( U(x,y) \) as:

\[
U(x,y) = a(x,y) e^{i\phi(x,y)}.
\]

Now suppose that a reference wave, \( U_0 \), is incident upon the \( x-y \) plane. It can similarly be defined as:

\[
U_0(x,y) = a_0(x,y) e^{i\phi_0(x,y)}.
\]

These two wavefronts will interfere at the \( x-y \) plane and produce a standing wave pattern. The irradiance produced by this interference is:

\[
I(x,y) = ||U + U_0||^2.
\]

Since \( U \) and \( U_0 \) are both complex, this becomes:

\[
I(x,y) = ||U||^2 + ||U_0||^2 + UU_0^* + U^*U_0
= a^2 + a_0^2 + aU_0^* + U^*a_0
= a^2 + a_0^2 + a\bar{a}_0 e^{i(\phi - \phi_0)} + a\bar{a}_0 e^{-i(\phi - \phi_0)}
= a^2 + a_0^2 + 2a\bar{a}_0 \cos(\phi - \phi_0).
\]

In optical holography, this interference is recorded by the film in such a way that transmittance of light through the developed film would be proportional to this irradiance value. Suppose then that a similar
reference beam is incident upon the hologram. Aside from a constant value, the transmitted light would be:

\[ U_T(x, y) = IU_0 \]

\[ = a^2 U_0 + a_0^2 U_0 + U U_0^* U_0 + U^* U_0 U_0 \]

\[ = (a^2 + a_0^2) U_0 + a_0^2 U + U^* U_0^2. \]

The first term, \((a^2 + a_0^2) U_0\), is the directly transmitted beam proportional to the reference beam. The second term, \(a_0^2 U\), is a wavefront directly proportional to the original object wavefront, which constructs the virtual image. The final term, \(U^* U_0^2\), creates the real image.

### 3.4 CGH Construction Techniques

As the example of the amount of information present in a hologram (page 8), the data to be computed for a hologram of comparable size to two-dimensional displays can be intimidating. Various approaches at CGH construction have been explored since the first ones were created by Lohmann and Paris [LP67]. Typically a digital representation of the desired object is created, a numerical simulation of optical interference in some form is carried out, and the holographic fringe pattern is calculated. We will briefly discuss three important approaches to CGH construction: interference-based, Fourier-based, and diffraction-specific.

#### 3.4.1 Interference-based Hologram Computation

The interference-based approach to hologram construction closely resembles the actual physical process of optical holography, more so than other approaches. The object in question is viewed as being made up of point sources of light, where each point emits a spherical wavefront. In most instances of interference-based fringe computation, every point in the hologram samples every point of the object. With the need for high resolution holograms (to allow for diffraction and the necessary parallax) and the desire for high resolution objects, it is easy to see why computational times are so large. The Fresnel-Kirchhoff formula (Equation 3.19) is generally applied directly, integrating over a point-based object.

The diffraction of geometric primitives other than points has been studied [RBD+97, WkFB99, MSW02, MK03]. In these approaches, objects are made up of lines, planes, and/or triangles and the holographic fringe pattern is computed from a summation of the diffraction patterns from each primitive. The main advantage of interference-based computation arises in its similarity to ray-tracing algorithms of 3D rendering to two dimensions.

#### 3.4.2 Fourier-based Hologram Computation

Fourier-based hologram computation refers to approaches that take advantage of the similarity of diffraction formulas to Fourier transforms. By proper manipulation, and under certain assumptions, the Fresnel-Kirchhoff formula (Equation 3.19) can be cast into a form which resembles the Fourier transform (Equation 3.1), thus allowing for fast computation using the FFT (see Section 3.2.2).
The main disadvantage of this approach is that the hologram generation of three-dimensional objects is difficult. Objects are typically divided into slices perpendicular to the hologram plane, each Fourier transformed, then summed to give the final hologram. Even utilizing fast algorithms, this can be wasteful compared to interference-based methods when considering sparse objects. Also, each slice being transformed separately does not allow for proper occlusion effects to be considered (where objects in the foreground block objects in its background).

Nevertheless, Fourier-based methods maintain a distinct advantage because they are constructed with fast Fourier transforms (see Section 3.2.2).

### 3.4.3 Diffraction-specific Hologram Computation

The desire to avoid problems associated with interference-based approaches led to the development of an alternate technique called diffraction-specific computation [Luc94, Luc96]. In this approach, the reconstruction step is considered directly. The act of simulating the interference is avoided altogether. A large set of basis fringes having specific diffractive properties are precomputed and stored. Given an object, the necessary diffractive behavior of each region of the hologram is determined and computed from the stored basis fringes using linear superpositioning.

### 3.5 CGH Reconstruction Techniques

A traditional optical hologram is developed using film, and early computational holography mimicked this. The first optical CGH reconstructions consisted of printing the hologram at a larger scale using a plotter, then photographically reducing it to a scale suitable for diffraction [IIS71, Les89, Mac92, Tre95]. While this approach proved the validity of the holograms computed, it would never lend itself to real-time holography.

Various electronically controlled spatial light modulators (SLM) have been used to reconstruct holograms, including transmission type liquid crystal displays (LCD), reflective LCD (or liquid crystal on silicon) [IS04, SSMI05], acoustic optic modulators (AOM) [Luc94, Que04, PAIK05], and digital micromirror devices (DMD) [HMG03, HMHG05]. With the exception of the AOM, these devices allow for the control of two-dimensional discrete grids of microscopic apertures. Because of the small size of these apertures, diffraction of coherent light can be produced that is capable of reconstructing holograms. An AOM consists of an ultrasonic transducer sending shear waves through a crystal, controlled by an electrical signal. The index of refraction changes based on this shear wave, and thus the diffractive properties can be matched to the desired holographic fringe pattern [SHBL92].

The major drawback with these systems is large modulation elements that limit the amount of diffraction that can be produced, thus limiting the available viewing angle [LCR02]. Typical aperture sizes range from 10 microns to 16 microns [HMG03, IS04, SSMI05]. This will likely become less of an issue as the technology of micro-fabrication increases and once a profitable demand for such devices exists.

The previously mentioned SLMs were generally not designed with holography in mind, e.g. the Texas Instruments’ DMD. The DMD, one type of Digital Light Processing (DLP) chip, consists of a 2D array of mirrors where each mirror is capable of tilting independently in one of two directions directed by an
electrical signal. Traditional applications for the chip use the direct reflection, or zero order, of white light for 2D imaging. Grayscale is obtained by modulating the amount of time that each mirror is in the “on” position, referred to as pulse width modulation. The reflectance from each mirror is averaged over time by the human visual system, thus producing a grayscale value for white light applications.

Huebschman, et al., recently developed a means of reconstructing holograms by using DMD chips removed from high-definition video projectors [HMG03, HMHG05]. Huebschman’s group applied an interference-based approach for the holographic fringe calculation. The intensity for each pixel on the hologram was derived by integrating over the desired object, similar to ray tracing. They discovered that binary holograms reconstructed better than grayscale. This is because the DMD is in essence a binary device. It is incapable of producing a grayscale pattern in a single instant. Trying to reconstruct a grayscale hologram on a DMD produces a series of binary holograms, each of which poorly reconstructs the image and is averaged over time by the human visual system.

In this research, the actual physical hologram reconstruction is pursued to demonstrate our new results. Existing computational methods as well as those developed here are used to digitally reconstruct the holograms. The techniques developed here are essentially independent of the specific reconstruction device being used.
Chapter 4

Fast Computation of Spatially Shifted Diffraction

As mentioned in Section 3.2.2, a direct implementation of the one-dimensional discrete Fourier transform has complexity $O(N^2)$ while the one-dimensional FFT has complexity $O(N \log N)$. Also, the complexity of a direct implementation of the two-dimensional discrete Fourier transform has complexity $O(N^4)$ while the two-dimensional FFT has complexity $O(N^2 \log N)$. In this research, we will refer to algorithms having $O(N \log N)$ complexity in one dimension or $O(N^2 \log N)$ complexity in two dimensions as “fast”, as opposed to slower implementations that result in $O(N^2)$ or $O(N^4)$ complexity.

In traditional Fourier-based holographic techniques (see Section 3.4.2), assumptions are made so that diffraction formulas have the form of a Fourier transform and the FFT can be used. This formulation, along with its restrictions, will be discussed in Section 4.1. Our purpose in this chapter is to derive fast algorithms that overcome some of the limitations of Fourier-based techniques.

4.1 Fresnel and Fraunhofer Diffraction

We begin the derivation of the Fresnel diffraction integral starting with our simplified Fresnel-Kirchhoff integral formula in Equation 3.20. Given a complex-valued wavefront of $\psi(x', y', z')$, we compute the propagated wavefront $\Psi(x, y, z)$. Using the modified Fresnel-Kirchhoff integral formula,

$$\Psi(x, y, z) = -\frac{ik}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \psi(x', y', z') e^{ikr} \frac{dx' dy' dz'}{r},$$

(4.1)

where

$$r = \sqrt{(x' - x)^2 + (y' - y)^2 + (z' - z)^2},$$

we assume that our source wavefront is confined to a single plane and set $z' = 0$ and $r$ simplifies to

$$r = \sqrt{(x' - x)^2 + (y' - y)^2 + z^2}.$$

Focusing on the $kr$ term in the exponential function in Equation 4.1, we rearrange the terms to produce:

$$kr = k \sqrt{(x' - x)^2 + (y' - y)^2 + z^2}$$

$$= k \sqrt{z^2 \left[ 1 + \frac{(x' - x)^2}{z^2} + \frac{(y' - y)^2}{z^2} \right]}$$

$$= kz \sqrt{1 + \frac{(x' - x)^2}{z^2} + \frac{(y' - y)^2}{z^2}}$$

$$\approx kz \left[ 1 + \frac{(x' - x)^2}{2z^2} + \frac{(y' - y)^2}{2z^2} \right],$$
where the square root term is approximated by the first two terms of the power series [GR94]:

$$\sqrt{1 + x} = 1 + \frac{x}{2} - \frac{x^2}{8} + \cdots.$$ 

Substitution into Equation 4.1 yields:

$$\Psi(x, y, z) = -\frac{ik}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \psi(x', y') \frac{1}{r} e^{i\frac{\pi}{2\lambda d} \left[ (x'-x)^2 + (y'-y)^2 \right]} \, dx' \, dy'. \quad (4.2)$$

Assuming that $z = d$ is held constant and that $r \approx z$ leads to the Fresnel diffraction integral:

$$\Psi_d(x, y) = -\frac{ik}{2\pi} \frac{1}{d} e^{ikd} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \psi(x', y') e^{i\frac{\pi}{\lambda d} \left[ (x'-x)^2 + (y'-y)^2 \right]} \, dx' \, dy'. \quad (4.3)$$

The form of Equation 4.3, with the leading term written as $1/i\lambda d$, is commonly seen in the literature. The range of $d$ for which the Fresnel diffraction integral is valid is given by [MGF+99]:

$$d \geq \frac{\Delta x^2 N + \Delta y^2 M}{\lambda}, \quad (4.4)$$

where $\Delta x$ and $\Delta y$ are the pitch in $x$ and $y$ directions, respectively. $N$ is the resolution in the $x$ direction and $M$ is the resolution in the $y$ direction. Equation 4.4 is the minimum Fresnel distance, and must be observed when applying the Fresnel diffraction integral.

Further simplifications involving the exponential term in Equation 4.2 can be made when both $x^2 + y^2 \ll z^2$ and $x'^2 + y'^2 \ll z^2$. This results in the Fraunhofer diffraction integral [OO05]:

$$\Psi_d(x, y) = -\frac{ik}{2\pi} \frac{1}{d} e^{ikd} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \psi(x', y') e^{-i\frac{\pi}{\lambda d} (x'^2 + y'^2)} \, dx' \, dy'. \quad (4.5)$$

Fraunhofer diffraction is also known as far-field diffraction, since the object and hologram must both be small and be a large distance apart.

Traditional approaches that discretize the Fresnel or Fraunhofer diffraction integrals to obtain a fast algorithm restrict the sampled points to be centered about the axis of propagation and constrain the sampling rates involved. Presented next is a typical discretization of the Fresnel diffraction integral [MGF+99] — the discretization of the Fraunhofer diffraction is very similar.

We begin by rearranging Equation 4.3 into a more suitable form:

$$\Psi_d(x, y) = \frac{1}{i\lambda d} e^{ikd} e^{i\frac{\pi}{\lambda d} (x^2 + y^2)} \int_{-\infty}^{\infty} \left[ \psi(x', y') e^{i\frac{\pi}{\lambda d} (x'^2 + y'^2)} \right] e^{-i\frac{\pi}{\lambda d} (x'x + y'y')} \, dx' \, dy'. \quad (4.6)$$
Let \( N \) be the sampled resolution in each dimension and in each domain, and let the sampling pitches be \( \Delta x, \Delta y, \Delta x', \) and \( \Delta y' \) in the \( x, y, x', \) and \( y' \) directions, respectively. Our sampled Fresnel transform becomes:

\[
\Psi_d(m\Delta x, n\Delta y) = \frac{1}{i\lambda d} e^{ikd} e^{i\frac{\pi}{\lambda d} [(m\Delta x)^2 + (n\Delta y)^2]} \times
\sum_p \sum_q \left[ \psi(p\Delta x', q\Delta y') e^{i\frac{\pi}{\lambda d} [(p\Delta x')^2 + (q\Delta y')^2]} \right] e^{-i \frac{2\pi}{\lambda d} (p\Delta x m\Delta x + q\Delta y n\Delta y)},
\]

(4.7)

where \( m, n, p, \) and \( q \) range from \( -N/2 - 1 \) to \( N/2 \). We impose the condition that

\[
\frac{\Delta x \Delta x'}{\lambda d} = \frac{\Delta y \Delta y'}{\lambda d} = \frac{1}{N}
\]

so that Equation 4.7 becomes

\[
\Psi_d(m\Delta x, n\Delta y) = \frac{1}{i\lambda d} e^{ikd} e^{i\frac{\pi}{\lambda d} [(m\Delta x)^2 + (n\Delta y)^2]} \times
\sum_p \sum_q \left[ \psi(p\Delta x', q\Delta y') e^{i\frac{\pi}{\lambda d} [(p\Delta x')^2 + (q\Delta y')^2]} \right] e^{-i \frac{2\pi}{\lambda d} (pm + qn)/N}.
\]

(4.8)

The final exponential in Equation 4.8 is the kernel of the discrete Fourier transform (see Section 3.2.2). Thus computation of this value involves first multiplication of the input sampled function by the exponential in brackets in the summation, then calculation of the discrete Fourier transform using the FFT, and finally multiplication by the leading terms outside of the summation. Next we will derive an alternative discretization of the Fresnel diffraction integral that alleviates some of the restrictions discussed previously.

### 4.2 Shifted Fresnel Diffraction

The techniques developed in this section overcome the limitations of traditional Fourier-based holography by allowing for arbitrary spatial separation from the axis of propagation and arbitrary pitch values, while also permitting an efficient computational algorithm.

We begin by defining a finite rectangular cartesian grid in the \( x-y \) and \( x'-y' \) planes. Figure 4.1 illustrates the geometric setup described. The \( x'-y' \) plane is simply a shift of the \( x-y \) plane by a distance of \( d \) in the \( z \) direction. The \( x-y \) grid has one corner located at \( (x_0, y_0) \), with a resolution of \( M \times N \), and has \( x \) and \( y \) pitch values of \( \Delta x \) and \( \Delta y \), respectively. The \( x'-y' \) grid is defined similarly, having one corner located at \( (x'_0, y'_0) \), with a resolution of \( P \times Q \), and has \( x' \) and \( y' \) pitch values of \( \Delta x' \) and \( \Delta y' \), respectively. The coordinates of the set of indexed points for these two grids are determined by the following formulas:

\[
x_m = x_0 + m\Delta x \\
y_n = y_0 + n\Delta y
\]

\[
x'_p = x'_0 + p\Delta x' \\
y'_q = y'_0 + q\Delta y'
\]

where \( m, n, p, \) and \( q \) are integer indices with the following bounds:

\[
0 \leq m \leq M - 1 \\
0 \leq n \leq N - 1 \\
0 \leq p \leq P - 1 \\
0 \leq q \leq Q - 1.
\]
Using this discretization, we will recast Equation 4.6 by defining the following discrete functions that represent the source and target wavefronts:

\[ U_d(m,n) \equiv \Psi_d(x_0 + m\Delta x, y_0 + n\Delta y) \]
\[ u(p,q) \equiv \psi(x'_0 + p\Delta x', y'_0 + q\Delta y') \]

The integral in Equation 4.6 becomes a finite summation over the discrete functions, yielding the discrete shifted Fresnel transform:

\[
U_d(m,n) = \frac{1}{i\lambda d} e^{ikd} e^{i\pi \lambda d \left( x^2_0 m + y^2_0 n \right)} \sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} u(p,q) \left( e^{i\pi \lambda d \left( x'^2_0 p + y'^2_0 q \right)} e^{-i\pi \lambda d \left( x'_0 m + y'_0 n \right)} \right) \left( e^{-i\pi \lambda d \left( \Delta x' \Delta x p + \Delta y' \Delta y q \right)} \right). \tag{4.9}
\]

To produce an expression suitable for fast computation (i.e. FFT or scaled FFT), we must evaluate the terms within the last exponential of Equation 4.9. The last exponential becomes:

\[
e^{-i\frac{2\pi}{\lambda d} \left( x'_0 \Delta x + y'_0 \Delta y \right)} = e^{-i\frac{2\pi}{\lambda d} \left( x'_0 + p\Delta x' \right) (x_0 + m\Delta x) + (y'_0 + q\Delta y') (y_0 + n\Delta y)} \]
\[ = e^{-i\frac{2\pi}{\lambda d} \left( x'_0 \Delta x + y'_0 \Delta y \right)} e^{-i\frac{2\pi}{\lambda d} \left( x'_0 m\Delta x + y'_0 n\Delta y \right)} e^{-i\frac{2\pi}{\lambda d} \left( \Delta x' \Delta x p + \Delta y' \Delta y q \right)} . \tag{4.10}
\]

Using this result in Equation 4.9 produces a discrete shifted Fresnel transform that is suitable for implementation:

\[
U_d(m,n) = \frac{1}{i\lambda d} e^{ikd} e^{i\pi \lambda d \left( x^2_0 + y^2_0 \right)} \sum_{p=0}^{P-1} \sum_{q=0}^{Q-1} \left[ u(p,q) \left( e^{i\pi \lambda d \left( x'^2_0 + y'^2_0 \right)} e^{-i\pi \lambda d \left( x'_0 \Delta x + y'_0 \Delta y \right)} \right) \left( e^{-i\pi \lambda d \left( \Delta x' \Delta x p + \Delta y' \Delta y q \right)} \right) \right]. \tag{4.11}
\]

This fast shifted Fresnel transform multiplies \( u(p,q) \) by the exponentials in the summation within the brackets. The computational time required for this operation grows linearly with the size of \( u \). Note that
the last exponential in the summation, \( \exp \left[ -i \frac{2 \pi}{\lambda d} (\Delta x' \Delta x p m + \Delta y' \Delta y q n) \right] \), is a discrete two-dimensional scaled Fourier transform with scale parameters \( \Delta x' \Delta x / \lambda d \) and \( \Delta y' \Delta y / \lambda d \) (see Equation 3.6). The fast scaled Fourier transform is computed using the Convolution Theorem (Section 3.2.2) and has the same complexity as the FFT. A final multiplication is done using the complex terms outside of the summation in Equation 4.11.

The major restriction with our fast shifted Fresnel transform is that the resolutions of \( U_d(m, n) \) and \( u(p, q) \) must be equal, namely that \( M = P \) and \( N = Q \). This restriction will be overcome in Chapter 5 where we develop a tiling algorithm to handle source and target wavefronts with different resolutions.

Further simplifications of Equation 4.11 are possible by substituting expressions for \( x'_p \) and \( y'_p \) into the exponentials inside the brackets and removing the factors that are independent of \( p \) and \( q \) from the summation. We will not carry this out because it does not effect the overall complexity of the algorithm.

A derivation for a fast shifted Fraunhofer transform is also possible and analogous to steps taken for Fresnel diffraction. It will not be discussed here because this research only utilizes the Fresnel diffraction integral.

Chapters 5 and 6 will present two applications of the fast shifted Fresnel transform developed in this research, but first we will see how Fresnel diffraction can be modeled using a fractional Fourier transform.

### 4.3 Fresnel Diffraction as a Fractional Fourier Transform

It has been shown that Fresnel diffraction is proportional to a fractional Fourier transform [MO93, Loh93, OM93, OBMO94, MZD+95, GMD96]. The following derivation presented is based on [OZK01]. The geometry used is depicted on Figure 4.2, and consists of two spherical surfaces each tangent to a planar surface. For simplification we will consider diffraction in only one dimension. Thus the spherical surfaces are actually circles and the planar surfaces are lines.

![Figure 4.2: Geometry for fractional Fourier modeling of Fresnel diffraction.](image-url)
\( \psi(x') \) represents the wavefront on the first planar surface, \( \Psi^{sr}(x') \) represents the wavefront on the first spherical surface, \( \Psi^{sr}(x) \) represents the wavefront on the second spherical surface, and \( \Psi(x) \) represents the wavefront on the second planar surface. These functions are related by:

\[
\psi(x') = e^{i \frac{\pi}{\lambda R_1} x'^2} \psi^{sr}(x') \\
\Psi(x) = e^{i \frac{\pi}{\lambda R_2} x^2} \Psi^{sr}(x).
\]

The one-dimensional Fresnel diffraction integral, simplified from Equation 4.3, relates the propagated wavefront between the two planar surfaces:

\[
\Psi_d(x) = \frac{1}{i \lambda d} e^{ikd} \int_{-\infty}^{\infty} \psi(x') e^{i \frac{\pi}{\lambda R_0} (x-x')^2} dx'.
\]

Substitution of Equation 4.12 into Equation 4.13 allows \( \Psi^{sr}_d(x) \) to be expressed as:

\[
e^{i \frac{\pi}{\lambda R_2} x^2} \psi^{sr}_d(x) = \frac{1}{i \lambda d} e^{ikd} \int_{-\infty}^{\infty} \psi^{sr}(x') e^{i \frac{\pi}{\lambda R_1} (x-x')^2} e^{i \frac{\pi}{\lambda R_2} x'^2} e^{-i \frac{\pi}{\lambda R_2} x'^2} dx'.
\]

This expression can be discretized by introducing the dimensionless functions

\[ U^{sr}_d(m) \equiv \Psi^{sr}_d(m \Delta x) \]

and

\[ u^{sr}(p) \equiv \Psi^{sr}(p \Delta x'), \]

where \( m \) and \( p \) are integers and \( \Delta x \) and \( \Delta x' \) define the \( x \) and \( x' \) pitch values, respectively. Equation 4.14 becomes:

\[
U^{sr}_d(m) = \frac{1}{i \lambda d} e^{ikd} \int_{-\infty}^{\infty} u^{sr}(p) e^{i \frac{\pi}{\lambda R_0} \left[ (1+d/R_1)p^2 - 2\Delta x \Delta x' p + \Delta x^2 (1-d/R_2)^m \right]} dx',
\]

where we see that

\[
U^{sr}_d(m) = \frac{1}{i \lambda d} e^{ikd} \frac{1}{\lambda \alpha} \mathcal{F}^{a}(u^{sr})
\]

if and only if

\[
(1 + d/R_1) \frac{\Delta x'^2}{\lambda d} = \cot(\alpha) \\
(1 - d/R_2) \frac{\Delta x^2}{\lambda d} = \cot(\alpha)
\]

\[
\frac{\Delta x \Delta x'}{\lambda d} = \csc(\alpha),
\]
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where $\alpha = a \pi / 2$ and $A_\alpha$ is defined as in Equation 3.13. This derivation allows for the fractional Fourier transform to be utilized in arbitrary diffraction systems, which may include lenses as well as distances for free space propagation [OZK01]. For the purpose of this research, we let $R_1 \to \infty$ so that $\psi(x') = \psi^{sr}(x')$ represents a planar wavefront. When computing the Fresnel propagation of a wavefront, the values of $\Delta x'$, $\lambda$, and $d$ are given. Thus the values of $a$, $R_2$, and $\Delta x$ are determined from Equation 4.16 as [OZK01]:

$$
\frac{a \pi}{2} = \alpha = \tan^{-1} \left[ \frac{\lambda d}{\Delta x'^2} \right]
$$

$$
R_2 = d \left[ 1 + \frac{\Delta x'^4}{(\lambda d)^2} \right]
$$

$$
\Delta x = \Delta x' \sqrt{1 + \frac{(\lambda d)^2}{\Delta x'^4}}.
$$

(4.17)

Noting that $u^{sr}(p) = u(p)$ under the condition that $R_1 \to \infty$, Equation 4.15 becomes

$$
U_{sr}^{sr}(m) = \frac{1}{i \lambda d} e^{ikd} \int_{-\infty}^{\infty} u(p) e^{i \frac{\pi}{\lambda d} \left[ \Delta x'^2 p^2 - 2 \Delta x' \Delta x \Delta x' \Delta x'^2 m + \Delta x'^2 (1 - d/R_2) m^2 \right]} dx',
$$

(4.18)

and $U_d(m)$ may be expressed as

$$
U_{d}(m) = \frac{1}{i \lambda d} e^{ikd} e^{-i \frac{\pi}{\lambda d^2} \Delta x'^2 m^2} \int_{-\infty}^{\infty} u(p) e^{i \frac{\pi}{\lambda d} \left[ \Delta x'^2 p^2 - 2 \Delta x' \Delta x \Delta x' \Delta x'^2 m + \Delta x'^2 (1 - d/R_2) m^2 \right]} dx'
$$

(4.19)

$$
= \frac{1}{i \lambda d} e^{ikd} e^{-i \frac{\pi}{\lambda d^2} \Delta x'^2 m^2} \frac{1}{A_\alpha} \mathcal{F}^a(u),
$$

where the value of $a$ is determined by Equation 4.17. In this restrictive case, we see that we are not free to choose the sampling rate of $U_d(m)$. It is for this reason that the fractional Fourier transform is not used to model Fresnel diffraction in this research.
Chapter 5

Rectangular Holographic Tiling

The shifted formulas developed in Chapter 4 will be utilized in a technique we refer to as rectangular holographic tiling, or just simply as tiling. This development is motivated by the fact that the imaging volume requires much less resolution than the hologram. Human acuity is limited to approximately 0.175mm [Luc94], meaning that two points closer than 0.175mm appear as one. Typical holographic resolutions are on the order of a micron. Given a hologram and an imaging volume of roughly the same lateral size, the hologram will require a much higher resolution. Thus fast numerical techniques allowing for the calculation of a diffraction pattern between vastly different resolutions is much needed. This chapter introduces the tiling algorithm developed in this research, several tiling demonstrations, and a discussion of the results.

5.1 Rectangular Holographic Tiling Algorithm

In this research, rectangular tiling, or simply tiling, is defined as the subdivision of a finite rectangular planar surface into smaller, possibly overlapping, rectangular planar surfaces referred to as tiles. These tiles form a set, and together their union covers the original planar surface. Figure 5.1 shows a simple tiling example. This restriction to rectangular tiling is due to the use of the fast algorithms developed in Chapter 4.

![Figure 5.1: Tiling of a finite rectangular plane.](image)

The core of holographic computations uses the propagation and diffraction of light through space, namely between the imaging volume and the hologram. As mentioned in the introduction to this chapter, we will provide for different resolutions for the imaging volume and the hologram. Our tiling construct permits this, in either the construction or reconstruction of holograms. We will often refer to the diffraction between a source plane and a target plane. For hologram construction, the source plane is in the imaging volume and the target plane is the hologram; and vice versa for hologram reconstruction.

We start with a source plane on which the values of a complex wavefront are known, and a target plane where we will calculate the values of the propagated wavefront. Let $\psi(x',y')$ represent the complex-valued wavefront at the source plane, and $\Psi(x,y)$ represent the complex-valued wavefront at the target plane. If $\psi$ and $\Psi$ have the same sampled $x$ and $y$ resolutions, then the computation makes direct use
of the fast discrete shifted Fresnel transform (Equation 4.11). Otherwise, we must consider two cases: when the $x$ and $y$ resolutions of $\Psi$ are not less than that of $\psi$, and when the $x$ and $y$ resolutions of $\psi$ are not less than that of $\Psi$. In this research, we will not consider the case where $\psi$ and $\Psi$ have different $x$ and $y$ resolutions, yet neither has a larger resolution in both the $x$ and $y$ directions, an example of which is depicted on Figure 5.2.

When the source wavefront, $\psi(x',y')$, is sampled at a lower resolution than the target wavefront, $\Psi(x,y)$, we create a tiling of $\Psi$ such that each tile has the same resolution as that of $\psi$, as illustrated in Figure 5.3. Then we sequentially compute the propagated wavefront of $\psi$ for each tile. Since each tile has the same resolution as $\psi$, the fast shifted Fresnel transform may be used (Equation 4.11).
When the target wavefront, \(\Psi(x, y)\), is sampled at a lower resolution than the source wavefront, \(\psi(x', y')\), we use the superposition principle of light. Create a tiling of \(\psi\) such that each tile has the same resolution as that of \(\Psi\), as illustrated in Figure 5.4. The value of \(\Psi\) is equal to a linear superposition of the propagated wavefront of each tile of \(\psi\). Thus the propagated wavefront from each tile at the location of \(\Psi\) is summed.

Figure 5.4: Lower resolution target wavefront for holographic tiling.

5.2 Holographic Tiling Demonstrations

In this section, several applications of our holographic tiling algorithm are demonstrated. Each is implemented using Java, executed on an Intel Dothan PC under Linux, and represents a prototype implementation.

5.2.1 Using Low Resolution Source Images

In traditional Fourier-based hologram calculations, the source and target wavefronts must have the same resolution. This first demonstration will use the tiling algorithm to compute a high resolution hologram from relatively low resolution source images. It will show how the computational time is reduced by the use of smaller resolution source images, when the use of small resolution images is permissible.

The image in Figure 5.5 was used as the source image, having the following resolutions: \(512 \times 512\), \(256 \times 256\), \(128 \times 128\), \(64 \times 64\), and \(32 \times 32\). For each resolution, the tiling algorithm was applied to construct a \(1024 \times 1024\) resolution hologram having an \(x\) and \(y\) pitch of 8 microns. In each case, the source image was 6mm by 6mm and located 50cm from the hologram. The spatial pitch of the source image for each trial varied since the resolution was different but the total size was constant. Figure 5.6 displays the holograms computed and the reconstructions for each resolution. A good reconstruction was accomplished for each resolution, where image degradation seen in the lower resolutions is due to the
lower resolution of the source image. The reconstruction of each hologram was also carried out using the tiling algorithm to reconstruct the hologram at the same resolution as each source image. During the reconstruction phase, the hologram became the source plane and the imaging area became the target plane, thus utilizing the superposition principle.

![Figure 5.5: Source image for low resolution tiling demonstration.](image)

Table 5.1 displays the results of this demonstration. As expected, using lower resolution source images takes less computational time, although not as significant as one might think. To better understand the decrease in computational time, we shall determine the complexity of the tiling algorithm. Let the hologram have a resolution of $N \times N$, and let the source image have a resolution of $M \times M$, such that $2^K M = N$ for some non-negative integer $K$. The number of tiles generated to cover the target plane will be $(2^K)^2$ and the complexity to transform each tile will be $M \log M$. Therefore the total complexity is:

$$
(2^K)^2 M^2 \log M = (2^K)^2 \left(\frac{N}{2^K}\right)^2 \log \left(\frac{N}{2^K}\right) = N^2 (\log N - K).
$$

We see that the computational costs decrease linearly with $K$.

A possible future area of research for this tiling algorithm would be to automatically determine, given an input source image consisting of sparse data, if it is more computationally efficient to divide the image into...
Figure 5.6: Reconstructed images from low resolution tiling demonstration. The images in the left column are the computed holograms, and the images in the right column are the reconstructed images.

smaller resolution blocks and transform each separately. This may prove more effective when the input source image consists of large areas of “blank” data, which do not contribute to the final holographic fringe pattern.
5.2.2 Tiling Images with Varying Depths

This demonstration will illustrate the effectiveness of the shifted diffraction formulas derived in Chapter 4 while using the tiling algorithm. Three source images were used, each having a resolution of $256 \times 256$ and a size of 4mm by 4mm. Figure 5.7 shows the three images used. Image A was located at $(-2\text{mm}, 2\text{mm}, 50\text{cm})$, Image B was located at $(0\text{mm}, 0\text{mm}, 52\text{cm})$, and Image C was located at $(2\text{mm}, -2\text{mm}, 54\text{cm})$. A single hologram was calculated having a resolution of $1024 \times 1024$ with an $x$ and $y$ pitch of 8 microns. The hologram computed is illustrated on Figure 5.8.

![Image A](image_a.png) ![Image B](image_b.png) ![Image C](image_c.png)

Figure 5.7: Source images having various depths for tiling demonstration.

The reconstruction was carried out for the depth of each source image, as shown on Figures 5.9, 5.10, and 5.11. In each reconstruction, the proper image is in focus, located in the proper location and orientation, and the other two images are seen as out of focus.

![Hologram](holo.png) ![Reconstruction A](recon_a.png)

Figure 5.8: Hologram computed from three source images using the tiling algorithm. Figure 5.9: Reconstruction of Image A for a tiling demonstration.
5.2.3 Real Image Reconstruction

As discussed in Section 2.3.3, real image reconstruction involves illuminating only a small portion of the hologram and thus producing a single perspective of the object. Each region of the hologram is oriented at a certain angle to the object, and thus only stores information from that particular perspective of the object. Tajahuerce showed that computational reconstruction from a small rectangular portion of a hologram indeed produces the proper perspective of the original object [TJ00]. Our tiling algorithm will now be applied to simulate the real image reconstruction of a hologram.

Our approach is to tile the hologram into non-overlapping regions and reconstruct the object using each tile independently. No superpositioning is carried out. The result is that each tile of the hologram reconstructs the proper perspective. The object from which the hologram is computed is a cube with a pointed top. Vertices are generated to lie along the edges of the object, and an interference-based approach is taken to compute the hologram. Figure 5.12 shows a $256 \times 256$ portion of the $1024 \times 1024$ hologram computed from the object. Figures 5.13, 5.14, and 5.15 illustrate real image reconstructions using tile resolutions of $512 \times 512$, $256 \times 256$, and $128 \times 128$, respectively. The object is approximately 1mm wide and located 3cm from the hologram. The object is tilted prior to hologram construction so that one corner of the cube is closest to the hologram. The $x$ and $y$ pitch of the hologram is chosen to be 14 microns. These parameters are chosen to produce a good illustration of the various perspectives of the object.

Note that each tile reconstructs the proper perspective of the object. Also, the reconstructions are carried out for a plane through the cube. Therefore points in front of or behind this plane are blurred. This effect is much more pronounced in the higher resolution tiles.

In principle, this same process will work in reverse. Given a three-dimensional object, we would begin by generating a discrete number of two-dimensional perspectives. These perspectives would each represent a tile and would be independently transformed to produce the final hologram. This technique will not be
pursued here, and the interested reader may refer to the following sources for similar approaches: [AR03, NOY+97, SIY04].

5.3 Holographic Tiling Discussion

Holographic computations are easy to program in parallel, since the computation of any region of the hologram can be done independently from any other region. Our tiling algorithm preserves this attribute
since each tile can be computed independently from the others. This same property can be used when we wish to compute an extremely large hologram that cannot be entirely stored in memory; each tile of the hologram can be computed separately and stored for later use. Also, a process similar to scan line imaging of two-dimensional displays may be needed for real-time holographic devices. It may be advantageous to compute tiles of the hologram sequentially, constantly sending each resulting fringe pattern to a device for display. The following chapter will make further use of the tiling algorithm in what we call partitioned holographic computation.
Chapter 6

Partitioned Holographic Computation

In two-dimensional rendering of three-dimensional data, it is common to use a bounded volume heirarchy [AMH02]. Each object in a scene is contained within a simpler geometric solid, such as a cube, sphere, or cylinder. These may also be grouped and contained within larger solids. During rendering, the determination of visibility, occlusion, or intersection of objects are performed on the geometrically simpler bounding volumes before the objects themselves are considered. It is this general procedure that inspired the development of partitioned holographic computation in this research.

Partitioned holographic computation divides a scene into subsets of objects, where an intermediate hologram is computed for each subset using only the objects in that subset. Then the final hologram is computed using the set of intermediate holograms. We assume each intermediate hologram to be independent, i.e. changes to one subset of objects does not effect the computation of the other intermediate holograms. This is a viable approach to computing the final hologram, as long as the conditions that follow are met.

We require that if occlusion is to be properly modeled, then objects in one subset must not occlude objects in another subset. This would violate our assumption that the intermediate holograms are independent. Since Fresnel diffraction is used in this research, a minimum distance of propagation is required (restated from Equation 4.4):

\[ d \geq \frac{\Delta x^2 N + \Delta y^2 M}{\lambda}, \]  

(6.1)

where \( \Delta x \) and \( \Delta y \) are the x and y pitch values, respectively, and \( N \) and \( M \) are the x and y resolutions, respectively. This condition must hold for the distance from the objects in each subset to its corresponding intermediate hologram, as well as the distance from each intermediate hologram to the final hologram. This means that the lateral dimension of the intermediate hologram must be of sufficient size to properly represent the propagating wavefront between each object and the hologram.

The long term goal of the partitioned hologram formulation is to provide a more dynamic framework for computing holograms that will aid the development of real-time holographic displays. This approach represents a hybrid, where we have made no assumptions on the exact form of the objects. For example, one subset may contain a point-based object, its intermediate hologram would be computed using an interference-based, ray-tracing approach. Another subset may contain a collection of planar objects, computation of its intermediate hologram would use the shifted Fresnel transform.

This chapter introduces the partitioned holographic computation algorithm developed in this research, two partitioning demonstrations, and a discussion of the results.

6.1 Partitioned Holography Algorithm

First consider the propagating wavefront emitted from an object. The value of the wavefront at any distance can be seen as a different representation of the same signal. The holographic process relies on
the ability to capture this wavefront at the plane of the hologram, and then to propagate this wavefront to
reconstruct the original object. Our partitioned holography algorithm uses this property by introducing
intermediate holograms to reduce the computational time.

We are given a set of objects from which a hologram is to be computed. This hologram will be referred
to as the final hologram. This set of objects is partitioned so that each object belongs to exactly one
subset. For each subset, we define an intermediate hologram. Each intermediate hologram is computed
using only the objects contained in that subset. The final hologram is then computed using only the
intermediate holograms, calculated by the linear superposition of the propagated wavefronts from each
intermediate hologram. Since the shifted Fresnel diffraction techniques developed in Section 4.2 require
propagation between parallel planes, this research only considers intermediate holograms that are parallel
to the final hologram.

As mentioned previously, the location of each intermediate hologram must satisfy the minimum Fresnel
distance (Equation 6.1) to the objects in question and to the final hologram. If the objects are located a
sufficient distance from the final hologram, then the intermediate hologram may be located as depicted
on Figure 6.1. If this is not the case, then the intermediate hologram may be located behind the hologram
as depicted on Figure 6.2.

Locating the intermediate hologram and the object on opposite sides of the final hologram may seem
counter intuitive. But the intermediate hologram is simply acting as a “placeholder”, storing a wavefront
which represents the propagating wavefront from the object at some plane. Assume the object is located
a distance \(d\) from the final hologram, and the intermediate hologram is located a distance \(d'\) behind
the final hologram (see Figure 6.2). The object wavefront is first propagated a distance of \(d + d'\) to
the location of the intermediate hologram, then this wavefront is propagated back a distance \(-d'\) to the
location of the final hologram.
6.2 Partitioned Holography Demonstrations

In this section, several applications of our partitioned holographic computation are demonstrated. The main advantage of these partitioned holographic computations are that the intermediate holograms require less resolution than the final hologram. Each is implemented using Java, executed on an Intel 1.7GHz Dothan PC with Linux using 1GB of RAM, and represents a prototype implementation.

6.2.1 Partitioned Hologram of Planar Objects

This example provides a “proof of principle” demonstration of our partitioned holographic computation. The same source images depicted on Figure 5.7 are used, each having a resolution of $256 \times 256$ and a size of 4mm by 4mm. Image A is located at ($-2$mm, 2mm, 80cm), Image B is located at (0mm, 0mm, 82cm), and Image C is located at (2mm, $-2$mm, 84cm). A single intermediate hologram is used having a resolution of $512 \times 512$, a size of 1.7cm by 1.7cm, and is centered at (0, 0, 40cm). The intermediate hologram is calculated from these three source images, and the result is illustrated on Figure 6.3. The final hologram, calculated solely from the intermediate hologram, is shown on Figure 6.4, and has a resolution of $1024 \times 1024$ with an $x$ and $y$ pitch of 17 microns. Figures 6.5, 6.6, and 6.7 depict the reconstructions carried out for each depth of the source images.

The time required to compute the intermediate hologram was 17.8 seconds, and the time to compute the final hologram from the intermediate was 33.0 seconds; for a total computational time of 50.8 seconds. For comparison, computation of the final hologram directly from the three source images took 84 seconds. Thus for this simple example, using a single intermediate hologram proves viable in hologram construction and decreases the total computational time needed by approximately 40%.
6.2.2 Partitioned Hologram of a Point-Based Object

Figure 6.8 shows a rendering of four isosurfaces from a binary star simulation. Only the vertices from the outermost isosurface are used in this demonstration for the construction of a hologram. The surface consists of 21670 vertices, and an interference-based, ray-tracing algorithm is implemented to calculate a single intermediate hologram. The surface is rotated before the hologram computation, thus reconstructions show a different view than shown on Figure 6.8. Three configurations are used to produce holograms of these data, each resulting in a need for different placement of the intermediate hologram.
In the first configuration considered, the final hologram has a resolution of $1024 \times 1024$ and a pitch of 4 microns. The isosurface is centered at (0, 0, 10cm) and scaled to have an $x$ dimension of 3mm. The intermediate hologram is centered at (0, 0, 5cm), has a resolution of $512 \times 512$, and set to have the same size as the final hologram, roughly 4mm by 4mm. Note that the intermediate hologram is located between the object and the final hologram. Figure 6.9 illustrates the intermediate hologram and Figure 6.10 illustrates the final hologram. The reconstruction of this hologram is shown on Figure 6.11. For comparison, the final hologram is also computed directly from the source object, and its reconstruction is shown on Figure 6.12.
In the second configuration considered, the final hologram has a resolution of $1024 \times 1024$ and a pitch of 17 microns. The isosurface is centered at (4cm, 2cm, 122cm) and scaled to have an $x$ dimension of 3.5cm. The intermediate hologram is centered at ($-8.5$cm, $-4.3$cm, $-260$cm) and set to have the same $x$ dimension as the original object. Note that the final hologram is located between the object and the intermediate hologram, and that a line may be drawn passing through the centers of each. Figure 6.13 illustrates the intermediate hologram and Figure 6.14 illustrates the final hologram. The reconstruction of this hologram is shown on Figure 6.15. For comparison, the final hologram is also computed directly from the source object, and its reconstruction is shown on Figure 6.16.

The computational times for these two configurations are approximately the same since each setup uses the same resolutions, the times given are averages. The time needed for direct calculation of the final hologram is 4200 seconds. The time needed to compute the intermediate hologram is 940 seconds and to compute the final hologram is 35 seconds; resulting in a total computational time for the partitioned approach of 975 seconds. We see a reduction in computational time using the partitioned approach of approximately 75%.
Seeking to reduce the required computational time, the third configuration modifies these parameters so that the intermediate hologram has a resolution of $256 \times 256$. To respect the required minimum Fresnel distance, we center the intermediate hologram at $(-12\text{cm}, -6\text{cm}, -366\text{cm})$, maintaining the same $x$ dimension as the object. Figure 6.17 illustrates the intermediate hologram and Figure 6.18 illustrates the final hologram. The reconstruction of this hologram is shown on Figure 6.19. The time to compute the intermediate hologram decreased to 240 seconds and the final hologram to 28 seconds, resulting in a total computational time of 268 seconds. Note that the time to compute the intermediate hologram decreases by a larger factor, since its computation uses an interference-based approach with complexity $O(N^4)$.

6.3 Partitioned Holography Discussion

Our demonstrations in this chapter utilized a single intermediate hologram for simplicity to show “proof of principle”. Future research may focus on the development of a real-time framework which would
allow arbitrarily nested objects and intermediate holograms represented by a tree-like structure. The updating of a single object would only require recomputing the intermediate holograms which it effects. Also, the quantity, location, and resolutions of the set of intermediate holograms would ideally be dynamic.

The choice of using rectangular intermediate holograms parallel to the final hologram was made so that our shifted Fresnel transform could be utilized. The future development of fast algorithms for non-planar holograms would allow investigation into intermediate holograms on other surfaces, such as spheres or cylinders. For instance, assume we calculate the wavefront generated by an object at the surface of a sphere which encloses that object. The contribution to the final hologram would involve propagating the wavefront on the portion of the sphere which faces the hologram. Thus translations and rotations of the object would not require recalculating the spherical wavefront, but merely propagating a different portion of the spherical wavefront.
Chapter 7

Conclusion

7.1 Research Overview

The discrete shifted Fresnel transform has been derived in this research (Section 4.2) to overcome disadvantages of traditional Fourier techniques, namely that the sampling rates are fixed and the sampled points of the hologram and object must both be centered along the axis of propagation (Section 4.1). This shifted Fresnel transform permitted computation of Fresnel diffraction between two parallel planar surfaces. An efficient implementation, the fast shifted Fresnel transform, was developed that utilized a fast scaled Fourier transform for computation.

To compute Fresnel diffraction between planar surfaces with different resolutions, we developed a tiling algorithm which utilized the shifted Fresnel transform. The cases where the source plane or target plane had a higher resolution were both handled well, and demonstrations of the technique for constructing and reconstructing holograms were successful. The use of low resolution source images to compute a relatively high resolution hologram was demonstrated, and it was seen that computational times decrease linearly with the size of the source image. Simulated real image reconstruction was carried out using the tiling algorithm, generating a set of 2D perspective images representing the three-dimensional source object.

The partitioned holographic computation technique was introduced as an alternate hologram construction method. In this approach, the imaging volume was divided into subsets of objects. An intermediate hologram was computed from each subset, and the final hologram was computed using only the intermediate holograms. Our demonstrations showed examples using a single intermediate hologram, and either planar objects or point-based objects. Computation of an intermediate hologram from planar objects could use of our shifted Fresnel transform, but an interference-based, ray-tracing calculation had to be performed with the point-based object. The largest decrease in computational time was seen when using a point-based object. We were able to use a relatively low resolution intermediate hologram for use in the interference-based calculations, then proceed in calculating the final hologram using the fast shifted Fresnel transform.

7.2 Future Directions of Research

As previously mentioned, the fast discrete shifted Fresnel transform developed in this research has complexity $O(N\log N)$ for one-dimensional applications and complexity $O(N^2\log N)$ for two-dimensional applications. This is more efficient than a “brute-force” approach that results in complexity of $O(N^2)$ or $O(N^4)$, yet may still be improved. Fast calculation of our shifted Fresnel transform relied on the computation of a scaled Fourier transform, which in turn relied on, in this research, applying the Convolution Theorem (Equations 3.10 and 3.11) and computing three Fourier transforms. Our computational time could be reduced if an alternative method of computing a scaled Fourier transform were found with fewer than three executions of the FFT.
The minimum allowable propagation distance is imposed when using the Fresnel diffraction formula that stems from the assumptions made in its derivation (Section 4.1). For distances less than the minimum Fresnel distance, the angular spectrum propagation method has been utilized [DNFP+05, SJ94, GFDN+01]. The generalization of angular spectrum propagation to arbitrarily shifted apertures may prove useful in further developments of the partitioned hologram computation method. One drawback is that two computational methods are needed; one for distances less than the minimum Fresnel distance, and one for greater. The fractional Fourier transform, on the other hand, can theoretically describe the propagation of light for any distance from 0 to \( \infty \) [GMD96, PF94, OZK01]. Further research into using this transform in the context of this research may also prove useful in our partitioned hologram computation.

In the development of the fast shifted Fresnel transform, we assumed that the source and target wavefronts were defined on parallel planes. It would be beneficial to extend the formulations in this research to arbitrarily tilted finite rectangular planes as well as other geometric primitives, e.g. cylinders or spheres. There has been research in the diffraction from tilted planes, and the interested reader may see [EO04, MSW02, MK03, LF88, DNFP+05].

Throughout this research we used rectangular grids exclusively. The advantages of using hexagonal grids in 2D image processing have been extensively researched [Per96, PA99, VDVBU+04], yet their use for holographic purposes has not yet been pursued. Advantages of hexagonal grids compared to rectangular grids are that they have a lower sampling density, are more tightly packed, and have three axes of symmetry (60°, 120°, and 180°) as opposed to two (90° and 180°) for rectangular grids. The major disadvantage of hexagonal grids for holographic displays may be in a manufacturing step. We have done some preliminary investigations which show that our tiling algorithm can be used in calculating the Fresnel diffraction of a hexagonal grid by observing that a hexagonal grid can be decomposed into two overlapped, offset rectangular grids. Figure 7.1 illustrates a hexagonal grid showing two overlapped rectangular grids, one made from the filled vertices and the other from the unfilled vertices. A more efficient approach than the tiling algorithm might be obtained by adapting our formulations with the use of existing hexagonal FFT methods [WP84, Ehr93, Gri02, ZR00].

![Figure 7.1: Hexagonal grid showing decomposition into two rectangular grids.](image-url)
7.3 Concluding Remarks

We believe that eventually an ideal method for holographic computations will be developed which capitalizes on the distinct advantages of the interference-based, Fourier-based, and diffraction-specific approaches, while carefully weighing the disadvantages of each. It is our contention that our fast implementation of shifted Fresnel diffraction, the tiling construct, and partitioned hologram computation represent a step in this direction.
Bibliography


Vita