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Abstract

Resonant harmonic filters (RHF$s$), are the most common devices installed in distribution systems for reducing distortion caused by harmonic generating loads. When such filters are applied in systems with a distorted distribution voltage their effectiveness may decline drastically. This dissertation explores the causes of degradation of RHF$s$ effectiveness and suggests methods of their improvement both by optimization algorithms and by modification of the filter structure.

An optimization based design method is developed for the conventional RHF. It takes into consideration the interaction of the filter with the distribution system and provides a filter which gives the maximum effectiveness with respect to harmonic suppression. The results for the optimized filters, applied in some typical cases, are given, and the limits of effectiveness for a common application are explored. For cases where the conventional RHF cannot be applied due to low effectiveness, a resonant harmonic suppressor, referred to as a RHF with line inductor, is investigated. It is formed by the addition of a line inductor to a conventional RHF, and it has a higher effectiveness in the presence distribution voltage distortion. A similar method of optimization based design is developed and evaluated for the RHF with line inductor as for the conventional RHF. Also, the limits of its effectiveness are explored.

One major disadvantage of the RHF with line inductor is the load voltage reduction due to the additional impedance between the distribution system and load. For loads with variable reactive power, the voltage drop across the line inductor may reach an unacceptable level. Also, the fluctuation of the load voltage could increase. In order to reduce these effects, an adaptive capability with respect to load reactive power compensation is added to the filter. Such a filter, referred to as a semi-adaptive RHF, is obtained when a RHF is combined with a thyristor switched inductor (TSI). The addition of the TSI also increases flexibility in the design of the filter with respect to the line inductor’s value. Design aspects of the semi-adaptive RHF are explored and simulation results are presented.
Chapter 1
Introduction

Power electronic equipment provides an efficient and convenient means of energy flow control and control of supply voltage and frequency. It allows a more precise control of motors and, therefore, is used extensively in adjustable speed motor drives. These advantages, and the reduction in the cost of power semiconductors along with their ever increasing ratings and switching speeds, has led to the proliferation of power electronics equipment in the industry. These devices belong to the category of non-linear loads and, therefore, draw non-sinusoidal current from the supply. Also, there are many other non-linear loads that are much more numerous than they were a few decades ago. These include such devices as fluorescent lamps, rectifiers for the supply of digital and computer equipment, arc furnaces, etc. All of these non-linear and periodically time variant loads, referred to as harmonic generating loads (HGLs), create current and voltage distortion in distribution systems. With their increase in number and in power a corresponding increase in voltage distortion occurs in distribution systems.

Harmonic distortion has a harmful effect on both distribution system equipment and on loads that the system supplies. Because of this, harmonic distortion is a main cause of supply quality degradation. Furthermore, current harmonics cause, like reactive current, a degradation of the power factor. Reduction in the power factor means increased losses during transmission of energy as well as requiring higher ratings of distribution system equipment. Therefore, it is necessary to reduce harmonic currents for the same reasons as for reactive current, as well as to reduce the other harmful effects. If harmonic distortion exceeds some limits, then equipment is needed for its suppression. Equipment for harmonic suppression should also compensate the reactive current thereby improving both power factor and supply quality.

Resonant harmonic filters (RHF), are the main devices installed in distribution systems for reducing distortion caused by harmonic generating loads. RHF are reactive devices built of resonant LC branches, connected in parallel to the load. Each branch is tuned to the frequency of a dominating harmonic, therefore, it is a notch filter that provides a low impedance path for the load generated current harmonics to which the branch is tuned. At the same time, the filter provides capacitive reactive power needed to compensate the reactive power of the load. However, RHF very often exhibit low effectiveness due to amplification of the load generated harmonics other than those to which the filter is tuned. This amplification is caused by the filter resonance with the distribution system reactance. Moreover, if the supply voltage is distorted degradation of performance may occur due to low impedance of the filter for supply voltage harmonics. Harmonics generated by the load other than those harmonics to which the filter is tuned and all distribution voltage harmonics are referred to as minor harmonics [2]. In the past few decades RHF were mainly used for protecting distribution systems against harmonic currents injected by individual harmonic generating loads. Therefore, the resonances were not particularly harmful due to a less dense harmonic spectrum of the load generated current and a relatively distortion free distribution voltage. However, due to rapid proliferation of harmonic generating loads in recent years, RHF are installed in distribution systems where the voltage can be substantially distorted. Moreover, the load current may have a dense harmonic spectrum, which means harmonics other than those to which the filter is tuned may exist in the load current and have a substantial value. Resonant harmonic filters used in such conditions could be much less effective in reducing supply current distortion.
Resonant harmonic filters are devices that leave a substantial freedom in the selection of their parameters. This selection is not important if the filter operates with a sinusoidal supply voltage, but could be crucial for its effectiveness under conditions of degraded supply quality. RHF design has been mainly based on the method developed by Steeper and Stratford [1]. They state that the allocation of load reactive power compensation among the branches is arbitrary. This can no longer be the case if the resonant frequencies of the filter are a matter of concern because these frequencies are determined by the reactive power allocation. Various strategies, such as de-tuning of filter branches, have been developed [3, 4] to reduce the effects of minor harmonics on filter performance. These methods are based on trial and error adjustments using simulation to determine the effect of the parameter adjustment. However, due to the complex interaction of the filter with the distribution system, it is very unlikely that the best performance can be obtained by such trial and error methods. Furthermore, slight variation in the distribution system parameters can degrade effectiveness drastically. Presently, there are no known design guidelines and data on expected effectiveness under various conditions. It is difficult to determine when it is possible to use a RHF or when another means of harmonic suppression is needed.

Because of problems associated with RHFs, switching compensators, commonly referred to as active power filters or sometimes as active harmonic filters, have been the subject of extensive research and development in recent years. The popularity of these compensators derives from advantages in flexibility and because they do not cause resonances. They have been used in the low and even the mid-power range (up to 200kW). However, due to their higher cost and complexity as well as power limitations, reactive suppressors, such as the RHF, are still the most practical solution for the high-power range as well as still being very commonly used in the mid-power range. Unfortunately, researchers turned their attention to switching compensators without fully exploring the capability of RHFs and without determining the limits of their usefulness, while the industry continues to use and demand this type of suppressors. Therefore, the development of more sophisticated design techniques for RHFs in order to improve their effectiveness would be advantageous for the reduction of harmonic distortion in distribution systems. A slight modification of the structure of the conventional RHF should also be considered.

The objective of this dissertation is identification of all causes of degradation of RHF effectiveness and the development of methods of its improvement both by optimization algorithms and by modification of the filter structure. In order to accomplish this, causes of filter effectiveness degradation such as minor harmonics, both on the load and the supply side, density of the harmonic spectrum, distribution system inductance, and the variability of the load reactive power must be investigated.

The performance of a RHF is the resultant of the frequency properties of the filter and the system and the harmonic spectrum of the voltage and current. Therefore, the decline in RHF effectiveness may be lessened if the effects of the minor harmonics are taken into account during the filter design process. The design of the filters should not be performed without specific data on the system and waveform distortion and, therefore, it must be done on a case-by-case basis. Once the system and spectra are identified, harmonic amplification and attenuation by RHFs can be explained in terms of filter transmittances which describe the frequency properties of the filter and the system. The transmittances also allow the definition of distortion coefficients and the filter performance measures. Furthermore, by revealing specific causes for a filter’s decline in performance, the transmittance approach enables the prediction of the performance under various
conditions. By using this approach, methods of modifying filter characteristics may be determined and evaluated.

Unfortunately, the complex interaction of the filter with the distribution system and the number of filter design parameters makes the best selection of parameters by trial and error methods very difficult. In order to solve complex problems where the best selection of parameter values is not readily apparent, optimization techniques may be employed. A method of applying optimization techniques to the design of RHF will be explored and presented in this dissertation along with some performance data for the optimized filters. To accomplish the optimization, a cost function must be developed based on the performance measures related to the reduction of waveform distortion for the RHF. Ideally, RHF should minimize the voltage distortion at the load bus and the current distortion in the supply current. However, these two goals are not equivalent and, therefore, a tradeoff must be made based on the requirements of a particular application. Along with the cost function it will also be necessary to develop constraint functions to maintain load reactive power compensation within a specified range. Therefore, a method of constrained optimization will be necessary. Such an optimization based design method consists of several phases. First, a filter prototype is designed which satisfies some basic design requirements. Next, the prototype is analyzed to obtain frequency characteristics using the transmittance approach and to obtain performance measures. The optimization is then performed and analysis is done to determine performance. However, as with most optimization routines, the minimum value of distortion obtained may only be a local minimum. Because of this, the optimization and analysis should be repeated using different starting filter prototypes in order to find several local minima. The best final design can then be chosen out of the set obtained. In order to ensure that all local minima which meet the constraint requirements are found, the behavior of the cost function developed should be investigated.

Because of the sensitivity of the conventional RHF to supply voltage distortion, there are conditions when it may not be able to meet effectiveness requirements. For such cases where a reactive suppressor is needed but even an optimized RHF is not sufficiently effective, the RHF with line inductor is considered. Adding a line inductor to the filter structure enables it to be designed as a fixed-pole filter [5]. In order to distinguish it from the RHF without an added line inductor, the latter will be referred to as a conventional RHF. Since only a single component is added, the RHF with line inductor remains within the desired constraints of low component count and filter power requirements. The line inductance reduces the sensitivity of the filter to supply voltage distortion due to a reduced admittance as seen by the supply voltage. Also, the RHF with line inductor has some design benefits over the conventional RHF with respect to both the synthesis of the filter as well as the optimization based design techniques. Fundamentals for the synthesis of the filter are given in [5]. However, this structure has not been used in industry and does not appear in any other literature. Only the concept and fundamental synthesis technique for the filter is given in [5], therefore, properties of the filter should be explored and some techniques for analysis developed as a foundation for an optimization based design. Finally, a method of applying optimization techniques to the design of RHF with line inductor can be developed similarly as for the conventional RHF, only with different cost function variables and constraint equations. The term “fixed-pole” describes an attribute of the synthesis of such filters where the designer fixes the filter poles at some predetermined frequencies. If filter parameters are modified by an optimization routine then the term loses its meaning since the poles are no longer fixed at their predetermined locations. Thus, the term fixed-pole RHF
will refer to the pre-optimized filter prototype and after optimization is performed the filter will simply be referred to as an optimized RHF with line inductor.

One major disadvantage of the RHF with line inductor is the additional impedance between the distribution system and load due to filter line inductor. If the load reactive power compensation provided by the filter remains at the level of full compensation then the voltage drop across the added line impedance could be acceptable even for values of inductance several times that of the distribution system impedance. However, when a filter that provides a fixed level of compensation is applied for loads with variable reactive power the voltage drop across the line inductor may reach an unacceptable level. Also, the fluctuation of the voltage at the load bus increases. In order to reduce these effects, an adaptive capability with respect to load reactive power compensation should be added to the filter. Such a filter, referred to as a semi-adaptive RHF with line inductor, can be obtained if a RHF with line inductor is combined with a thyristor switched inductor (TSI) circuit. The TSI provides a variable inductive susceptance that, when combined with the capacitive susceptance of the RHF, yields an adjustable capacitive susceptance. The addition of the TSI may also allow more flexibility in the design of the filter with respect to the line inductor.

Finally, computer simulation should be performed in order to determine the effectiveness of RHFs designed using the developed approaches. These simulations should be performed for some of the typical applications and show how the filters perform for various levels of the minor harmonics. This will allow the determination of their limits of effectiveness for those typical applications. Harmonic filters are used under various operating conditions with a wide variety of loads and harmonic spectra. Of course, it is not possible to check the performance of RHFs that are designed using the techniques developed in this dissertation for all of the various operating conditions that such filters could be used in. Also, the same system should be used to evaluate each type of filter so that there is a common basis for their comparison. Therefore, a typical system and load will be selected as the basis for filter performance evaluation. A distribution system that supplies a six-pulse AC/DC controlled converter, which is perhaps the most common application, would be such a test system.

In order to achieve the objective of this dissertation, a software program for performing optimized design of RHFs is needed. The program must perform the analysis and optimization of conventional RHFs and RHFs with a line inductor using the transmittance approach. Therefore a specialized program for those tasks is developed in the C++ programming language. Although software packages for general optimization and analysis such as Matlab already exist, the use of C++ allows a much higher level of customization. A high degree of customization is desirable with respect to the optimization algorithms as well as a graphical user interface which is tailored to filter design.

This dissertation is divided in 8 chapters. The contents of the following 7 chapters are summarized as follows. Chapter 2 briefly describes the problem of harmonic distortion in power distribution systems. Harmful effects of harmonics are outlined and an overview of the recommended harmonic distortion limits in IEEE standard 519-1992 is given. Some common sources of harmonics and their modeling are also discussed. Finally, there is an overview of some of the common methods of harmonic suppression. Chapter 3 provides a detailed analysis of the design and properties of conventional resonant harmonic filters. Methods of RHF design currently used are presented along with the drawbacks associated with these methods. Finally, the effects of damping and of minor harmonics on filter performance are presented in detail along with some examples. Chapter 4 describes the modification of the conventional RHF to
form a fixed-pole RHF. Synthesis of this new type of filter is described along with properties of the filter. A design procedure based on optimization techniques is developed for both conventional and fixed-pole RHFs in Chapter 5, and some advantages of the fixed-pole filter over the conventional RHF with respect to optimization are discussed. Chapter 6 presents simulation results that show the effectiveness in harmonic suppression of both conventional RHFs and RHFs with a line inductor designed using the techniques developed in Chapter 5. Chapter 7 presents the development of a RHF with line inductor which provides adaptive reactive power compensation. Conclusions of this research are presented in Chapter 8.
Chapter 2
Harmonics in Power Systems

2.1 Introduction

During the past decades many power electronic devices such as 6-pulse converters, variable speed motor drives, and other power electronic equipment for energy flow control have been installed in power distribution systems. Such devices have gained a great deal of popularity due to the significant savings in energy costs that they provide. Unfortunately, power electronic devices are a source of harmonic distortion in power distribution systems since they draw a supply current that is non-sinusoidal. Also, there are many other non-linear loads that are much more numerous, such as florescent lamps, rectifiers for the supply of digital and computer equipment, arc furnaces, etc. Thus, load generated current harmonics are injected into the supply. To reduce the harmful effects of load generated harmonics, effective devices for harmonic suppression are needed.

This chapter describes some harmful effects caused by distortion of voltages and currents in power distribution systems and provides a summary of the IEEE recommendations for distortion limits in distribution systems. Some common sources of harmonic distortion are discussed along with their modeling. Finally, it provides an overview of some of the devices that can be used in harmonic suppression, including the resonant harmonic filter and fixed-pole resonant harmonic filter which are the topic of this dissertation.

2.2 Harmonic Distortion

Harmonic distortion of voltages and currents in power systems means that these quantities are non-sinusoidal. These are caused by the presence of non-linear loads in the system that produce distorted current. In most cases these currents are periodic, therefore, using Fourier analysis these distorted voltages and currents can be described in terms of harmonics. Although the range of harmonic frequencies present in power systems is broad, the harmonics in the lower frequency band ranging from the second harmonic to a few kilohertz are the greatest in magnitude and as harmonic order increases the magnitude of harmonics declines faster than $1/n$. Therefore, the harmonics in the lower frequency band are the most significant. A number of harmful effects are known to be caused by harmonic distortion in power systems [4, 27]. A few of the major effects are as follows:

- Capacitor bank overloading
- Additional heating and losses in induction and synchronous machines
- Increased probability of relay malfunctions
- Disturbances in solid-state and microprocessor based systems
- Interference with telecommunication systems

Because of the harmful effects, the presence of harmonics is considered to be a cause of supply quality degradation in distribution systems.

A one-line diagram of a three-phase system with a harmonic generating load (HGL) and other linear time invariant (LTI) loads connected to a common bus is shown in Fig. 2.1.
Harmonic currents generated at the load flow through the system impedance $Z_s$, resulting in a distorted voltage drop $\Delta u$ across the impedance. The sum of distorted voltage $\Delta u$ and the distribution voltage $e$ yields a distorted bus voltage $u$ for all loads connected at the bus. Therefore, the supply currents $i_A$ and $i_B$ of linear time invariant loads are also distorted.

In addition to the distortion of the voltage at the PCS, harmonics in the supply current cause power factor to decline. Because power factor is a measure of supply utilization, a low power factor means that the supply current is larger than needed for the transmission of the required energy to the load. The decline of power factor is caused by harmonic as well as by reactive currents as developed in [33]. To determine the effect of harmonic currents on the power factor it is convenient to consider a simplified case where the supply voltage is sinusoidal and the load is a balanced harmonic generating load. Then, the current supplied to the load can be decomposed [33] as

$$i = i_i + i_g = i_a + i_r + i_g,$$

where the components have the following meanings:

i. active current, $i_a$ – the current component responsible for permanent energy transmission.
ii. reactive current, $i_r$ – the current due to phase shift between the voltage and current.
iii. generated current, $i_g$ – the current component due to non-linear loads.

The generated current contains all current harmonics generated due to the non-linearity and/or periodic time-variance of the load. If all the harmonics orders of the load current except the fundamental harmonic order, $n = 1$, are contained in the set $M$, then the load generated harmonic current is equal to

$$i_g = \sqrt{2} \Re \sum_{n \in M} I_n e^{j\omega t} .$$

All of these components are mutually orthogonal, and therefore, the rms value of the current is
Then the power factor can be expressed as

$$\lambda = \frac{P}{S} = \frac{\|i_r\|^2}{\sqrt{\|i_r\|^2 + \|i_s\|^2 + \|i_c\|^2}},$$

which shows that the generated current effects the power factor in the same way as reactive current. Therefore, the load generated harmonics lower the power factor and this requires increased power ratings of power system equipment as well as causing increased active power losses.

As shown above, harmful effects caused by harmonic generating loads are distributed over the power distribution system. Therefore, utilities are enforcing regulations that limit the levels of harmonic distortion that industrial customers can impose on the system. The main guideline in determining the maximum limits of harmonic distortion allowable in a system is given by IEEE standard 519-1992 [32]. The guidelines provided in the standard for current distortion limits in general distribution systems is given in Table 2.1, and for the voltage in Table 2.2.

<table>
<thead>
<tr>
<th>I_{sc}/I_L</th>
<th>Odd Harmonic Order in % of I_L</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>15%</td>
</tr>
<tr>
<td>&lt;11</td>
<td>2.0</td>
</tr>
<tr>
<td>11≤h&lt;17</td>
<td>1.5</td>
</tr>
<tr>
<td>17≤h&lt;23</td>
<td>1.0</td>
</tr>
<tr>
<td>23≤h&lt;35</td>
<td>0.6</td>
</tr>
<tr>
<td>35≥h</td>
<td>0.3</td>
</tr>
<tr>
<td>TDD</td>
<td>5.0</td>
</tr>
</tbody>
</table>

Even order harmonics are limited to 25% of the odd order harmonics.

<table>
<thead>
<tr>
<th>PCC Voltage</th>
<th>Individual Harmonic Magnitude (%)</th>
<th>THDv (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤69 kV</td>
<td>3.0</td>
<td>5.0</td>
</tr>
<tr>
<td>69-161 kV</td>
<td>1.5</td>
<td>2.5</td>
</tr>
<tr>
<td>≥161 kV</td>
<td>1.0</td>
<td>1.5</td>
</tr>
</tbody>
</table>

In the tables several variables are defined as follows:

PCC: Point of common coupling, defined as the point in the distribution system where two or more customers are connected. This is similar to the PCS, except that the PCS is the common point for 2 or more loads which may or may not belong to a single utility customer.

I_{sc}: The available short circuit current at the point of common coupling.
$I_L$: The average maximum demand current taken over a 15 or 30 minute interval at the fundamental frequency.

$I_h$: The rms value of the distorted component of the current.

TDD: Total demand distortion, is defined as $I_h / I_L$.

THD: Total harmonic distortion, is defined as $I_h / I_1$. It is the same as TDD except taken at a single instant.

THDv: Total harmonic distortion of the voltage, is defined as $U_h / U_1$ taken at the PCC.

It should be noted that the symbols used in the standard 519-1992 and in this dissertation are different and the reader should refer to the above definitions to correlate the results presented in later chapters with IEEE 519. Here the mathematical symbol for the norm, $||\bullet||$, is used for rms values of periodic non-sinusoidal quantities. Also, acronyms such as THD and THDv are avoided. Instead $\delta_i$ and $\delta_u$ are used for current and voltage harmonic distortion respectively.

2.3 Harmonic Generating Loads

As mentioned previously, the presence of harmonic distortion in a power system is due to loads that are non-linear and/or periodically time-variant in nature. The most common group of such loads belongs to the class of devices that utilize power electronic components. Power electronic devices allow control of energy flow and variability of supply voltage and frequency. They have become increasingly numerous due to the energy savings and advantages when applied for motor control, and therefore, power electronic devices have become the most significant sources of harmonic distortion. However, other sources, such as florescent lamps, rectifiers used in small power supplies, flux distortion in synchronous machines and transformers operated in the non-linear region of their magnetization curve, etc., are present but their contribution is much less. Some of the most common types of power electronics devices used are:

- Six pulse AC/DC rectifiers and converters
- Solid-state voltage controllers
- Static VAR compensators
- Cycloconverters

The most widely used of the devices list above are the six pulse ac/dc converters. They are used directly to supply dc motor drives as well as in the first stage of ac adjustable speed motor drives. The basic circuit configuration of a six-pulse converter is shown in Fig. 2.2. The idealized waveform of the supply current for phase $R$ is shown in Fig. 2.3. If the converter’s filter inductor has infinite value, the supply has an infinite power, the converter thyristors are perfectly matched, and the supply and control systems are symmetrical then the current waveform will be ideal.
Under these conditions the phase current has a Fourier series with complex RMS values equal to

\[ I_{Rn} = \frac{2\sqrt{2}I_0}{n\pi} \sin\left(\frac{n\pi}{3}\right)e^{-\frac{n\pi}{2}} \]  

for all odd order harmonics \( n \). Therefore, the current only has harmonics of order \( n = 6k \pm 1 \) where \( k \) is a positive integer. These are referred to as the characteristic harmonics of the converter. However, the ideal conditions stated above are never true and, therefore, the supply current always contains some small amount of non-characteristic harmonics. Note that, as harmonic order increases the characteristic harmonics decline in magnitude by \( 1/n \).

In order to perform linear system analysis to determine the steady state response of a system with a HGL, the HGL must be represented with a linearized model. Harmonic generating loads, linearized around a working point, can be modeled as a Norton equivalent circuit, shown in Fig 2.4. The impedance is determined by the load current at the fundamental frequency, and the current source represents the load generated harmonics.
A HGL can be modeled by only a current source, however, this is not accurate at lower frequencies near a resonance [4]. This is because the load impedance contributes to the damping at resonant frequencies. If this damping is neglected the current source injects a constant current into a higher impedance, yielding a voltage distortion that is too high. The Norton equivalent model is convenient since the load generated harmonics can be directly applied as the current source parameters. This model will be used for HGLs in all illustrations and simulations given in subsequent chapters.

2.4 Harmonic Suppressors

There are several different types of harmonic suppressors that could be used to reduce distortion in power distribution systems. The choice of which harmonic suppressor should be used in a particular case is governed by both technical as well as economic issues. These devices belong to one of three basic categories as outlined in [28]:

(i) reactive harmonic suppressors (RHSs)
(ii) switching compensators (SCs)
(iii) hybrid compensators

Reactive harmonic suppressors is the largest group of suppressors. They modify the frequency properties of the system in order to reduce distortion. Because of this, the design of RHSs is a complex task where the device and system cannot be treated separately. The group of RHSs includes such devices as resonant harmonic filters, harmonic blocking compensators, band pass filters and low pass filters. Switching compensators inject a compensating current which cancels the load generated harmonics. The compensating current is generated by the fast switching of power transistors. The SC is built of a current or voltage source PWM inverter and a signal processing system, and there are several configurations and control strategies that can be used. Finally, hybrid compensators are composed of both a RHS and a SC.

2.4.1 Resonant Harmonic Filters

Conventional resonant harmonic filters (RHF s), belong to the class of reactive harmonic suppressors and are the devices most frequently installed in distribution systems for reducing distortion caused by harmonic generating loads. They are reactive devices built of resonant LC branches, connected in parallel to the load. A four branch RHF is shown in Fig. 2.5. Each branch is tuned to a specific harmonic frequency, therefore, it is a notch filter and provides a low impedance path for the load generated current harmonics for which it is tuned. At the same time, the filter provides reactive power needed to compensate the reactive power of the load. In the past few decades RHF s were mainly used for protecting distribution systems against current harmonics injected by individual harmonic generating loads and they were very effective devices. Unfortunately, in recent years their effectiveness declines due to an increase of distribution voltage harmonics and amplification of harmonics by filter resonance with the distribution system reactance. The filter is capacitive in some bands of frequency while the distribution system usually has an inductive impedance thereby creating a resonant circuit. In the past, these resonances were not particularly harmful due to a less dense harmonic spectrum of the load generated current and a relatively distortion free supply voltage. However, in recent
years RHF's are installed in distribution systems where there is a large number of power electronic equipment that generate current harmonics, and consequently, the distribution voltage can be substantially distorted. Moreover, the load current may have a dense harmonic spectrum, that means, harmonics other than those to which the filter is tuned may exist in the load current and have a substantial value. Therefore, filters are less effective in reducing supply current distortion. These problems not only lead to declines in effectiveness but in many cases to the destruction of the filter itself.

![Distribution system with a conventional resonant harmonic filter](image)

*Figure 2.5 Distribution system with a conventional resonant harmonic filter*

This can to some degree be alleviated by properly matching the filter to the system where it is installed. Although, some attention has been given to the improvement of RHF effectiveness [2, 3, 5, 6], researchers have abandoned the RHF for other less cost-effective methods of harmonic suppression without really finding the limits of its effectiveness. However, interest in these devices is once again increasing due to their desirability in the industry over other devices.

### 2.4.2 Less Common Shunt Reactive Harmonic Suppressors

Although the RHF is the most common shunt harmonic filter, some other reactive shunt filters are sometimes used where RHF's are not sufficiently effective. Damped second order filters are formed simply by adding a damping resistor across the branch inductor of a RHF as shown in Fig. 2.6a. These filters are generally not used for lower order harmonics since those harmonics generally have the greatest magnitude and there could be substantial power losses in the damping resistor.

![Damped shunt filter branches](image)

*Figure 2.6 Second and third order damped shunt filter branches.*
It is also possible to employ higher order filters such as the third order filter branches shown in Fig. 2.6b and 2.6c. However, due to the greater number of components and associated costs the third order filter branches are seldom used.

2.4.3 Added Line Reactors

A line reactor is sometimes added along with a shunt capacitor as shown in Fig. 2.7. The shunt capacitor provides load reactive power compensation as well as a low impedance path for load generated harmonics, while the line inductor increases the impedance to load generated current harmonics. This is of course a low pass filter, and therefore, it is most effective for higher order harmonics. This can be effectively applied in cases where there are no characteristic harmonics below the 11th order.

![Figure 2.7 Added line inductor with shunt capacitor.](image)

A line inductor can also be added when a RHF is used, as shown in Fig. 2.8. This configuration is referred to as a fixed-pole resonant harmonic filter (FP-RHF) [3], and it has several important advantages over the conventional RHF. During the filter synthesis the resonant frequencies, i.e., the filter poles, can be selected or fixed by the designer. This means that the resonant frequency locations become a filter design parameter instead of an indeterminate property that must be adjusted through trial and error as in the case of the conventional RHF. The inductor also reduces the sensitivity of the filter to supply voltage distortion and supply impedance variation.

![Figure 2.8 Added line inductor with a convention RHF.](image)
2.4.4 Harmonic Blocking Compensator

Harmonic blocking compensators (HBCs) [23, 34], are comprised of a series filter tuned to the fundamental frequency and a shunt capacitor. As with other harmonic suppressors the HBC is placed between the harmonic generating load and the rest of the system. An HBC is shown connected between the point of common supply and HGL in the one-line system diagram, Fig. 2.9.

![Figure 2.9 Distribution system with a harmonic blocking compensator](image)

A single phase equivalent circuit with the basic structure of a HBC is shown in Fig. 2.10. The series tuned branch, consisting of $L_f$ and $C_f$, acts as a low impedance path at the fundamental frequency for the load current. At harmonic frequencies the series branch has a high impedance and acts as a barrier to harmonics. Load generated current harmonics are forced to flow through the shunt capacitor $C_{f2}$ since it has very low impedance as compared to the series branch. The shunt capacitor $C_{f2}$ also compensates the reactive power of the load and its value and rating is determined by that.

![Figure 2.10 Basic circuit configuration of a HBC.](image)

Added versatility in adjusting the parameters of the series filter can be obtained by the addition of a transformer [23] between the line and series filter as shown in Fig. 2.11. The coupling transformer is also recommended since it separates the filter from the line voltages and allows the filter to be grounded for safety. Since the secondary winding is nearly short-circuited at the fundamental frequency it operates like a current transformer.

Results given in [34] show that HBCs are very effective devices in suppression of harmonic distortion. This is largely due to the fact that they do not suffer from the resonance problems of conventional RHFs. However, power losses and voltage drop in the series resonant branch of the HBC are drawbacks to this type of filter. Also, the components of the series
branch require higher ratings since the load fundamental current must flow through them. With an increasing number of types of filters having components that are in series with the load, this drawback should not rule out the use of HBCs. However, as pointed out in [28, 34] there are still a number of technical problems to be solved before the HBC is ready for practical applications.

![Figure 2.11 HBC connected through coupling transformer $T_f$.](image)

Perhaps the most important is the need to keep the series branch in sharp resonance at the fundamental. Otherwise, large voltage drops and power loss will occur. This may not be easy due to the variation over time and temperature of the series branch elements.

### 2.4.5 Switching Compensators

Switching compensators (SCs), often referred to as active filters, compensate reactive current at the fundamental frequency and suppress harmonics by injecting current that is equal to the reactive and harmonic current components but of opposite phase. Therefore, the unwanted current components are cancelled. Switching compensators are often built of a current or voltage source PWM inverter and a signal processing system with its associated transducers. A one-line diagram of a distribution system with shunt SC and HGL is shown in Fig. 2.12.

![Figure 2.12 Switching compensator using a voltage source PWM inverter.](image)

Although they are very effective devices there are a few major drawbacks. Power ratings are limited by the ratings of power transistors that are currently available, and the cost to install and maintain these compensators is high as compared to other methods due to their complexity. Also, the fast switching nature of the SCs results in a high frequency noise that can be a source of EMI for neighboring circuits. Unfortunately, with the increase in the rating of the SC the level of high frequency noise will also increase.

Despite continuing improvement in the voltage rating, current rating and switching speed of IGBTs, which has created greater interest in the development of SCs, their use is very limited in practical applications. At the present time they cannot compete with resonant suppressors due to much higher initial cost and lower efficiency [30].
2.4.6 Hybrid Suppressors

In order to overcome the power limitations of switching compensators, hybrid suppressors consisting of reactive compensators, usually RHFs, and SCs have been developed. The purpose of the combination of the shunt SC with the shunt RHS, shown in Fig. 2.13, is to reduce the capacity of the SC by compensation of load reactive current and some of the larger characteristic harmonic currents generated by the load. However, other configurations are possible. For example, the combination of a series SC with the shunt RHS is not to compensate for the harmonics with the SC directly but only to improve the frequency characteristics of the RHS by acting as a harmonic isolator between the source and load. There are a number of possibilities with respect to configuration and control of the hybrid suppressors. Therefore, it is beyond the scope of this section to describe each one. For more detailed descriptions of the various hybrid suppressors references [30,31] give an excellent overview.

Figure 2.13 Hybrid suppressor composed of a SC and RHS.

Combining small-rated SCs with shunt reactive filters attempts to reduce the initial costs and improve the efficiency with respect to stand-alone SCs. However, the disadvantages of higher complexity and of belonging to a class of harmonic suppressors which is very new and still under development, has so far limited the hybrid filter in practical applications. The RHS will likely continue to be the dominant form of harmonic suppression for some time.
Chapter 3
Conventional Resonant Harmonic Filters

3.1 Introduction

Conventional resonant harmonic filters are reactive devices built of resonant LC branches, connected in parallel to the load. Each branch is tuned to a specific harmonic frequency or in its vicinity, and therefore each branch provides a low impedance path for a single load generated harmonic current. This allows the harmonic current to bypass the supply, thus the supply current and voltage are not affected. At the same time, the filter provides reactive power compensation for the load. The equivalent circuit of a distribution system with a four branch RHF and a harmonic generating load is shown in Figure 3.1.

![Figure 3.1 One line diagram of a system with a four branch RHF.](image)

However, they very often have low effectiveness due to the filter resonance with the distribution system reactance. In the past few decades RHFs were mainly used for protecting distribution systems against current harmonics injected by individual harmonic generating loads. Therefore, the resonances were not particularly harmful due to a less dense harmonic spectrum in the load generated current and a relatively distortion free supply voltage. However, in recent years RHFs are installed in distribution systems where there is a large number of power electronic equipment that generate current harmonics, and consequently, the distribution voltage can be substantially distorted. Moreover, the load current may have a dense harmonic spectrum, that means, harmonics other than those to which the filter is tuned may exist in the load current and have a substantial value. Such current harmonics and any harmonics in the distribution system voltage are referred to as minor harmonics in [2] and will be referred to as such in this dissertation. The term does not give an indication of the magnitude of the harmonics, rather, it can be taken as a common name for harmonics that are usually small as compared to the harmonics the filter is tuned to, but may cause deterioration of filter effectiveness. Therefore, filters operated in such conditions are less effective in reducing supply current distortion.

This chapter presents the standard method of design of RHFs as well as the reasons for the decline in effectiveness when minor harmonics are present. The reasons for decline in effectiveness are best described using the filter transmittances which describe the frequency
properties of the filter and the system. The transmittances also allow the definition of distortion coefficients and filter performance measures. Finally the effect of filter damping on effectiveness is explored and some examples are given.

### 3.2 Resonant Harmonic Filter Design

The most common approach to RHF design is based mainly on Ref. [1]. The parameters of individual branches of the filter are calculated based on the chosen value of the reactive power compensated by such a branch and the chosen resonant frequency of the branch. This frequency, to distinguish it from the frequency of the filter resonance with the distribution system, will be referred to as a tuning frequency. Each branch of a RHF has a capacitive impedance at the fundamental frequency. Thus, each branch of a RHF compensates a portion of the load reactive power $Q_1$ at the fundamental frequency. If a filter has $K$ branches then the reactive power compensated by one branch, denoted $Q_{1k}$, can be expressed as

$$ Q_{1k} = d_k Q_1. $$  

(3.1)

The coefficient $d_k$ is the reactive power allocation coefficient. It has a value between 0 and 1 corresponding to the percentage of reactive power compensated by the branch, and it may be chosen at the designer’s discretion. The total reactive power compensated by all of the filter branches is equal to

$$ Q_{\text{tot}} = \sum_{k=1}^{K} d_k Q_1 = Q_1 \sum_{k=1}^{K} d_k. $$  

(3.2)

If $Q_{\text{tot}} > Q_1$ then the load is over-compensated, and if $Q_{\text{tot}} < Q_1$ then the load is under-compensated. Since the reactive power provided by a single branch satisfies (3.1) it is equal to

$$ d_k Q_1 = -B_{k1} U^2 $$  

(3.3)

where $B_{k1}$ is the susceptance of that branch for the fundamental frequency. For a LC branch which has a high quality factor, resistance in the branch can be neglected and the branch susceptance can be expressed as

$$ B_{k1} = \text{Im}\left\{\frac{1}{j\omega L_k + \frac{1}{j\omega C_k}}\right\} = \frac{\omega_k C_k}{1 - \omega_1^2 L_k C_k} $$  

(3.4)

If the branch is tuned to the frequency $\zeta \omega_1$ in order to provide a low impedance path for a harmonic of order $n_1$, then

$$ L_k C_k = \frac{1}{\zeta_n \omega_1^2} $$  

(3.5)
Therefore, the reactive power provided by branch $k$ can be expressed as

$$Q_{ik} = d_k Q_1 = \frac{\omega_1 C_k}{1 - \frac{1}{\zeta_k^2}} U^2,$$  

(3.6)

and consequently, the capacitance and inductance of the branch are equal to

$$C_k = \frac{d_k Q_1 \left(1 - \frac{1}{\zeta_k^2}\right)}{\omega_1 U^2}, \quad L_k = \frac{U^2}{d_k Q_1 \omega_1 (\frac{\zeta_k^2}{\zeta_k^2} - 1)}.$$  

(3.7)

Although the process of obtaining the filter parameters is straightforward, the branch tuning frequencies as well as the allocation of the reactive power of the filter among the branches must first be decided. The tuning frequency of each filter branch as well as the number of branches is determined by the harmonic components in the load-generated current which have a significant value. However, observing the impedance magnitude as seen from the load, as shown in Figure 3.2, the addition of a shunt filter branch creates a resonance at a frequency below the tuned frequency of that branch. This is observed as the band of high impedance seen in the plot at a frequency below the branch tuning frequency. The tuning frequency is the point of very low impedance, which located slightly below the 5th order harmonic in this example.

![Figure 3.2 Impedance seen from the load.](image)

Changes in the filter parameters due to aging and temperature could cause the tuned frequency and frequency of the resonance to shift. Therefore, filters are often tuned to frequencies slightly lower than the desired harmonic frequency in order to ensure that the resonance does not coincide with a harmonic frequency. This is commonly referred to as de-tuning the filter. A filter might also be de-tuned in order to limit the amount of current carried by the filter branch. This is needed in cases where the harmonic current for which the filter is
tuned exceeds the filter’s capacity. After the tuning frequencies are set the reactive power allocation of the branches must be determined. Steeper and Stratford [1] state that the allocation of load reactive power compensation among the branches is arbitrary. Furthermore, according to references [19, 20], allocation is only based on the current carrying capacity of each branch. This can no longer be the case in the presence of minor harmonics since the allocation determines the locations of the resonant frequencies of the filter. The above mentioned considerations for the selection of tuning frequencies are still valid even in the presence of minor harmonics. However, additional considerations with respect to branch de-tuning are needed, and the allocation of reactive power is no longer arbitrary but becomes critical with respect to filter performance.

Various strategies, with respect to de-tuning of filter branches and reactive power allocation, have been developed [4, 10, 11, 12, 15] to reduce the effects of minor harmonics on filter performance. A typical set of guidelines given in [4] is as follows:

1.) Add a tuned shunt branch designed for the lowest order harmonic component of significant value.
2.) Determine the level of voltage distortion at the supply terminals of the filter.
3.) Vary the filter elements according to the specified tolerances and check the filter effectiveness.
4.) Check the frequency response of the system with the filter for any newly created parallel resonance which is close to a harmonic frequency.
5.) If distortion is still above acceptable levels investigate the need for several branches.

Unfortunately, such trial and error methods are not likely to achieve a very good level of performance due to the number of possibilities that may cause filter performance degradation. There are several factors associated with resonance that contribute to declining RHF effectiveness. As seen from the load, the filter is in parallel with the distribution system. Because the filter impedance is capacitive in a frequency band below each tuning frequency, a parallel resonance occurs in this band. Therefore, at resonant frequencies, the impedance as seen from the load strongly increases and load generated current harmonics may cause significant bus voltage distortion. As seen from the supply, the filter is in series with the distribution system inductance, and series resonance strongly increases the admittance as seen from the supply. Therefore, voltage harmonics of frequencies coinciding with the resonant frequencies may cause substantial distortion of the supply current and bus voltage to occur. Also, each tuned branch of a RHF forms a low impedance path for any supply voltage harmonics having the same frequencies as those to which the branches are tuned. Furthermore, slight variation in the distribution system and/or the filter parameters may yield performance that is unpredictable.

3.3 Resonant Frequency Locations

In order to adjust filter parameters for the purpose of avoiding resonance at harmonic frequencies, the relation between reactive power allocation and resonant frequency locations is needed. The quality factor of filter inductors is usually very high for RHF's and supply and load inductance dominate the supply and load impedance at harmonic frequencies. Therefore,
to find the resonant frequency we may consider a reactive equivalent circuit. The equivalent network as seen by the supply for such a circuit having a filter with $K$ branches is shown below in Figure 3.3.

![Figure 3.3 Equivalent one-port network viewed from the supply terminals.](image)

The lumped impedance of the filter branches and the load equivalent inductance $L_{1e}$ are connected in series with the equivalent supply inductance $L_s$. This means that there will be series resonances as seen by the supply which give high values of admittance. The admittance $Y_a(s)$ is given by

$$Y_a(s) = \frac{1}{s L_s + 1/Y_a(s)}$$  \hspace{1cm} (3.8)

where

$$Y_a(s) = \frac{s C_1}{s^2 L_s C_1 + 1} + \frac{s C_2}{s^2 L_s C_2 + 1} + ... + \frac{s C_K}{s^2 L_s C_K + 1} + \frac{1}{s L_{1e}}$$  \hspace{1cm} (3.9)

The impedance $Y_a(s)$ can be expressed in terms of the reactive power allocation coefficients, $d_k$, as

$$Y_a(s) = \frac{1}{s L_{1e}} + \sum_{k=1}^{K} \frac{s a_k}{s^2 + (\xi_k \omega_1)^2 + 1}$$  \hspace{1cm} (3.10)

where

$$a_k = \frac{B_d d_k}{\omega_1} \left(1 - \frac{1}{\xi_k^2}\right).$$  \hspace{1cm} (3.11)

For higher values of $\xi_k$, $(1 - 1/\xi_k^2) \approx 1$, and therefore, with the fundamental frequency normalized to $\omega_1 = 1$ the admittance $Y_a(s)$ can be approximated as

$$Y_a(s) \approx \frac{1}{s L_{1e}} + \sum_{k=1}^{K} \frac{s a_k}{s^2 + \frac{1}{\xi_k^2} + 1}, \hspace{1cm} \text{where } a_k = d_k B_i.$$  \hspace{1cm} (3.12)
Finally, the driving point admittance \( Y_x(s) \) can be expressed as

\[
Y_x(s) = \frac{N(s)}{D(s)} = \frac{N(s)}{\sum_{k=0}^{\infty} y_k s^{2k}} \tag{3.13}
\]

where the zeros of the polynomial \( D(s) \) are the resonant frequency locations. Since the filter tuning frequencies should be selected prior to the reactive power allocation, the filter’s zeros, \( z_k \), are fixed. Therefore, values of the coefficients \( y_k \) are determined only by the reactive power allocation. For a two branch RHF

\[
D(s) = s^4 + \frac{Y_1}{y_2} s^2 + \frac{Y_0}{y_2} \tag{3.14}
\]

and

\[
D(\omega) = \omega^4 - \frac{Y_1}{y_2} \omega^2 + \frac{Y_0}{y_2} \tag{3.15}
\]

where

\[
y_2 = L_{le} L_s \left[ \frac{1}{L_{le} + L_s} + a_1 z_1^2 + a_2 z_2^2 \right]
\]

\[
y_1 = L_{le} L_s \left[ \frac{1}{L_{le} + L_s} \left( z_1^2 + z_2^2 \right) + \left( z_1 z_2 \right)^2 \left( a_1 + a_2 \right) \right] \tag{3.16}
\]

\[
y_0 = L_{le} L_s \left[ \frac{1}{L_{le} + L_s} \left( z_1 z_2 \right)^2 \right]
\]

so that the resonant frequencies \( \omega_r \) can be obtained from the formula

\[
\omega_r^2 = \frac{1}{2} \left( \frac{y_1}{y_2} \pm \sqrt{\left( \frac{y_1}{y_2} \right)^2 - 4 \frac{y_0}{y_2}} \right). \tag{3.17}
\]

Because \( a_1 + a_2 = B_1 \), changing the reactive power allocation only effects the coefficient \( y_2 \). Also, \( z_1 < z_2 \) and, consequently, as \( a_2 \) increases and \( a_1 \) declines, the lower frequency pole \( p_1 \) will increase in value and the separation between the poles will decrease.

As shown by equation (3.13), the pole locations of three and four branch RHFs are given by the zeros of cubic and quartic polynomials respectively. Although there are formulas for the solution of cubic and quartic polynomials, the complexity is such that it is not possible to draw conclusions about the effect of the reactive power allocation on the resonant
frequency locations. This adds another level of complexity to the trail and error method of design described in the previous section when more than two branches are needed.

### 3.4 Distortion Coefficients and the Transmittance Approach

Computer modeling can show how a filter will perform when installed in a system. However, it usually does not give a deep insight into the reasons for a lack of expected filter performance. A simplified model of a system with an inductive reactance in the supply impedance is shown in Figure 3.4.

![Figure 3.4 Equivalent circuit of a system with a resonant harmonic filter.](image)

The performance of a RHF is the resultant of the frequency properties of the filter and the system and the harmonic spectrum of the voltage and current. The frequency properties of the filter and the system can be expressed using the transmittance approach as described by Czarnecki [2]. The transmittances, $A(j\omega)$, $B(j\omega)$, $Y_s(j\omega)$, and $Z_y(j\omega)$, are defined as

$$A(j\omega) = \frac{U(j\omega)}{E(j\omega)} = \frac{Z_a(j\omega)}{Z_s(j\omega) + Z_a(j\omega)}, \quad (3.18)$$

$$B(j\omega) = \frac{I(j\omega)}{J(j\omega)} = \frac{Z_a(j\omega)}{Z_s(j\omega) + Z_a(j\omega)}, \quad (3.19)$$

$$Y_s(j\omega) = \frac{I(j\omega)}{E(j\omega)} = \frac{1}{Z_s(j\omega) + Z_a(j\omega)}, \quad (3.20)$$

$$Z_y(j\omega) = \frac{U(j\omega)}{J(j\omega)} = \frac{Z_s(j\omega) Z_a(j\omega)}{Z_s(j\omega) + Z_a(j\omega)}, \quad (3.21)$$

where

$$Z_a(j\omega) = \frac{Z_f(j\omega) Z_L(j\omega)}{Z_f(j\omega) + Z_L(j\omega)}. \quad (3.22)$$

is the impedance of the filter and the load as seen from the supply, and $Z_s$, $Z_f$ and $Z_L$ are the supply, filter and load impedances respectively.

A plot of reactance $X_a(\omega)$ is shown in Figure 3.5 along with the supply system reactance $X_s(\omega)$ for the system shown in Figure 3.4 with a four branch resonant filter ($K = 4$).
For simplicity in this illustration the reactance, \( X_s \), of the system inductance is assumed to be a linear function of frequency. From this plot it can be seen that the reactance \( X_a(\omega) \) is capacitive in a frequency band below each tuning frequency.

Therefore, a series resonance occurs at frequency \( \omega = \omega_r \) when
\[
X_a(\omega) = -X_s(\omega). \tag{3.23}
\]

Thus, as shown in Figure 3.5, the resonant frequencies are at the points \( \omega_a, \omega_b, \omega_c \) and \( \omega_d \) where the plot of \( -X_a(\omega) \) crosses the plot of \( X_s(\omega) \). The system inductance shifts the frequency of the zeros of \( X_x(\omega) \) with respect to \( X_a(\omega) \) to lower frequencies. This is illustrated in the plot of reactance \( X_x(\omega) \) shown in Figure 3.6. At such a resonance, the impedance seen by the supply \( Z_s(j\omega) \) is equal to the resistance of the load with the filter, \( R_a(\omega_r) \), and the source resistance, \( R_s(\omega_r) \), namely
\[
Z_s(j\omega_r) = R_p(\omega_r) + R_s(\omega_r). \tag{3.24}
\]

Figure 3.5 Plot of reactance \( X_a \) and \( -X_s \).

Figure 3.6 Plot of reactance as seen from the distribution voltage source \( e \).
Therefore, the impedance $Z_x(j\omega)$ specifies the damping. This impedance is also low in a frequency band around the resonant frequencies. Because the impedance $Z_x(j\omega)$ forms the denominator of each transmittance, the value of the magnitude of all of the transmittances increases around the resonant frequencies $\omega_r$ and will be a maximum at $\omega_r$. The damping is discussed in detail in section 3.4.

The transmittance $Y_x(j\omega)$ is the ratio of the spectra of the supply current and the distribution voltage and is simply the admittance as seen from the source of the internal voltage $e$. Therefore, the ratio of the complex rms values of the supply current harmonics and the distribution voltage harmonics increases for harmonic frequencies approaching the resonant frequency. In such a case, an increase of current harmonic distortion due to distribution voltage harmonics occurs in the system. A plot of the magnitude $|Y_x(j\omega)|$ is shown in Figure 3.7. At the fundamental harmonic frequency the per-unit admittance of the compensated load is equal to the power factor, $\lambda_1$. The per-unit admittance for most harmonics is much higher than the value of the admittance at the fundamental as seen from Figure 3.7.

![Figure 3.7 Magnitude of the admittance $Y_x(j\omega)$ for a four branch RHF.](image)

Therefore, the performance of RHFs is very sensitive to harmonic distortion in the distribution voltage $e$. Even low levels of distortion of this voltage may cause severe distortion of the supply current $i_s$.

The transmittance $Z_y(j\omega)$ is the ratio of the bus voltage, $u(t)$, and the load generated current, $j(t)$, spectra. Therefore, it is the impedance as seen from the harmonic current source $j$ of the load. As seen from current source $j$, the equivalent system impedance $Z_y(j\omega)$ is in parallel to the impedance of the filter and load, $Z_a(j\omega)$. Therefore, there is a parallel resonance of the filter and load with the distribution system inductance at frequencies $\omega_a$, $\omega_b$, $\omega_c$, and $\omega_d$ thus, poles occur at these frequencies. A plot of the magnitude $|Z_y(j\omega)|$ is shown in Figure 3.8. This means that the ratio of the complex rms values of the bus voltage harmonics and the load generated current harmonics increases for harmonic frequencies approaching the resonant frequency. Consequently, an increase of the bus voltage harmonic distortion due to load generated current harmonics occurs in the system.

The ratio of the spectra of supply current, $i_s$, and the load generated current, $j$, specifies the transmittance $B(j\omega)$. At frequencies where $|B(j\omega)|>1$ the supply current harmonics are
greater than the load generated current harmonics, and when $|B(j\omega)|<1$ the supply current harmonics are less than the load generated harmonics. Therefore, $|B(j\omega)|=1$ is the dividing line between bands of amplification and attenuation of harmonics in the supply current. This current harmonic amplification is the result of parallel resonance in the system.

$A(j\omega)$ is the ratio of the spectra of bus voltage, $u$, and distribution voltage, $e$. Although, the $A(j\omega)$ transmittance is numerically the same as the $B(j\omega)$ transmittance, their meanings are different.

Figure 3.8 Magnitude of impedance $Z_y(j\omega)$ for a four branch RHF.

The amplification of voltage harmonics described by $A(j\omega)$ is the result of series resonance. Because $A(j\omega)=B(j\omega)$ the plot which shows the magnitude $|A(j\omega)|$ is the same as for $|B(j\omega)|$ and is shown in Figure 3.9.

Figure 3.9 Magnitude of the $A(j\omega)$ and $B(j\omega)$ transmittances for a four branch RHF.

However, only the values of these transmittances at each harmonic frequency are needed to describe the effect of a transmittance at a particular harmonic. When the transmittances are evaluated only at harmonic frequencies $n\omega_1$, they are referred to as
harmonic transmittances denoted as $A_n, B_n, Y_{xn}, Z_{yn}$. These harmonic transmittances allow the
definition of four filter performance coefficients and their associated distortion measures.

The current transparency of the filter for the load generated current harmonics defined as

$$
\xi_i(j) = \frac{\|i_d(j)\|}{\|j\|} = \sqrt{\frac{\sum_{n=2}^{\infty} (B_n J_n)^2}{\sum_{n=2}^{\infty} J_n^2}}.
$$

is a measure of the filter effectiveness in preventing harmonics generated by the load from
distorting the supply current. It is the ratio of the rms value of the distorted component of the
supply current, $i_d(j)$, caused by load generated current harmonics and the rms value of the load
generated current, $j$. The supply current distortion caused by the load generated current at
total compensation of the load reactive power is the ratio of the distorting component rms
value, $\|i_d(j)\|$, and the rms value of the active current of the fundamental harmonic, $I_1$, namely

$$
\delta_i(j) = \frac{\|i_d(j)\|}{I_{1a}} = \frac{1}{\lambda_1 I_1} \sqrt{\sum_{n=2}^{\infty} (B_n J_n)^2}.
$$

The voltage susceptibility of the filter to the presence of the supply voltage harmonics
is a measure of the effect of the supply voltage harmonics, $e_d$, on the supply current, $i$. When
this ratio is higher than the admittance $Y_{x1}$, the supply current is more distorted than the
internal voltage $e$. When the ratio is lower than $Y_{x1}$, the current is less distorted. Therefore,
the ratio of this susceptibility and admittance $Y_{x1}\approx\lambda_1$ is the relative voltage susceptibility. It is
defined as

$$
\xi_i(e) = \frac{\|i_d(e)\|}{\|e_d\| Y_{x1}} \approx \frac{\sqrt{\sum_{n=2}^{\infty} (Y_{xn} E_n)^2}}{\lambda_1 \sqrt{\sum_{n=2}^{\infty} E_n^2}}.
$$

where $\|i_d(e)\|$ is the rms value of the supply current distorting component caused by supply
voltage harmonics. The supply current distortion caused by the internal voltage $e$ harmonics
is the ratio of the distorting current rms value, $\|i_d(e)\|$, and the rms value of the fundamental
harmonic. When the load reactive power $Q_1$ is fully compensated by the filter, the rms value of the
fundamental harmonic of the current, $I_1$, is reduced to the rms value of its active
component $I_{1a}$. Therefore, the supply current distortion, caused by harmonic distortion of the
internal voltage $e$ when the load reactive power is fully compensated, is equal to

$$
\delta_i(e) = \frac{\|i_d(e)\|}{I_{1a}} = \frac{1}{\lambda_1 I_1} \sqrt{\sum_{n=2}^{\infty} (Y_{xn} E_n)^2}.
$$
The total supply current distortion is caused by both distorting currents, \( i_d(j) \) and \( i_d(e) \). Harmonics of these currents that differ by their order \( n \) are mutually orthogonal, so that the square of the rms value of the sum of such harmonics is equal to the sum of squares of their rms value. Harmonics of the same order in both currents do not have any particular mutual phase relation, so that they add up as random quantities. Therefore, it can be assumed that their rms values add up with squares, and consequently, the supply current distortion can be expressed as

\[
\delta_i = \frac{\|i_d\|}{I_{ua}} = \sqrt{\frac{\|i_d(j)\|^2 + \|i_d(e)\|^2}{I_{ua}}} = \sqrt{\delta_i^2(j) + \delta_i^2(e)}.
\] (3.29)

The voltage transparency of the filter for distribution harmonics is the ratio of the distorted bus voltage, \( u_d(e) \), rms value and the rms value of the distorting component, \( e_d \), of the internal voltage, \( e \), defined as

\[
\xi_u(e) = \frac{\|u_d(e)\|}{\|e_d\|} = \sqrt{\frac{\sum_{n=2}^{\infty} (A_n E_n)^2}{\sum_{n=2}^{\infty} E_n^2}},
\] (3.30)

It specifies the total effect of the distribution voltage harmonics on the distortion of the bus voltage. The bus voltage distortion caused by distortion of the internal voltage of the distribution system is equal to

\[
\delta_u(e) = \frac{\sqrt{\sum_{n=2}^{\infty} (A_n E_n)^2}}{U_1}.
\] (3.31)

The current susceptibility of the filter with respect to the bus voltage distortion is defined as

\[
\xi_u(j) = \frac{\|u_d(j)\|}{\|u_{do}(j)\|}.
\] (3.32)

It is a measure of the effectiveness of the filter on the bus voltage distortion in the presence of the load current harmonics. Where \( u_d(j) \) is the distorted voltage that occurs at the load terminals because of the current harmonics and \( u_{do}(j) \) is the distorted voltage that occurs without the filter. Without the filter the bus voltage, \( u_{do}(j) \), has the rms value.
\[ \| \mu_{d0}(j) \| = \sqrt{\sum_{n=2}^{\infty} (Z_{y_n} I_n)^2} \approx \sqrt{\sum_{n=2}^{\infty} (Z_{m_n} J_n)^2} , \] (3.33)

where the supply source impedance is much lower than the load impedance, so that \( I_n \approx J_n \).

The filter changes this rms value to

\[ \| \mu_d(j) \| = \sqrt{\sum_{n=2}^{\infty} (Z_{y_n} J_n)^2} . \] (3.34)

The voltage distortion caused by the load generated current is the ratio of the rms value of the distorting component \( u_d(j) \) and the rms value of the fundamental harmonic \( U_1 \), therefore, it is equal to

\[ \delta_u(j) = \frac{\sqrt{\sum_{n=2}^{\infty} (Z_{y_n} J_n)^2}}{U_1} . \] (3.35)

In order to find the total distortion of the voltage, similarly as in the case of distorting current harmonics, harmonics of distorting voltages \( u_d(j) \) and \( u_d(e) \) are orthogonal or have random mutual phases. Therefore, the voltage distortion caused by both the distribution voltage harmonics and by the load generated current harmonics can be calculated approximately as the root of squares of the partial distortions \( \delta_u(j) \) and \( \delta_u(e) \), namely

\[ \delta_u = \frac{\| u_d \|}{U_1} = \frac{\sqrt{\| u_d(j) \|^2 + \| u_d(e) \|^2}}{U_1} = \sqrt{\delta_u^2(j) + \delta_u^2(e)} . \] (3.36)

### 3.5 Effect of Damping

Attenuation of the load generated current harmonics to which a RHF is tuned improves with the decrease of the filter damping. Unfortunately, the harmful resonances of the filter with the distribution system increase in magnitude as damping declines. This indicates that effects of minor harmonics on the filter performance will increase with the increase of a filter’s quality factor (q-factor). In order to damp the filter resonance with the distribution system, an additional resistor is connected in each branch of filters studied in Ref. [19]. In another approach suggested in Ref. [1] a resistor is connected only when a resonant frequency is in close proximity to the 4th order harmonic frequency. Unfortunately, because the effect of damping on filter performance is opposite with respect to the attenuation of harmonics to which the filter is tuned and the attenuation of the minor harmonics, a trade-off results. The resultant effect depends on the proportion of these two groups of harmonics and cannot be predicted without a detailed study. Furthermore, there is a cost associated with damping in the form of extra loss of active power. The resonance is damped by the resistance of the filter branch, the resistance of the load and the resistance of the distribution system, as observed at the bus where the filter is installed. Unfortunately, these resistances depend on
frequency and their values are not easily available for the filter designer. Therefore, only an assessment of these resistances and the filter damping is possible. Such an assessment is presented below.

### 3.5.1 Maximum Harmonic Amplification

The transmittances $A(j\omega)$ and $B(j\omega)$, defined with formulae (3.18) and (3.19) can be re-written as

$$A(j\omega) = B(j\omega) = \frac{1}{1 + Y_a(j\omega)Z_a(j\omega)} \quad (3.37)$$

where $Y_a(j\omega)$ is the equivalent admittance of the filter and load, and is equal to

$$Y_a(j\omega) = G_a(\omega) + jB_a(\omega). \quad (3.38)$$

If the effect of the load and filter resistance on the equivalent susceptance $B_a(\omega_r)$ is neglected, then transmittances $A(j\omega)$ and $B(j\omega)$ at frequency $\omega_r$ can be expressed as

$$A(j\omega_r) = B(j\omega_r) = \frac{1}{G_{ar}R_{sr} + j(G_{ar}X_{sr} + R_{sr}B_{ar})}, \quad (3.39)$$

where index $r$ denotes the value at frequency $\omega_r$. Usually $R_{sr} << X_{sr}$, thus, the real part $G_{ar}R_{sr}$ of the denominator in the formula (3.39) can be neglected. Moreover, the equivalent conductance, $G_{ar}$, is the sum of the filter conductance, $G_{Fr}$, and the load conductance, $G_{Lr}$. Thus, the magnitude of transmittances, $A(j\omega_r)$ and $B(j\omega_r)$, denoted as $A_r$ and $B_r$, can be approximated by

$$A_r = B_r \approx \frac{1}{R_{sr}B_{ar} + G_{Lr}X_{sr} + G_{Fr}X_{sr}}. \quad (3.40)$$

The formula (3.40) can be rearranged as

$$A_r = B_r \approx A_{r0} \frac{1}{1 + d_{Lr} + d_{Fr}}. \quad (3.41)$$

In this formula

$$A_{r0} = B_{r0} = \frac{1}{R_{sr}B_{ar}}, \quad (3.42)$$

denotes harmonic amplification at a resonant frequency, $\omega_r$, in the lack of resonance damping by the load and the filter resistance, i.e., when $G_{Fr} = 0$ and $G_{Lr} = 0$. This is the maximum
harmonic amplification possible at the bus when the load is reactive and the filter has an infinite q-factor. The coefficient

\[ d_{lr} = \frac{X_{sr}}{R_{sr} B_{ur}}, \]  

(3.43)

specifies the resonance damping due to the load resistance, while the coefficient

\[ d_{fr} = \frac{X_{fr}}{R_{sr} B_{ur}}, \]  

(3.44)

specifies the resonance damping due to the filter resistance.

The maximum possible harmonic amplification \( A_{r0} \) at resonant frequency depends on the equivalent resistance of the distribution system \( R_s \) at frequency \( \omega_r \). For a rough approximation it can be assumed that its value is the same as for the fundamental harmonic and can be calculated from the formula

\[ R_{sr} \approx R_s = \frac{U^2}{S_{sc} \sqrt{1 + \xi_s^2}}, \quad \text{with} \quad \xi_s = \frac{X_s}{R_s}. \]  

(3.45)

The equivalent susceptance \( B_a \) is a sum of the filter and load susceptance. The load susceptance at frequency \( \omega_r \) is equal to

\[ B_{lr} = -\frac{1}{R_L \tan \varphi} \frac{r \tan \varphi}{1 + r^2 \tan^2 \varphi}. \]  

(3.46)

where \( R_L = \frac{U^2 \lambda^2}{P}, \varphi = \cos^{-1}(\lambda) \) and \( r = \omega_r / \omega_1 \). For \( \omega_r >> \omega_1 \) and common values of the power factor \( \lambda \), this susceptance can be approximated by

\[ B_{lr} = -\frac{1}{R_L r \tan \varphi} = -\frac{1}{r \frac{P}{\lambda \sqrt{1 - \lambda^2} U^2}}. \]  

(3.47)

thus, its magnitude declines monotonically as the resonant frequency \( \omega_r \) increases. The filter susceptance \( B_{fr} \) is the second component of the equivalent susceptance, \( B_{ur} \). The effect of the branch resistance, \( R_k \), on the branch susceptance, \( B_{kr} \) for the resonant frequency

\[ B_{kr} = \text{Im}\{Y_{kr}\} = \text{Im}\left\{ \frac{1}{R_k + j \omega L_k + \frac{1}{j \omega C_k}} \right\} \]  

(3.48)

is usually negligible, therefore, the filter susceptance is approximately equal to
If $\Omega_k$ denotes tuning frequency of the $k$-th branch, then, taking into account formula (3.7), the filter susceptance can be expressed as

$$B_{Fr} \approx \frac{r}{U^2} \sum_{k=1}^{K} \frac{\zeta_k^2 - 1}{\zeta_k^2 - r^2} h_k \Omega_k, \quad \text{with} \quad \zeta_k = \frac{\Omega_k}{\omega_1}$$  \tag{3.50}

Illustration: A reactive load at the supply voltage assumed to be $U = 1$ pu and the apparent power $S = 1$ pu is supplied from a bus with the short circuit power $S_{sc} = 30$ pu and the reactance to resistance ratio $\xi_s = X_s/R_s = 5$. The filter is tuned to the 5th and 7th order harmonics and each branch compensates a half of the load reactive power, $d_k = 0.5$. As shown in Fig. 3.10, the resonant frequencies are approximately equal to $\omega_r = 3.97 \omega_1$ and $6.05 \omega_1$.

For the circuit parameters as assumed, the distribution system has the equivalent resistance, calculated from formula (3.45), equal to $R_s = 0.0065$ pu. The load and the filter susceptance are compiled in Table 3.1. These values show that the load susceptance has a relatively low effect on the maximum value of harmonic amplification. Moreover, the relatively low difference between harmonic

<table>
<thead>
<tr>
<th>$\omega_r$ (rd/sec)</th>
<th>$B_{Lr}$ (pu)</th>
<th>$B_{1r}$ (pu)</th>
<th>$B_{2r}$ (pu)</th>
<th>$B_{Fr}$ (pu)</th>
<th>$A_{r0}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.97</td>
<td>-0.25</td>
<td>5.19</td>
<td>2.89</td>
<td>7.83</td>
<td>19.6</td>
</tr>
<tr>
<td>6.05</td>
<td>-0.16</td>
<td>-6.26</td>
<td>11.71</td>
<td>5.29</td>
<td>29.1</td>
</tr>
</tbody>
</table>
amplification calculated and its value obtained from a computer modeling justifies the simplifications assumed in this section.

### 3.5.2 Damping by the Filter and Load

The load related damping coefficient, $d_{Lr}$, specified with formula (3.43), can be rearranged as follows

$$ d_{Lr} = \frac{X_{sr}}{R_{sr}} \frac{G_{Lr}}{B_{ar}} = \xi_s \frac{r}{B_{ar}} G_{Lr}, \quad (3.51) $$

where the load conductance at resonant frequency is equal to

$$ G_{Lr} = \frac{1}{R_k} \frac{1}{1 + r^2 \tan^2 \varphi} \approx \frac{1}{r^2} \frac{P}{(1 - \lambda^2) U^2}. \quad (3.52) $$

The filter related damping coefficient, $d_{Fr}$, specified with formula (3.44) can be expressed as

$$ d_{Fr} = \xi_s \frac{r}{B_{ar}} G_{Fr} = \xi_s \frac{r}{B_{ar}} \sum_{k=1}^{K} G_{kr}, \quad (3.53) $$

where the conductance at frequency $\omega_r$ of the filter branch tuned to frequency $\Omega_k$ is equal to

$$ G_{kr} = \frac{1}{R_k} \frac{(\omega_r R_k C_k)^2}{1 - \left(\frac{\omega_r}{\Omega_k}\right)^2 + (\omega_r R_k C_k)^2}. \quad (3.54) $$

Since

$$ \omega_r R_k C_k = \left(\frac{\omega_r}{\Omega_k}\right) \frac{1}{q_k} \ll 1 - \left(\frac{\omega_r}{\Omega_k}\right)^2, \quad (3.55) $$

conductance $G_{kr}$ is approximately equal to

$$ G_{kr} \approx \frac{1}{R_k} \frac{\Omega_k C_k}{\left(\frac{\Omega_k}{\omega_r} - \frac{\omega_r}{\Omega_k}\right)^2 q_k}, \quad (3.56) $$

where $q_k$ is the branch q-factor at the tuning frequency, $\Omega_k$,

$$ q_k = \frac{\Omega_k L_k}{R_k}. \quad (3.57) $$
The conductance of the filter branch can be expressed in terms of the branch reactive power, namely, it is equal to

\[ G_{kr} \approx \frac{\frac{\Omega_k - \omega_1}{\Omega_k - \omega_r} \frac{Q_k}{\Omega_k} \frac{1}{U^2} \frac{1}{q_k}}{(\frac{\Omega_k - \omega_r}{\Omega_k})^2} \quad (3.58) \]

An investigation of formulae for load and filter damping coefficients (3.51) and (3.53) shows that as long the reactance to resistance ratio, \( \xi_s \), remains constant, the load and filter resonance damping coefficients remains independent of the supply short-circuit power, \( S_{sc} \), which on other hand affects the resonant frequencies, \( \omega_r \).

Illustration: The load and filter resonance damping coefficients are evaluated for a reference load, specified in per unit, namely, such a load that the voltage \( U = 1 \text{ pu} \), \( \omega_1 = 1 \text{ rd/sec} \), the active power \( P = Q = 1 \text{ pu} \), thus, the PF equal to \( \lambda = 0.707 \). The reactance to resistance ratio at the bus is assumed to be \( \xi_s = X_s/R_s = 5 \). The filter has two branches, tuned to the 5th and 7th order harmonics, thus \( \Omega_1 = 5 \text{ rd/sec} \), \( \Omega_2 = 7 \text{ rd/sec} \), and the same reactive power, \( Q_1/2 \). The damping coefficients are calculated for two resonant frequencies that coincide with the 4th and 6th order harmonics and for two different q-factors, the same for each branch, namely, \( q = 100 \) and \( q = 30 \). The conductance and susceptance of the load and the filter branches for resonant frequencies are compiled in Table 3.2. The results compiled show that for a common level of the filter q-factor, the load resistance has much lower contribution to the resonance damping than the filter resistance.

<table>
<thead>
<tr>
<th>( \omega_r ) ( \text{rd/sec} )</th>
<th>4</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G_{Lr} ) pu</td>
<td>0.125</td>
<td>0.041</td>
</tr>
<tr>
<td>( B_{Lr} ) pu</td>
<td>-0.50</td>
<td>-0.286</td>
</tr>
<tr>
<td>( G_{Fr} ) pu</td>
<td>0.11</td>
<td>0.39</td>
</tr>
<tr>
<td>( G_{Fr} ) pu</td>
<td>0.14</td>
<td>0.47</td>
</tr>
<tr>
<td>( d_{Fr} ) pu</td>
<td>0.37</td>
<td>1.24</td>
</tr>
</tbody>
</table>

Table 3.2 Conductance and susceptance of the load and the filter branches for resonant frequencies.
Also, they show that the lowest resonance is much less damped than the resonance at higher frequencies. This confirms the earlier conclusion, that the lowest resonance is much more crucial for the filter performance than resonances at higher frequencies.

Observe, that according to formulae (3.42) and (3.53) both the maximum harmonic amplification $A_{r0}$ and the filter resonance damping coefficient depend on the equivalent susceptance, $B_{ar}$. However, when

$$d_{Fr} >> 1 + d_{Lr} \quad (3.59)$$

the harmonic amplification at resonant frequency can be approximated by

$$A_r = \frac{A_{r0}}{d_{Fr}} = \frac{1}{rR_s \xi r G_{Fr}} = \frac{1}{r X_s G_{Fr}} \quad (3.60)$$

thus, becomes independent on the filter and the load susceptance.

The resonance of the filter with the distribution system causes not only resonant amplification of the voltage and current harmonics. This resonance also changes the admittance as seen from the distribution system as well as the impedance as seen by the load generated harmonic currents, specified by the transmittances (3.20-3.21). At resonant frequencies this admittance and impedance may approach a very high value.

In the lack of the resonance damping by the filter and load resistance, the magnitude of admittance $Y_s(j\omega)$ at the resonant frequency, $\omega_r$, has a maximum value, denoted by $Y_{sr0}$. The resonant current is bounded only by the distribution system resistance, $R_s$, hence

$$Y_{sr0} = 1/R_s. \quad (3.61)$$

The effect of the load and the filter resistance on the resonance admittance, $Y_{sr}$, can be evaluated, assuming that the equivalent conductance $G_{an}$ is much lower than susceptance $B_{an}$, using formula which is similar to formula (3.41) for the resonant harmonic amplification, namely,

$$Y_{sr} \approx Y_{sr0} \frac{1}{1 + d_{Lr} + d_{Fr}}, \quad (3.62)$$

where coefficients $d_{Lr}$ and $d_{Fr}$ are defined with formulae (3.43) and (3.44). An example of the plot of the magnitude of admittance $Y_s(j\omega)$ dependence on q-factor is shown in Fig. 3.11. This plot was drawn for a system where a two branch RHF tuned to the 5th and 7th order harmonics is connected at a bus with short circuit power 40 times higher than load active power $P$. The power factor $\lambda = 0.707$ and the ratio $X_s/R_s = 5$.

At the resonant frequency, $\omega_r$, the impedance $Z_s(j\omega) = Z_{yr}$ is equal to

$$Z_{yr} = \frac{R_s + jX_{sr}}{G_{an} R_s + j(R_s B_{ar} + G_{Lr} X_{sr} + G_{Fr} X_{sr})}. \quad (3.63)$$
Since typically

$$R_s \approx R_s \ll X_s \approx rX_s,$$  \hfill (3.64)

impedance $Z_{yr}$ can be approximated as

$$Z_{yr} \approx Z_{yr0} \frac{1}{1 + d_{lr} + d_{fr}},$$  \hfill (3.65)

where

$$Z_{yr0} = \frac{X_{sr}}{R_{sr}B_{ar}} = r_{\frac{\xi_{ar}}{B_{ar}}}.$$  \hfill (3.66)

The impedance $Z_{yr0}$, and consequently the bus voltage distortion caused by the load generated current harmonics $j_n$ increases with the resonance frequency increase and with increase in the reactance to resistance ratio $\xi_{ar}$. This impedance also depends on the susceptance $B_{ar}$, which is, however, a complex function of frequency. This impedance drawn for a system with the same parameters as used in Fig. 3.11 is shown in Fig. 3.12.

3.5.3 Damping Effect on Distortion and Active Power Loss

It is evident that the reduction of the q-factor, reduces the magnitude of transmittances $A(j\omega)$, $B(j\omega)$, $Y_x(j\omega)$ and $Z_y(j\omega)$ at resonant frequencies, $\omega_r$. Unfortunately, the reduction of the q-factor increases the magnitude of these transmittances for the tuning frequencies of the filter, and this is less visible. Consequently, the reduction of the filter q-factor affects the minor harmonics and the harmonics to which the filter is tuned in an opposite way. The resultant effect depends on the voltage and current spectra and on the frequencies of the filter resonance with the distribution system. If such a resonance coincides with the frequency of a minor harmonic, the reduction of the q-factor may reduce the waveform distortion. Otherwise, the distortion may increase.
When an auxiliary resistor is not connected in a filter branch it has a q-factor dependent only on the inductor reactance and resistance at the resonant frequency. Such a q-factor will be referred to as a *natural q-factor*. Depending on the inductor construction, power ratings and frequency, the natural q-factor is usually of the order of 50-200 or even higher. Reduction of the q-factor below its natural value requires that an additional resistor be connected in the filter branch. This resistor increases the active power loss in the branch, and consequently, increases the operational cost of the filter. Unfortunately, a multiple-branch filter, when operated in the presence of several current harmonics generated in the load and several distribution voltage harmonics, is too complex for an analytical study. Computer modeling, although it provides results only for a case by case basis, enables us to draw some conclusions concerning the effect of the q-factor on the filter performance and the active power loss.

As can be seen in Figs. 3.10-3.12, the reduction of the q-factor reduces the magnitude of transmittances $A(j\omega)$, $B(j\omega)$, $Y_x(j\omega)$ and $Z_y(j\omega)$ substantially only in the vicinity of the resonant frequency. Therefore, one could expect, that in a situation when resonant frequencies are sufficiently far from harmonic frequencies, then the q-factor value does not have any substantial effect on the filter performance. It would be a wrong conclusion, however, since the q-factor affects transmittances $A(j\omega)$, $B(j\omega)$, $Y_x(j\omega)$ and $Z_y(j\omega)$ value at tuning frequencies. This value increases with the q-factor reduction and consequently, filter effectiveness declines. This is shown in the following illustration.

**Illustration:** Let us consider the same bus, load and RHF as previously with a two branch RHF tuned to the 5th and 7th order harmonics, $Ssc=40$, $\lambda = 0.707$ and the ratio $X_s/R_s = 5$. The load generates the 5th and 7th order current harmonics of the RMS value $J_5 = 18\%$ and $J_7 = 11\%$ of the fundamental and a uniform harmonic of the RMS value $J_2 = J_3 = J_4 = J_6 = 0.2\%$. The minor harmonics of the frequency above the highest tuning frequency do not have substantial effect on the filter performance and are neglected. As to distribution voltage distortion, it was assumed that it contains a uniform harmonic noise on the level of $E_n = 0.1\%$ of the fundamental. The dependence of the coefficients of the current and voltage distortion as well as the active power loss, $\Delta P$, in the filter on the q-factor in the range from $q = 10$ to $q = 100$ are shown in Fig. 3.13. Level 10 in the figure represents the level of distortion and the power loss maximum values.
The minimum and maximum values of distortion coefficients and the active power loss in the filter, in per cent of the load active power, are compiled in Table 3.3.

Table 3.3 Distortion coefficients and the active power loss in the filter.

<table>
<thead>
<tr>
<th>$q$</th>
<th>$\delta_i(j)$</th>
<th>$\delta_i(e)$</th>
<th>$\delta_u(j)$</th>
<th>$\delta_u(e)$</th>
<th>$\Delta P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>8.3</td>
<td>2.6</td>
<td>1.06</td>
<td>0.36</td>
<td>2.4</td>
</tr>
<tr>
<td>100</td>
<td>1.7</td>
<td>3.4</td>
<td>0.20</td>
<td>0.49</td>
<td>0.24</td>
</tr>
</tbody>
</table>

As can be seen from Fig. 3.13, the bus voltage distortion caused by the distribution voltage harmonics declines with the $q$-factor reduction. It can be attributed to the reduction in the magnitude of admittance $Y_x(j\omega)$ along with the $q$-factor decline. This reduction in is very low, however, when it is compared with in the increase in the distortion caused by the load current harmonics. This is because the system becomes more transparent for the current harmonics to which the filter is tuned with the $q$-factor decline. Reducing $q$-factor in such a situation degrades the filter performance along with a substantial increase of the active power loss in the filter. This situation may change with an increase in the distribution voltage distortion and when resonant frequency coincides with a harmonic frequency.

Finally, consider the same system with the same load current and distribution voltage harmonics as above, except with the supply rating reduced to $S_{sc} = 30$ pu. In this case the resonant frequencies are now very close to the frequencies of the 4th and the 6th order harmonics. The minimum and maximum values of distortion coefficients and the active power loss in the filter are compiled in Table 3.4.

Table 3.4 Distortion coefficients and the active power loss in the filter

<table>
<thead>
<tr>
<th>$q$</th>
<th>$\delta_i(j)$</th>
<th>$\delta_i(e)$</th>
<th>$\delta_u(j)$</th>
<th>$\delta_u(e)$</th>
<th>$\Delta P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>6.3</td>
<td>3.3</td>
<td>1.1</td>
<td>0.47</td>
<td>2.4</td>
</tr>
<tr>
<td>100</td>
<td>3.5</td>
<td>9.5</td>
<td>0.51</td>
<td>1.3</td>
<td>0.24</td>
</tr>
</tbody>
</table>
The plot of coefficients of the current and bus voltage distortion, calculated according to formulae (3.29) and (3.36), as the function of the q-factor, $q$, is shown in Fig. 3.14.

![Figure 3.14 Distortion and active power loss versus q-factor.](image)

These coefficients have a minimum at the q-factor approximately equal to 20. Thus, reduction of the amplification of the 5th and the 7th order harmonics and the system admittance $Y_x(j\omega)$ with the q-factor, reduction enables us to improve the filter effectiveness in such a situation. Unfortunately, this improvement is accompanied by a substantial increase in the active power loss.
Chapter 4

Fixed-Pole Resonant Harmonic Filters

4.1 Introduction

Because of the sensitivity of the conventional RHF to supply voltage distortion, a modification of the filter structure, which would reduce this sensitivity is needed in cases where voltage distortion reduces effectiveness of conventional RHFs below an acceptable level. The sensitivity can be reduced by the addition of a line inductor to the filter as suggested in [2]. Such a line inductor added between the point of common supply and a conventional RHF is shown in Figure 4.1. The sensitivity of the filter to distribution voltage distortion is reduced by the line inductor because it reduces the admittance as seen by the distribution system.

The presence of the line inductor, \(L_0\), makes possible the design of the filter in such a way that frequencies of poles, that means the frequencies of harmful resonances of the filter with the distribution system inductance, are selected at the designer’s discretion. Because these poles are fixed at the beginning of the filter design and this is an important property of the filter characteristic, such filters are termed fixed-pole RHFs. As shown in section 3.3, for conventional filters the frequencies of these poles are not known until the filter is designed and modeled. A fixed-pole filter could be considered as a conventional RHF with a line inductor, but designed in a special way that enables the designer to fix harmful resonances at selected frequencies.

Because the line inductor, \(L_0\), is connected in series with the equivalent inductance, \(L_s\), of the distribution system, it increases the inductance as seen from the RHF and reduces its relative variability due to the system reconfiguration. Therefore, fixed-pole RHFs have a reduced sensitivity of location of poles to changes of the distribution system parameters.

The fixed-pole RHFs enable [2] an increase in the effectiveness of harmonic suppression, unfortunately at the cost of reduction of the short circuit power at the PCS. This results in higher fluctuation of the load voltage rms value with change of the load power. However, as discussed in section 2.4.3, the use of additional line inductance for low pass
filtering is becoming more common. This indicates that additional line inductance is now considered to be acceptable for filtering purposes despite the reduction in short circuit power.

4.2 Synthesis of Fixed-Pole Resonant Harmonic Filters

The fixed-pole filter allows harmful resonance conditions to be avoided by specifying pole locations that do not coincide with harmonic frequencies. The most simple approach to avoid such a resonance is to locate poles equidistant to neighboring harmonic frequencies. For example, if filter is tuned to the 5th and 7th order harmonics, a pole can be located at frequencies 5.5ω₁ or 6.5ω₁. This simple example shows that a criterion is needed for the selection of pole locations.

The distribution system, the filter and the load at the PCS can be considered as one-ports. The synthesis method developed in [2] assumes that these one-ports are loss-less, and therefore they are reactance one-ports. This assumption may result in a substantial error at the fundamental frequency, but can provide acceptable results at higher order harmonics for which the filter parameters are calculated. At such an assumption the distribution system impedance is approximated by the reactance of an inductance, Lₛ, while the load impedance is approximated by the reactance of an inductance L₁e, equivalent with respect to the load reactive power Q₁ at the fundamental frequency. The single phase equivalent circuit of a distribution system, four branch fixed-pole RHF and the load, approximated as reactance one-ports is shown in Figure 4.2.

Since the main application of RHF's is the reduction of distortion caused by three-phase, six pulse rectifiers or ac/dc converters that generate harmonics of the order n = 6k ± 1, that means the 5th, 7th, 11th, 13th, 17th, ..., and usually four branch filters are used for that purpose, considerations here are confined to just such RHF's, i.e. tuned to the 5th, 7th, 11th, 13th order harmonics.

![Figure 4.2 Equivalent circuit of distribution system, load and fixed-pole RHF.](image)

The impedance Zₐ of the shunt branches in parallel with the load equivalent inductance, has four zeros due to the series resonance of each tuned branch at complex frequencies s = jz₁, jz₂, jz₃, jz₄. If the filter fully compensates the load reactive power at the fundamental frequency, that means impedance Zₐ at the fundamental is infinite, thus there is a pole at s = j1 rad/s. Moreover, due to the filter and the load structure as shown in Fig. 4.2, it is an open circuit at infinite frequency and consequently, the impedance Zₐ has a pole at infinity. Because each pair of zeros of a reactance one-port has to be separated by a single pole, [51, 52], as shown in Figure 4.3,
therefore, impedance $Z_a$ should have the form

$$Z_a(s) = As \frac{(s^2 + z_1^2)(s^2 + z_2^2)(s^2 + z_3^2)(s^2 + z_4^2)}{(s^2 + 1)(s^2 + b_1^2)(s^2 + b_2^2)(s^2 + b_3^2)}$$

(4.1)

where the complex value, $s = jb_k$, denotes pole and $A$ is a positive real number.

Because one goal of the fixed-pole filter is to reduce the sensitivity to supply voltage distortion, the magnitude of the admittance seen by the supply, $Y_x$, is critical. Therefore, poles of interest are the poles of the input admittance, $Y_x$. The locations of these poles are the frequencies at which the sum of the impedance $Z_x$ and $Z_a$ are equal zero. A plot of the reactance function $Z_a(j\omega)$ and the impedance $-Z_a(j\omega)$, which is a function of the supply inductance in series with added inductance $L_0$, are shown in Figure 4.4.
This plot clearly shows the pole locations which are at the intersection of the plot of $-Z_a(j\omega)$ and the regions where $Z_a(j\omega)$ has a capacitive impedance. These are also the frequencies of the poles of the impedance as seen by the load generated current harmonics, therefore, these points of intersection on the plot are denoted as poles $p_1, p_2, p_3$ and $p_4$.

Selecting these four pole locations yields the following set of four equations

\[
\begin{align*}
\text{(4.2)} \\
p_1L_s + p_1L_0 + Z_a(p_1) &= 0 \\
p_2L_s + p_2L_0 + Z_a(p_2) &= 0 \\
p_3L_s + p_3L_0 + Z_a(p_3) &= 0 \\
p_4L_s + p_4L_0 + Z_a(p_4) &= 0
\end{align*}
\]

or simply

\[
\text{(4.3)} \\
p_kL_s + p_kL_0 + Z_a(p_k) &= 0
\]

with $k = 1, 2, 3, 4$. To solve the above system of equations it is more convenient to express $Z_a(s)$ as

\[
Z_a(s) = s \left( \frac{s^2 + z_1^2}{s^2 + z_2^2} \right) \left( \frac{s^2 + z_3^2}{s^2 + z_4^2} \right) \left( \frac{s^2 + z_5^2}{s^2 + z_6^2} \right) \left( \frac{s^2 + z_7^2}{s^2 + z_8^2} \right)
\]

(4.4)

There are only four equations and five unknown variables, namely, $a_3, a_2, a_1, a_0$ and $L_0$. However, as $s$ approaches zero, the impedance $Z_a(s)$ approaches $sL_{1e}$, such that

\[
\lim_{s \to 0} Z_a(s) = sL_{1e} ,
\]

(4.5)

and the impedance given in eqn. (4.3) as $s$ approaches zero gives

\[
\lim_{s \to 0} Z_a(s) = s \left( \frac{z_1z_2z_3z_4}{a_0} \right)^2.
\]

(4.6)

Therefore, the coefficient $a_0$ is equal to

\[
a_0 = \frac{(z_1z_2z_3z_4)^2}{L_{1e}}.
\]

(4.7)

The equation (4.3) results in real, positive coefficients $a_3, a_2, a_1, a_0$ and $L_0$ on the condition [51] that a single pole is located between each pair of zeros of the impedance (4.4) as well as at infinity. If these coefficients are known then the impedance $Z_a(s)$ of the filter is also known. Thus, the circuit elements of the filter can be calculated. The inductance of each of the four branches is equal to
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\[ L_k = \lim_{s \to z_k} \left\{ \frac{s}{s^2 + z_k^2} Z_a(s) \right\}, \quad (4.8) \]

and the capacitance is equal to

\[ C_k = \frac{1}{z_k^2 L_k}, \quad (4.9) \]

where \( k = 1, 2, 3, 4 \).

### 4.3 Effect of Poles Selection on the Line Inductor

The zeros \( jz_1, jz_2, jz_3, jz_4 \) and poles \( jp_1, jp_2, jp_3, jp_4 \) of the impedance \( Z_a(s) \) are selected at the designer’s discretion. The required line inductance \( L_0 \) is an implicit function of these zeros and poles. For a filter that has to eliminate particular load current harmonics, the zeros are fixed. Thus, only poles can be selected.

The line inductance \( L_0 \) affects both the load and the filter performance. At a high value of this inductance, the load voltage would change with the load power variation. At a low value, the filter performance would be affected by reconfigurations in the distribution system. Therefore, it is one of the most important parameters of the fixed-pole filter. Although it can be found as a solution of equations (4.3), it would be useful to have an explicit formula for its calculation and its dependence on the poles selection.

The dependence of the inductance \( L_0 \) on the filter poles can be developed as follows. For \( s = jp_k \) equation (4.3) can be expressed in the form

\[
\left( -p_k^6 a_3 + p_k^4 a_z - p_k^2 a_i + a_0 \right) \left( 1 - p_k^2 \right) \left( z_1^2 - p_k^2 \right) \left( z_2^2 - p_k^2 \right) \left( z_3^2 - p_k^2 \right) \left( z_4^2 - p_k^2 \right) + \frac{1}{L_x} = 0 \quad (4.10)
\]

where \( k = 1, 2, 3, 4 \), represents the shunt branch number and, therefore, the index of the pole. The inductance \( L_x = L_s + L_0 \), is the sum of the supply inductance and the line inductance. Let us denote

\[ \frac{1 - p_k^2}{(z_1^2 - p_k^2)(z_2^2 - p_k^2)(z_3^2 - p_k^2)(z_4^2 - p_k^2)} = b_k \quad (4.11) \]

so that, equation (4.10) could be rearranged as follows

\[
\left( -p_k^6 a_3 + p_k^4 a_z - p_k^2 a_i \right) b_k + \frac{1}{L_x} = -a_y b_k \quad (4.12)
\]

With the right-side coefficient denoted as

\[ c_k = -a_y b_k, \quad (4.13) \]

the equation (4.12) can be expressed in matrix form as
\[
\begin{bmatrix}
B_{11} & 1 \\
1 & 1 \\
1 & 1 \\
1 & 1 \\
\end{bmatrix}
\begin{bmatrix}
a_1 \\
a_2 \\
a_3 \\
1/L_x \\
\end{bmatrix}
= 
\begin{bmatrix}
c_1 \\
c_2 \\
c_3 \\
c_4 \\
\end{bmatrix},
\]

where

\[
B_{11} = \begin{bmatrix}
-p_1^6b_1 & p_1^4b_1 & -p_1^2b_1 \\
-p_2^6b_2 & p_2^4b_2 & -p_2^2b_2 \\
-p_3^6b_3 & p_3^4b_3 & -p_3^2b_3 \\
\end{bmatrix}
\]

and

\[
B_{21} = \begin{bmatrix}
-p_1^6b_4 & p_1^4b_4 & -p_1^2b_4 \\
\end{bmatrix}.
\]

Multiplying both sides by the matrix

\[
\begin{bmatrix}
1 & 0 \\
-B_{21}B_{11}^{-1} & 1 \\
\end{bmatrix}
\]

yields

\[
\begin{bmatrix}
B_{11} & B_{12} \\
0 & (B_{22} - B_{21}B_{11}^{-1}B_{12}) \\
\end{bmatrix}
\begin{bmatrix}
a_1 \\
a_2 \\
a_3 \\
1/L_x \\
\end{bmatrix}
= 
\begin{bmatrix}
c_1 \\
c_2 \\
c_3 \\
\end{bmatrix},
\]

therefore, the inductance \(L_x\) has a value given by

\[
L_x = \frac{B_{22} - B_{21}B_{11}^{-1}B_{12}}{c_4 - B_{21}B_{11}^{-1} \begin{bmatrix}
c_1 \\
c_2 \\
c_3 \\
\end{bmatrix}}.
\]

Multiplying the matrix expression in the denominator yields

\[
L_x = \frac{-L_{4e} \left(1 - e_p + f_p - g_p \right) \prod_{k=1}^{4} z_k^2 + \left(-1 + e_z - f_z + g_z \right) \prod_{k=1}^{4} p_k^2}{\left(1 - p_1^2\right) \left(1 - p_2^2\right) \left(1 - p_3^2\right) \left(1 - p_4^2\right) \prod_{k=1}^{4} z_k^2}
\]

\[
(4.20)
\]
where

\[ e_p = p_1^2 + p_2^2 + p_3^2 + p_4^2 \]

\[ f_p = (p_1 p_2)^2 + (p_1 p_3)^2 + (p_1 p_4)^2 + (p_2 p_3)^2 + (p_2 p_4)^2 + (p_3 p_4)^2 \] (4.21)

\[ g_p = (p_1 p_2 p_3)^2 + (p_1 p_2 p_4)^2 + (p_1 p_3 p_4)^2 + (p_2 p_3 p_4)^2 \]

and, similarly,

\[ e_z = z_1^2 + z_2^2 + z_3^2 + z_4^2 \]

\[ f_z = (z_1 z_2)^2 + (z_1 z_3)^2 + (z_1 z_4)^2 + (z_2 z_3)^2 + (z_2 z_4)^2 + (z_3 z_4)^2 \] (4.22)

\[ g_z = (z_1 z_2 z_3)^2 + (z_1 z_2 z_4)^2 + (z_1 z_3 z_4)^2 + (z_2 z_3 z_4)^2 \]

Formula (20) could be simplified to

\[ L_x = \frac{g_z - f_z + e_z - 1}{(p_1^2 - 1)(p_2^2 - 1)(p_3^2 - 1)(p_4^2 - 1)} \left[ \frac{g_p - f_p + e_p - 1}{g_z - f_z + e_z - 1} - \left( \frac{p_1 p_2 p_3 p_4}{z_1 z_2 z_3 z_4} \right)^2 \right] L_{\text{ic}} \] (4.23)

and then expressed as

\[ L_x = \frac{g_z - f_z + e_z - 1}{(p_1^2 - 1)(p_2^2 - 1)(p_3^2 - 1)(p_4^2 - 1)} \left( \frac{p_1 p_2 p_3 p_4}{z_1 z_2 z_3 z_4} \right)^2 \left( \frac{A_p}{A_z} - 1 \right) L_{\text{ic}} \] (4.24)

where

\[ A_p = \frac{g_p - f_p + e_p - 1}{(p_1 p_2 p_3 p_4)^2} = \frac{1}{p_1^2} + \frac{1}{p_2^2} + \frac{1}{p_3^2} + \frac{1}{p_4^2} - \left( \frac{1}{p_1 p_2} - \frac{1}{p_1 p_3} \right)^2 - \left( \frac{1}{p_1 p_4} \right)^2 - \left( \frac{1}{p_2 p_3} \right)^2 - \left( \frac{1}{p_2 p_4} - \frac{1}{p_3 p_4} \right)^2 + \left( \frac{1}{p_1 p_2 p_3} \right)^2 + \left( \frac{1}{p_1 p_2 p_4} \right)^2 + \left( \frac{1}{p_1 p_3 p_4} \right)^2 + \left( \frac{1}{p_2 p_3 p_4} \right)^2 - \left( \frac{1}{p_1 p_2 p_3 p_4} \right)^2 \] (4.25)

and
\[ A_z = \frac{g_z - f_z + e_z - 1}{(z_1 z_2 z_3 z_4)^2} = \frac{1}{z_1^2} + \frac{1}{z_2^2} + \frac{1}{z_3^2} + \frac{1}{z_4^2} - \left( \frac{1}{z_1 z_2} \right)^2 - \left( \frac{1}{z_1 z_3} \right)^2 - \left( \frac{1}{z_1 z_4} \right)^2 - \left( \frac{1}{z_2 z_3} \right)^2 - \left( \frac{1}{z_2 z_4} \right)^2 - \left( \frac{1}{z_3 z_4} \right)^2 + \left( \frac{1}{z_1 z_2 z_3} \right)^2 + \left( \frac{1}{z_1 z_2 z_4} \right)^2 + \left( \frac{1}{z_1 z_3 z_4} \right)^2 + \left( \frac{1}{z_2 z_3 z_4} \right)^2 - \left( \frac{1}{z_1 z_2 z_3 z_4} \right)^2 \]  \hspace{1cm} (4.26)

Since for RHFs \( p_1 < p_2 < p_3 < p_4 \) then \( e_p << f_p << g_p \), therefore, the term \( A_p \) can be approximated by

\[ A_p \approx \frac{1}{p_1^2} + \frac{1}{p_2^2} + \frac{1}{p_3^2} + \frac{1}{p_4^2} \]  \hspace{1cm} (4.27)

Similarly, \( A_z \) can be approximated by

\[ A_z \approx \frac{1}{z_1^2} + \frac{1}{z_2^2} + \frac{1}{z_3^2} + \frac{1}{z_4^2} \]  \hspace{1cm} (4.28)

Therefore, inductance \( L_x \) is approximated by

\[ L_x = L_s + L_0 \approx d \left( \frac{A_p}{A_z} - 1 \right) \]  \hspace{1cm} (4.29)

where

\[ d = L_{le} \frac{g_z - f_z + e_z - 1}{(p_1^2-1)(p_2^2-1)(p_3^2-1)(p_4^2-1)} \left( \frac{p_1 p_2 p_3 p_4}{z_1 z_2 z_3 z_4} \right)^2 \]  \hspace{1cm} (4.30)

Although approximations (4.27) and (4.28) reduce the complexity considerably, equation (4.29) still does not allow the relation between inductance \( L_x \) and the choice of filter poles and tuning frequencies to be easily seen. However, one further assumption that will simplify the problem can be made. In general, the tuned frequencies, i.e. the zeros, are fixed, thus \( A_z \) is a constant and inductance \( L_x \) depends only on the location of the poles. Also, as seen by examination of (4.30), \( d \) is only slightly affected by changes in the pole locations as compared to \( A_p \), i.e. it is nearly constant. Therefore, it can be seen by observing only \( A_p \) in (4.29) that inductance \( L_x \) declines in value with the increase of any pole frequency. This means that at some selection of poles which yields \( L_x = L_s \), it becomes necessary to decrease the frequency of one or more poles in order to increase the frequency of any other pole, since otherwise the minimum value of \( L_0 = 0 \) would be violated. Furthermore, the approximation (4.27) shows that \( A_p \) is the most affected by poles located at the lowest frequencies, \( p_1 \) and \( p_2 \). Therefore, consider an illustration where \( p_3 \) and \( p_4 \) are fixed. Given a system with \( L_{le} = 1.4 \) pu, \( L_s = 0.033 \) pu, and a typical filter tuned to 5th, 7th, 11th, and 13th order harmonics, the inductance \( L_0 \) as a function of \( p_1 \) and \( p_2 \) with chosen poles of \( p_3 = 9.5 \) and \( p_4 = 12.5 \) is...
The surface plot of $L_0$ versus poles $p_1$ and $p_2$ in Figure 4.5 below shows that the inductance $L_0$ declines to a negative value. This illustrates that the increase of either pole or both will result in a declining value of $L_0$. This is in agreement with the earlier conclusion respective equation (4.29), and the greater effect of $p_1$ can be observed by the greater decline along the $p_1$ axis in the plot. It also shows that as $p_i$ approaches $z_i$ where $i = 1,2,3,4$, then $L_x$ approaches 0. This can be concluded intuitively by examination of the plot of impedances $Z_a$ and $L_x$.

\[
L_0 = \frac{p_1^2(1.425 - 0.1125p_2^2) + 1.425p_2^2 - 0.033}{(p_1^2 - 1)(p_2^2 - 1)} \quad (4.31)
\]

Figure 4.5  Plot of $L_0$ as a function of filter poles $p_1$ and $p_2$.

Finally, if we express equation (4.29) as a function of $p_1$ where all other poles are at the maximum theoretical values, $p_2 = 7$, $p_3 = 11$ and $p_4 = 13$, then it becomes

\[
L_0 = \frac{1.454 - 0.085p_1^2}{p_1^2 - 1}. \quad (4.32)
\]

Because the selected values of the other poles are at the locations that yield the smallest value of $L_0$, this enables us to determine the maximum value of $p_1$ that would allow the selection of all other poles within their full possible range. For this example, if $p_1 \leq 4.10$ then any values of the other poles may be selected for $L_0 \geq 0$, of course, with the usual restriction that each pole must occur between a pair of zeros. A plot of $L_0$ versus $p_1$ is shown in Figure 4.6.

In addition to the restriction on the minimum value of $L_0$, there should also be an upper bound on the value of inductance $L_0$, $(L_0)_{\text{max}}$, which is determined by the minimum short circuit power that can be tolerated in a particular system. In order find the possible selections of poles that yield a value of inductance in the range $0 < L_0 < (L_0)_{\text{max}}$ it is convenient to simplify (4.30) as

\[
d = L_{nc} \frac{g_x - f_x + e_x - 1}{(p_1^2 - 1)(p_2^2 - 1)(p_3^2 - 1)(p_4^2 - 1)} (p_1p_2p_3p_4)^2 \approx L_{nc} \frac{g_x - f_x + e_x - 1}{(z_1z_2z_3z_4)^2} \quad (4.33)
\]
where $d$ is now a constant.

![Figure 4.6 Plot of $L_0$ as a function of $p_1$](image)

Observe that the lowest pole, $p_1$, could be assumed to be equal to 3.5, and in such case neglecting one as compared to $p_1^2$ could cause an error of the order of 10 percent. Thus, the line inductance is approximately equal to

$$L_0 \approx d \left( \frac{A_p}{A_z} - 1 \right) - L_z . \quad (4.34)$$

Since $0 < L_0 < (L_0)_{\text{max}}$

$$0 < d \left( \frac{1}{p_1^2} + \frac{1}{p_2^2} + \frac{1}{p_3^2} + \frac{1}{p_4^2} \right) - L_z < (L_0)_{\text{max}} \quad (4.35)$$

where $(L_0)_{\text{max}}$ can be selected at the designer’s discretion. This formula can be modified to

$$\left( \frac{L_z}{d} + 1 \right) A_z < \frac{1}{p_1^2} + \frac{1}{p_2^2} + \frac{1}{p_3^2} + \frac{1}{p_4^2} < \left( \frac{(L_0)_{\text{max}} + L_z}{d} + 1 \right) A_z \quad (4.36)$$

and finally written in the form

$$r_1^2 < \frac{1}{p_1^2} + \frac{1}{p_2^2} + \frac{1}{p_3^2} + \frac{1}{p_4^2} < r_2^2 \quad (4.37)$$

where

$$r_1^2 = \left( \frac{L_z}{d} + 1 \right) A_z \quad \text{and} \quad r_2^2 = \left( \frac{(L_0)_{\text{max}} + L_z}{d} + 1 \right) A_z \quad (4.38)$$

This is the equation of a ring of radiuses $r_1$ and $r_2$ in four-dimensional space. This ring confines the selection of poles of the filter. Since the poles at the highest frequency, $p_3$ and $p_4$
have the least contribution to inequality (4.37), they could be fixed. This reduces the equation of the ring in four-dimensional space to two-dimensional space, namely.

\[(r_1')^2 < \frac{1}{p_3^2} + \frac{1}{p_4^2} < (r_2')^2\]  

(4.39)

where

\[(r_1')^2 = r_1^2 - \frac{1}{p_3^2} - \frac{1}{p_4^2} \quad \text{and} \quad (r_2')^2 = r_2^2 - \frac{1}{p_3^2} - \frac{1}{p_4^2} .\]  

(4.40)

In general the best choices for pole locations will be in a frequency range centered around frequencies which are in-between adjacent harmonic frequencies. Therefore, table 4.1 below gives possible value that could be selected for the filter poles if the poles’ locations are restricted to be equidistant respective to adjacent harmonic frequencies.

<table>
<thead>
<tr>
<th>Table 4.1 Possible pole selections.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Set #</strong></td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
</tbody>
</table>

**4.4 Properties of Fixed-Pole RHF**

Although properties of conventional and fixed-pole filters are essentially very similar, the fixed-pole filters have reduced sensitivity to distribution voltage distortion. Similarly, as for the conventional RHF, the transmittance approach provides insight into the reasons for the behavior or performance level of the filter. Although the transmittances, $A(j\omega)$, $B(j\omega)$, $Y_x(j\omega)$, and $Z_y(j\omega)$, can also be used to describe the frequency characteristics of the fixed-pole filter, they are not the same as those for the conventional RHF. Fixed-pole RHF transmittances are modified by the addition of the series inductor, and are equal to

\[
A(j\omega) = \frac{U(j\omega)}{E(j\omega)} = \frac{Z_a(j\omega) + Z_o(j\omega)}{Z_s(j\omega) + Z_o(j\omega) + Z_a(j\omega)},
\]

(4.41)

\[
B(j\omega) = \frac{I(j\omega)}{J(j\omega)} = \frac{Z_a(j\omega)}{Z_s(j\omega) + Z_o(j\omega) + Z_a(j\omega)},
\]

(4.42)

\[
Y_x(j\omega) = \frac{I(j\omega)}{E(j\omega)} = \frac{1}{Z_s(j\omega) + Z_o(j\omega) + Z_a(j\omega)},
\]

(4.43)

\[
Z_y(j\omega) = \frac{U(j\omega)}{J(j\omega)} = \frac{Z_s(j\omega) Z_a(j\omega)}{Z_s(j\omega) + Z_o(j\omega) + Z_a(j\omega)},
\]

(4.44)
where
\[ Z_x(j\omega) = \frac{Z_b(j\omega) Z_L(j\omega)}{Z_b(j\omega) + Z_L(j\omega)}. \] (4.45)

is the impedance of the shunt branches of the filter and the load as seen from the supply, and
\( Z_b \) and \( Z_L \) are the filter branches and load impedance respectively. A simplified model of a
system with these lumped impedances is shown in Fig. 4.7.

Figure 4.7 Lumped impedance circuit of a system with a fixed-pole resonant harmonic filter.

As in the case of conventional RHFs, at resonant frequencies \( \omega_r \), the impedance \( Z_x(j\omega) \)
specifies the damping. However, for fixed-pole RHFs it is equal to the resistance of the load
with the filter, \( R_a(\omega_r) \), and the source resistance, \( R_s(\omega_r) \) in series with the resistance of the
added inductor \( R_0(\omega_r) \), namely
\[ Z_x(j\omega) = R_a(\omega_r) + R_s(\omega_r) + R_0(\omega_r). \] (4.46)

This impedance is low in a frequency band around these frequencies although the additional
resistance will slightly increase the damping.

The transmittance \( Y_x(j\omega) \) is the ratio of the spectra of the supply current and the
distribution voltage. A plot of the magnitude \( |Y_x(j\omega)| \) for the fixed-pole filter is shown in
Figure 4.8.

Figure 4.8 Magnitude of the admittance \( Y_x(j\omega) \) for a four branch fixed-pole RHF.
At the fundamental harmonic frequency the per-unit admittance of the compensated load is equal to the power factor, \( \lambda_1 \). The per-unit admittance for the lowest resonant frequency is still much higher than the value of the admittance at the fundamental as seen from Figure 4.8, therefore, an increase of current harmonic distortion due to voltage harmonics may still occur in the system. However, the admittance is much lower for higher frequencies than for the conventional RHF due to the added inductance. This means that the performance of fixed-pole RHFs is less sensitive to harmonic distortion in the supply voltage \( e \).

As seen from current source \( j \) the series combination of the equivalent system impedance \( Z_s(j\omega) \) and the filter inductance \( L_0(j\omega) \) is in parallel with the impedance of the filter shunt branches and load \( Z_a(j\omega) \). A plot of the magnitude \( |Z(j\omega)| \) is shown in Figure 4.9. The amplification of distortion in the voltage due to this impedance generally occurs only when the resonant frequencies are very close to harmonic frequencies. This is due to the generally very narrow bands of amplification. Since the resonant frequencies are much more easily controlled in the case of the fixed-pole RHF, amplification of the distortion due to the harmonic transmittance \( Z_{yn} \) is far less likely than in the case of the conventional RHF.

As for the conventional RHF, the ratio of the spectra of supply current \( i_s \) and the load generated current \( j \) is described by transmittance \( B(j\omega) \) shown in Figure 4.10, and \( A(j\omega) \) shown in Figure 4.11 is the ratio of the spectra of bus voltage \( u \) and distribution voltage \( e \). However, the \( A(j\omega) \) transmittance for the fixed-pole RHF is not numerically the same as the \( B(j\omega) \) transmittance.

### 4.5 Effect of Distribution System Inductance Variation on Fixed-Pole RHFs

The distribution system impedance as seen by a filter may vary due to changes in the distribution systems configuration. Variation of the system reactance, \( X_s \), will result in changing the slope of the total line reactance, \( X_t \). Consequently, the frequencies where the plot of total line reactance \( -X_e(\omega) \) intersects the plot of reactance of the tuned branches and load, \( X_a(\omega) \), are shifted from their nominal values.
These intersections specify the frequencies of resonance. This is shown in Fig. 4.12, where Δ(-X_s) indicates how the change in the system reactance affects the plot of total line reactance, and Δω_a and Δω_b indicate the shift in the filter poles for a two branch fixed-pole RHF. The ratio of the reactance of the system and the reactance of the filter line inductor determines how large an effect the variation of the system reactance will have on the total line reactance. In most cases a larger value of the filter line inductor will reduce the sensitivity of the poles’ variation to changes in the distribution system reactance. However, the sensitivity also depends on the behavior of the function X_a(ω) around the resonant frequencies.
In order to determine the behavior of the poles as a function of the distribution system inductance, $L_s$, eqn. (3.13) can be applied. Consider the example of a system with $L_{le} = 1.4 \text{ pu}$ and $L_s = 0.033\text{pu}$ with a variation of ±30%. The variation of the filter poles of a four branch fixed-pole RHF tuned to $5^{th}$, $7^{th}$, $11^{th}$, and $13^{th}$ order harmonics, and with poles $p_1=3.5$, $p_2=5.5$, $p_3 = 9.5$ and $p_4 = 11.5$ is shown in Fig. 4.13. The variation of the filter poles of a conventional RHF also tuned to the $5^{th}$, $7^{th}$, $11^{th}$, and $13^{th}$ order harmonics and with equal allocation of reactive power among the branches is shown in Fig. 4.14. The variation of pole locations is less for the fixed-pole RHF than for the conventional RHF, however, the variation of the highest frequency pole is greater.
Figure 4.13 Variation of the poles of a fixed-pole RHF for ±30% variation of the system inductance, $L_s$.

Figure 4.14 Variation of the poles of a conventional RHF for ±30% variation of the system inductance, $L_s$. 
Chapter 5
Optimization of Resonant Harmonic Filters

5.1 Introduction

The process of filter optimization is the process by which the best or optimum parameters of the filter are selected in order to yield the best performance. However, in order to perform this task it is necessary to define what constitutes the best performance. In the case of RHF's, performance has been defined for the purpose of optimization in terms of filter installation and operational costs [5] as well as a filter’s ability to reduce harmonic distortion [9, 17, 18]. Furthermore, harmonic distortion could refer to the voltage distortion at the bus where the filter is connected or the supply current flowing into that bus or both. Since a RHF’s purpose is to reduce harmonic distortion, here the optimum filter will refer to the filter that reduces harmonic distortion to the lowest possible level. This approach is further justified by the fact that the effect of harmonic distortion on equipment, such as transformers, motors, etc., in terms of cost is not easily determined. Of course, filter cost is still important even if it is difficult to quantify. The component that is most easily quantifiable is the initial cost of the filter installation and maintenance costs related to complexity. These issues are addressed by only considering filters that have the fewest possible elements and are, consequently, considered to have the lowest cost. Therefore, only conventional RHF's and fixed-pole RHF's with a maximum of four tuned branches are considered.

5.2 Optimization Based Filter Design

Before considering the details regarding optimization of conventional RHF’s and fixed-pole RHF’s, there are several issues that apply to both that should be presented. First, both filters should achieve the same objective and, therefore, a cost function must be formulated. Then an optimization method must be selected and implemented. There are many different possibilities with respect to optimization techniques that could be used for the optimization of filter effectiveness in reduction of distortion. A few of the more basic optimization methods such as the best step steepest descent were tested and found to give poor performance due to the complex behavior of the function. It was not always possible to reach a minimum point of the function without being relatively close to it. Therefore, the more powerful class of conjugate gradient methods was next applied. The Polak-Ribiere variation of the Fletcher-Reeves method was applied using outside penalty methods to approximate a constrained cost function. Although some good results were obtained using this method it still exhibited difficulty in reaching a local minimum in some cases due to the problem of ill-conditioning. Finally, to overcome the ill-conditioning problem the method of multipliers [40] was implemented. The method works well for this application and in all testing it was able to reach a constrained local minimum of the cost function even if the starting point was far away from that minimum. The development of the cost function as well as an overview of the method of multipliers is given in the following sub-sections.
5.2.1 The Cost Function

The filter performance can be well specified in terms of four performance measures defined in section 3.4. However, for optimization procedures it is convenient to have a single measure of the performance of a filter with respect to attenuation of harmonics in the supply current and harmonics in the bus voltage. Such a measure can be constructed as follows. The distorted component of the supply current before a filter is installed, denoted \( i_{d0} \), can be compared to the distorted component of the supply current after the installation of a harmonic filter. Such a performance coefficient with respect to a filter’s effect on the supply current is referred to as the **effectiveness in reduction of current distortion**, defined in percent as

\[
\varepsilon_i = (1 - \frac{||i_d||}{||i_{d0}||}) \times 100.
\]

The maximum effectiveness that a filter can achieve is 100% which means that the distorted component of the supply current rms value, \( ||i_d|| \), is reduced by the filter to zero. Note that \( \varepsilon_i \) can be negative if the filter increases supply current distortion. The two filter performance coefficients that describe a filter’s effects on the supply current, namely \( \xi_i(j) \) and \( \xi_i(e) \), are directly related to \( \varepsilon_i \). If we neglect the distortion in the supply voltage \( e \), then \( ||i_d|| = ||i_d(j)|| \) and \( ||i_{d0}|| = ||j|| \), and therefore,

\[
\varepsilon_i = [1 - \xi_i(j)] \times 100.
\]

If the load generated current harmonics are neglected, \( ||i_d|| = ||i_d(e)|| \) and \( ||i_{d0}|| = ||e_d|| Y_s \), and, therefore,

\[
\varepsilon_i = [1 - \xi_i(e)] \times 100.
\]

The **effectiveness in reduction of voltage distortion** is a performance coefficient with respect to a filter’s effect on the bus voltage distortion. It is defined in percent as

\[
\varepsilon_u = (1 - \frac{||u_d||}{||u_{d0}||}) \times 100,
\]

where \( ||u_d|| \) is the distorted component of the bus voltage rms value after the filter is installed, and \( ||u_{d0}|| \) is the distorted component of the bus voltage rms value before the filter is installed. It is related to \( \xi_d(j) \) and \( \xi_d(e) \) similarly as \( \xi_i(j) \) and \( \xi_i(e) \) are related to \( \varepsilon_i \).

The effectiveness measures \( \varepsilon_i \) and \( \varepsilon_u \) can approach 100% only if the supply voltage is not distorted and only those harmonics to which the filter is tuned are generated by the load. If any minor harmonics exist then effectiveness can never be equal 100%, and minor harmonics always exist. Moreover, in many cases effectiveness may be quite low because of amplification of minor harmonics due to resonance of the filter with the distribution system. However, if harmful resonances are taken into account during filter design then it may be possible to keep effectiveness at an acceptable level, at least, up to some level of magnitude of minor harmonics.
In order to utilize optimization methods to maximize filter effectiveness with respect to harmonic suppression, $e_i$ and $e_u$ should be maximized. This can be accomplished by the minimization of $\|i_d\|$ and $\|u_d\|$. Unfortunately, minimizing the voltage distortion at the bus and minimizing the supply current distortion are not equivalent tasks. There has to be a tradeoff based on the requirements of a particular filter application. The rms values of the distorted component of the supply current and bus voltage can be combined into a linear form where each one is multiplied by a weighting coefficient. Such a linear form is expressed as

$$f(x) = W_i \frac{\|i_d\|}{\|i_{d0}\|} + W_u \frac{\|u_d\|}{\|u_{d0}\|}, \quad (5.5)$$

where $W_i$ is the weighting coefficient of the supply current distortion and $W_u$ is the weighting coefficient of the bus voltage distortion. How the weighting is set determines whether the minimization technique effects the current or voltage distortion more strongly. Adjustment of filter parameters by an optimization routine may lead to change of the load reactive power compensation that is provided by the filter. However, in most cases it may not be reasonable to allow the compensation of the load reactive power to be reassigned to any value which minimizes $f(x)$. Therefore, a method of constrained optimization must be applied. Finally, a form that is more suitable to optimization algorithms and that is equivalent with respect to the location of the minimum is

$$f_c(x) = W_i \frac{\|i_d\|^2}{\|i_{d0}\|^2} + W_u \frac{\|u_d\|^2}{\|u_{d0}\|^2}. \quad (5.6)$$

Although the above cost function may be used for both types of filter, fixed-pole and standard filters have different constraint requirements and different sets of variables which describe design alternatives.

### 5.2.2 Unconstrained Minimization

One of the major classes of methods used for multidimensional optimization that uses the calculation of first derivatives is the class of conjugate gradient methods. Two of the prominent algorithms of this class are the Fletcher-Reeves algorithm and the Polak-Ribiere variation of that algorithm. The method is outlined briefly for reference below, however, detailed analysis of such optimization methods is beyond the scope of this dissertation and the interested reader should refer to the literature, [37, 38, 39, 40], for more detailed information. Also, it should be pointed out that there are a number of sophisticated algorithms available for unconstrained optimization, however, the Polak-Ribiere conjugate gradient method proved to perform very well for the purposes of this research.

Search methods using conjugate directions have the property of quadratic convergence as shown in [37, 39]. This means that if searches for a function minimum are carried out in mutually conjugate directions the minimum of a quadratic function of $n$ variables is found in at most $n$ steps. The method of Fletcher and Reeves exploits this property without the need to compute the matrix $H$. The method constructs a sequence of directions, $d_n$, that are conjugate
with respect to $H$ and is given as follows. Starting from a point $x_0$ the gradient of the function is taken at that point and the direction vector $d_0$ is set equal to

$$d_0 = -g_0 = -\nabla f(x_0) \quad (5.7)$$

and

$$d_i = -g_i + \eta_i d_{i-1}, \quad i = 1, 2, 3, ..., n \quad (5.8)$$

where $g_i$ is equal to the gradient of $f(x)$ at the point $x_i$, and $\eta_i$ is equal to

$$\eta_i = \frac{g_i^T g_i}{g_{i-1}^T g_{i-1}} \quad (5.9)$$

The new point $x_i$ is given by moving in the direction of the vector $d_{i-1}$ to the function minimum along that line. Therefore, it is given by

$$f(x_i) = \min_{\lambda} f(x_{i-1} + \lambda d_{i-1}) \quad (5.10)$$

However, if the function in question is not really quadratic then conjugacy of the generated directions may be eventually lost due to non-quadratic terms in the function. Thus, the method may become “stuck” in that a new direction $d_i$ may be nearly orthogonal to the gradient as shown in [40]. Therefore, a modification of $\eta$ proposed by Polak and Ribiere that alleviates this problem by resetting the direction along the gradient is

$$\eta_i = \frac{g_i^T (g_i - g_{i-1})}{g_{i-1}^T g_{i-1}} \quad (5.11)$$

### 5.2.3 Constrained Minimization

There are several constraints that must be considered when minimizing the cost function for RHF effectiveness. Therefore, a method of constrained optimization is needed. The general problem of constrained optimization can be formulated as

$$\text{minimize } f(x) \quad (5.12)$$

where each $x_i$ in $x$ is constrained by a set of equations:

$$g_i(x) = c_i, \quad i = 1, 2, 3, \ldots, k < n \quad (5.13)$$

$$g_i(x) \leq c_i, \quad i = k + 1, k+2, \ldots, m \quad (5.14)$$
and $m$ is the number of constraints. This problem is known as the nonlinear programming problem and one very basic way to solve it is by adding a penalty function to the cost function so that if a constraint is violated it increases the value of the function. This type of penalty function is known as an outside penalty function. In order to implement such a method, a penalty function must be chosen. A general form of penalty functions for inequality constraints suggested by Pierre [37] is

$$g_i(x) = \left[ f_i(x) - c_i \right]^2 \sigma_i, \quad i = 1, 2, \ldots, m$$

(5.15)

where

$$\sigma_i = \begin{cases} 0 & \text{for } f_i(x) \leq c_i \\ 1 & \text{for } f_i(x) > c_i \end{cases}$$

(5.16)

The function, $g_i(x)$, increases from zero monotonically if the constraint is violated and is equal to zero otherwise. This type of penalty function is useful because if all $g_i(x)$ are real valued functions and each has a continuous first order derivative, then the gradient can be calculated and, therefore, gradient search techniques may be used. The penalized performance measure $P(x)$ is composed of the unconstrained cost function, $f(x)$, summed with all penalty functions, expressed as

$$P(x) = f(x) + w \sum_{i=1}^{m} g_i(x)$$

(5.17)

where $w$ is the penalty weighting coefficient. In order to use this single weighting coefficient, as opposed to individually weighting each penalty function, it is necessary to scale each $g_i(x)$ so that they are all of the same order of magnitude with respect to the amount by which each constraint is violated. Although this method works well for inequality constraints if starting points are chosen carefully, for equality constraints the penalty method may fail due to the problem of ill-conditioning [37, 40], because it becomes difficult to prevent the penalty from becoming large very rapidly. This problem can be alleviated by using the method of multipliers as shown in [40].

The Method of Multipliers which belongs to the area of Lagrange Multiplier Methods is not included in the previous section on unconstrained optimization because its purpose is the solution of the constrained or non-linear programming problem. In fact, use of the method of multipliers is motivated by the desire to overcome the problem of ill-conditioning that arises in penalty methods. The method of multipliers requires the use of a method of unconstrained optimization such as Polak-Ribiere during one stage of its algorithm.

First the application of the method of multipliers is presented for problems with equality constraints. Consider an equality constrained problem of the form

$$\text{minimize } f(x)$$

(5.18)

subject to the constraint
When using the ordinary Lagrange method with the Lagrange function

\[ F(x, \lambda) = f(x) + \lambda h(x) \]  \hspace{1cm} (5.20)

a point \( x^* \) can be a constrained local minimizing point for \( f(x) \) and not be an unconstrained local minimizing point of the Lagrange function, \( F(x, \lambda) \). The method of multipliers solves this problem by the addition of penalty terms to \( F \) to form an augmented Lagrangian. Such a penalized Lagrange function has the property that it is minimized with respect to \( x \) at \( x^* \) whenever \( x^* \) is a constrained minimizing point of \( f(x) \). The augmented Lagrangian function is expressed as

\[ L_c(x, \lambda) = f(x) + \lambda h(x) + \frac{1}{2} w |h(x)|^2 \]  \hspace{1cm} (5.21)

where \( w \), the penalty weight, is any scalar and \( \lambda \) is the Lagrange multiplier. In the method of multipliers, given a multiplier vector \( \lambda_k \) and a penalty weight \( w_k \), at each \( k \) iteration \( L_{ck}(x, \lambda_k) \) is minimized using an unconstrained method of minimization to obtain a new vector \( x_k \). Then the multiplier is iterated as

\[ \lambda_{k+1} = \lambda_k + w_k h(x_k) \]  \hspace{1cm} (5.22)

a penalty weight \( w_{k+1} \geq w_k \) is chosen and the process is repeated. It is proven by Bertsekas [40] that for the penalty method, where \( \lambda_k \equiv \text{const} \), it is usually necessary to increase \( w_k \) to infinity. However, for the method of multipliers it is not necessary to increase \( w_k \) to infinity to obtain convergence. Therefore, it eliminates or at least moderates the problem of ill-conditioning. Also, the convergence rate is generally much better than that of the penalty method.

Next consider the case when there is an inequality constrained problem of the form

\[ \text{minimize } f(x) \]  \hspace{1cm} (5.23)

subject to the constraints

\[ g_i(x) \leq 0, \quad i = 1, 2, \ldots, m \]

where \( m \) is the number of constraints. It is possible to convert this nonlinear programming problem into an equality constrained problem by introducing additional variables, sometimes referred to as slack variables, \( r = (r_1, r_2, \ldots, r_m) \). This gives the new problem
minimize $f(x)$
subject to $g_i(x) + r_i^2 = 0$
\[ g_2(x) + r_2^2 = 0 \]
\[ \vdots \]
\[ g_m(x) + r_m^2 = 0 \]  

(5.24)

Then $x^*$ is a local minimum of (5.23) if and only if $(x^*, r^*)$, where $r_i^* = \sqrt{-g_i(x^*)}$, $i = 1, \ldots, m$, is a local minimum of problem (5.24). By using this conversion we can extend the method of multipliers to the nonlinear programming problem. The augmented Lagrangian becomes

$$L_c(x, r, \mu) = f(x) + \sum_{i=1}^{m} \left\{ \mu_i \left[ g_i(x) + r_i^2 \right] + \frac{1}{2} w \left| g_i(x) + r_i^2 \right|^2 \right\}$$  

(5.25)

for $c > 0$. The augmented Lagrangian must be minimized with respect to the variables $x$ and $r$ for various values of the multiplier $\mu$, and the constraint weight $w$. Fortunately, it is shown by Bertsekas [40] that the minimization of $L_c$ with respect to $r$ can be carried out explicitly for each fixed $x$. Note that

$$\min_r L_c(x, r, \mu) = f(x) + \sum_{i=1}^{m} \min_r \left\{ \mu_i \left[ g_i(x) + r_i^2 \right] + \frac{1}{2} w \left| g_i(x) + r_i^2 \right|^2 \right\}$$  

(5.26)

The minimization with respect to $r_i$ is equivalent to

$$\min_{u_i \geq 0} \left\{ \mu_i \left[ g_i(x) + u_i \right] + \frac{1}{2} w \left| g_i(x) + u_i \right|^2 \right\}$$  

(5.27)

Because it is quadratic in $u_i$, its minimum is the scalar $\hat{u}_i$ at which point the derivative equals zero. This gives

$$u_i + w \left[ g_i(x) + \hat{u}_i \right] = 0$$  

(5.28)

There are two possible cases for $\hat{u}_i$. Either $\hat{u}_i \geq 0$ and, therefore, $\hat{u}_i$ solves (5.27), or the solution is $u_i^* = 0$. Therefore, the solution of (5.27) can be expressed as

$$u_i^* = \max \left\{ 0, -\left[ \frac{\mu_i}{w} + g_i(x) \right] \right\}$$  

(5.29)

By (5.26)-(5.29) we obtain the following expression for the augmented Lagrangian for the nonlinear programming problem (5.23)
Extending the results of the Lagrange multiplier method for equality constrained problems, the first order multiplier iteration is given by

\[ \mu'_{k+1} = \mu_k + w_k \max \left\{ \frac{\mu'_k + \omega_t}{\omega_k} g_t \left[ x(\mu_k, w_k) \right] \right\} \]  

(5.31)

which can be further simplified in the final form

\[ \mu'_{k+1} = \max \left\{ 0, \mu'_k + \omega_t g_t \left[ x(\mu_k, w_k) \right] \right\} \]  

(5.32)

Given a multiplier vector \( \mu_k \) and a penalty weight \( w_k \), at each iteration \( k \) \( L_{cg}(x, \mu_k) \) is minimized using an unconstrained method of minimization to obtain a new vector \( x_k \). Then the multiplier is iterated as \( \mu_{k+1} \) where \( \mu'_{k+1} \) is the \( i \)th element.

### 5.3 Optimization of Conventional RHFs

In order to reduce the harmful effects of minor harmonics on the effectiveness of conventional RHFs, a few strategies may be employed during filter design. Each filter branch compensates a portion of the load reactive power. How the reactive power is distributed among the branches determines the locations of the resonant frequencies. Therefore, resonant frequencies may be shifted by changing the allocation of reactive power to particular branches. This shifting can also be accomplished by over or under-compensation of the load reactive power. Also, if distribution voltage harmonics are present, de-tuning the filter branches will reduce the sensitivity of the filter to distribution voltage harmonics. A trial and error approach employing the above strategies may be used to adjust filter parameters in order to achieve better performance. However, as discussed in sections 3.2 and 3.3, it is unlikely that the best results will be achieved. In order to obtain the best possible performance in the presence of minor harmonics optimization methods should be used.

For conventional RHFs the cost function defined by equation (5.6) is a function of the capacitance and inductance of the filter branches, \( f(x) = f(L_1, C_1, \ldots, L_K, C_K) \). Another option is to express it as a function of the tuned frequency and the reactive power allocation of each branch, \( f(x) = f(z_1, d_1, \ldots, z_K, d_K) \). The choice is rather a matter of preference since both are a function of \( 2K \) parameters, where \( K \) is the number of filter branches. The level of compensation of the load reactive power must be held constant or allowed to be varied within a range of acceptable compensation levels. Therefore, the optimization problem becomes a nonlinear programming problem with equality and inequality constraints.

Initially, the penalty function approach was applied to solve the minimization problem with constraints placed on the total reactive power of the filter. This method was found to give good results in the case of the inequality constraint where some range of over and under-compensation was allowed. However, for the equality constrained case a minimum was not always reached depending on the starting point. It was found that the penalty function was
increasing too rapidly and efforts were made to adjust the weighting. However, the balance between preventing constraint breakthrough and the penalized performance measure becoming ill-conditioned was difficult to achieve. The adjustment of the weighting factor had to be determined on a case-by-case basis. Therefore, the penalized performance measure (5.17) was abandoned and the method of multipliers was implemented.

To implement the method of multipliers an augmented Lagrangian was formed using the cost function (5.6) and the reactive power constraints. For the case of unity load reactive compensation the augmented Lagrangian is equal to

$$L_c(x, \lambda, \mu) = f_c(x) + \lambda \cdot h(x) + \frac{1}{2}w|h(x)|^2 + \frac{1}{2w} \sum_{i=1}^{K} \left[ \left( \max \{0, \mu_i + w g_i(x)\} \right)^2 - \mu_i^2 \right]$$  \hspace{1cm} (5.33)

The equality constraint $h(x)$ is

$$h(x) = B_f U_1^2 - Q_L = 0$$ \hspace{1cm} (5.34)

where $B_f$ is the filter susceptance at the fundamental frequency, which is a function of the variables $x$, and $Q_L$ is the load reactive power. The inequality constraints require that the $n$ filter circuit elements be positive values. However, it is not necessary to constrain each filter circuit element separately. Recall that the susceptance of each $k$ filter branch is capacitive at the fundamental frequency and can be expressed as

$$B_{ki} = \frac{\omega_k C_k}{1 - \left( \frac{\omega_k}{\zeta_k} \right)^2}$$ \hspace{1cm} (5.35)

and the inductance is related to the capacitance as

$$L_k = \frac{1}{(\zeta_k \omega_1)^2 C_k}$$ \hspace{1cm} (5.36)

where $\zeta_k \omega_1$ is the branch tuned frequency and is always positive. If the susceptance is negative then by (5.35) the branch capacitance is negative which in turn yields a negative value of the branch inductance by (5.36). Thus, for a filter with $K$ branches, there are $K$ inequality constraints, and they can be expressed as

$$g_i(x) = -B_{ki} \leq 0$$ \hspace{1cm} (5.37)

For the case where there is a range of over or under-compensation of load reactive power no equality constraints are needed and the augmented Lagrangian becomes

$$L_c(x, \mu) = f_c(x) + \frac{1}{2w} \sum_{i=1}^{K+2} \left[ \left( \max \{0, \mu_i + w g_i(x)\} \right)^2 - \mu_i^2 \right].$$ \hspace{1cm} (5.38)
The constraint \( g_1(x) \) specifies the upper limit of the over-compensation and is equal to

\[
g_1(x) = -B_j U_1^2 + c_l Q_L \leq 0
\]

(5.39)

where \( a \) multiplied by the reactive power of the load, \( Q_L \), specifies the upper limit of the overcompensation. If the reactive power of the filter exceeds \( a Q_L \) then \( g_1(x) \) will increase. The lower limit of under-compensation is specified by \( g_2(x) \) and is equal to

\[
g_2(x) = B_j U_1^2 - c_2 Q_L \leq 0
\]

(5.40)

where \( b Q_L \) specifies the lower limit. If the reactive power of the filter is lower than \( b Q_L \), then \( g_2(x) \) will increase. As previously the other \( K \) constraints are simply to ensure that filter circuit elements are positive, and they are also given by (5.37).

The method of multipliers requires the adjustment of the penalty weighting factor, \( w \), similarly as for the penalty method. The weighting factor was updated according to

\[
w_{k+1} = \gamma w_k
\]

(5.41)

However, in this case there was no need to dynamically adjust the weighting as in the case of the penalty method. A constant value for the weight increase of \( \gamma = 1.2 \) was used to obtain the results presented in subsequent chapters. The method converged to a constrained local minimum of \( f_c(x) \) from any valid starting point.

### 5.4 Optimization of RHF with Line Inductor

The fixed-pole RHF allows much better control of the filter design process with respect to the selection of both branch tuned frequencies and the frequencies of the filter poles. In spite of this, it may not be obvious to the designer what the best choice of zeros and poles of the filter are. Although fixed-pole RHF will generally exhibit much better performance than a conventional RHF when operated in the presence of minor harmonics, it is unlikely that the best performance would be achieved without the use of optimization techniques as part of the design process. Because of this, it is difficult to expect that a trial and error approach may provide satisfactory results.

The term “fixed-pole” describes an attribute of the synthesis of such filters where the designer fixes the filter poles at some predetermined frequencies. If filter parameters are modified by an optimization routine then the term loses its meaning since the poles are no longer fixed at their predetermined locations. Thus, the term fixed-pole RHF will refer to the pre-optimized filter prototype and after optimization is performed the filter will simply be referred to as an optimized RHF with line inductor.

The number of circuit elements of the RHF with line inductor is greater than the number of elements of a conventional RHF due to the added series inductor \( L_0 \). Therefore, the cost function (5.6) should not be a function of the circuit elements since this would require \( 2K+1 \) parameters. Also, the number of constraints required would be greater than for the conventional RHF. If the filter zeros and poles are selected as the parameters then only \( 2K \)
parameters are needed since the series inductor, $L_0$, is a function of those parameters. Therefore, the cost function is $f_c(x) = f(z_1, p_1, \ldots, z_K, p_K)$ where $z_i$ is the series tuned frequency of the $i$th filter branch and $p_i$ is the frequency of the pole that results from the resonance between the $i$th branch and the series inductance $L_s = L_s + L_0$.

The constraints for the RHF with line inductor are also quite different from those of the conventional RHF. Since the reactive power provided by the filter is selected initially and is not affected by changing the zero and pole allocations of the filter, filter reactive power is no longer a constraint. However, as shown in section 4.3 there exists combinations of zero and pole allocations that result in a negative value of $L_0$. Of course, this is not physically realizable. Also, there are some upper bounds on the value of $L_0$ depending on the application. These limits depend on the allowable effect of $L_0$ on the load voltage variation. The poles must be selected such that $z_i < p_i < z_i$, that is, for each branch the pole associated with it must have a lower frequency than that branch’s series tuned frequency or zero. However, the pole must have a greater frequency than the closest zero due to another branch that has a lower frequency or the fundamental, i.e. poles and zeros must alternate. If this condition is violated then the filter transfer function is not a positive real function and cannot be realized by a circuit having only elements with positive parameters, [51]. A negative circuit element would require that at least one branch have a negative susceptance at the fundamental frequency. A branch susceptance at the fundamental frequency equal to zero occurs if a pole and zero cancel and this yields a solution with a reduced number of branches. Therefore, direct constraints on the allocation of zero and pole frequencies are not needed since negative susceptance for any branch will not be allowed. This gives an inequality constrained problem of the form (5.23) where $m$ is the number of constraints. The augmented Lagrangian is the same as for the conventional RHF given in (5.38) only the constraints and the variables $x$ are different. Each constraint $g_i(x)$ for $i=1,2,3,\ldots,K$ is violated if the susceptance at the fundamental for a filter branch is less than zero. Therefore the first $K$ constraints are equal to

$$g_i(x) = -B_i < 0.$$  

There is also a constraint for each the lower and upper bound of $L_0$ as it relates to the system inductance $L_s$, such that $a_1 L_s \leq L_0 \leq a_2 L_s$. For the lower limit of $L_0$ the constraint is equal to

$$g_{K+1}(x) = -L_0 + a_1 L_s \leq 0,$$

and for the upper limit the constraint is equal to

$$g_{K+2}(x) = L_0 - a_2 L_s \leq 0.$$  

This yields $m=K+2$ constraint equations for the filter.

5.5 The Global Minimum

The cost function $f_c(x)$ for both RHFs with line inductor and conventional RHFs has multiple local minima and maxima. When filter parameters are selected such that a resonant frequency approaches a harmonic frequency a sharp increase in the cost function value may
occur. Consequently, local minima occur in a number of regions due to the presence of several resonant frequencies.

The cost function may be observed using a surface or a contour plot. Unfortunately, it is not possible to visualize more than three dimensions, therefore, let us consider a simplified example of a two branch conventional RHF. Assume that the filter zeros are fixed so that the cost function, \( f_c(x) \), of the two branch filter is a function of two variables, the reactive power allocation of each branch, \( d_1 \) and \( d_2 \). The two branch filter with branches tuned to the 5th, 7th order harmonics, is connected to a bus having a short circuit power 25 times higher than the load active power. The power factor for the fundamental frequency is \( \lambda_1 = 0.707 \). All inductors’ q-factors are equal to 50 at the tuned frequency, and the reactance to resistance ratio of the supply is 10. The load generated current harmonics in percent of the fundamental are \( J_2 = 0.1\% \), \( J_3 = 5\% \), \( J_4 = 0.2\% \), \( J_5 = 17\% \), \( J_6 = 0.2\% \), \( J_7 = 11\% \), \( J_8 = 0.2\% \), \( J_9 = 5\% \).

Distribution voltage distortion contains a uniform harmonic noise on the level of \( E_n = 0.1\% \) of the fundamental up to \( n = 9 \). Minimization of the current distortion and bus voltage distortion are considered equally important, therefore, the weighting factors of equation (5.6), \( W_i \) and \( W_u \), are equal to 0.5. The cost function scaled by a factor of 10 for convenience in plotting is

\[
\begin{align*}
  f_c(x) &= f(d_1, d_2) = 5 \frac{\|i_{d1}\|^2}{\|i_{d0}\|^2} + 5 \frac{\|u_{d1}\|^2}{\|u_{d0}\|^2}.
\end{align*}
\]  

(5.45)

Figure 5.1 shows the surface plot of the cost function, \( f_c(x) \), drawn as a function of the reactive power allocation of each branch, \( d_1 \) and \( d_2 \), in percent of the total filter reactive power. Four local minima are visible in the plot within the range 0.1-0.9 of \( d_1 \) and \( d_2 \).

![Figure 5.1 Surface plot of the cost function \( f_c(x) \) versus reactive power allocation.](image)
A contour plot of the cost function is shown in Figure 5.2. The plot shows the multiple local minima that are separated by the ridges formed when the resonant frequencies and harmonic frequencies coincide. The ridge that runs down the center of the plot is formed at the values of $d_1$ and $d_2$ for which a resonance is located at the 4th order harmonic as shown in Fig. 5.3 (a).

![Contour plot of the cost function $f_c(x)$.](image)

Figure 5.2 Contour plot of the cost function $f_c(x)$.

Figure 5.3 (b) shows the resonant frequency locations for values of $d_1$ and $d_2$ that correspond to a local minimum of $f_c(x)$. At this local minimum the resonant frequencies are much further from harmonic frequencies.

![Resonant bands of amplification for values of $d_1$ and $d_2$ on a ridge (a) and near a minimum (b) of $f_c(x)$.](image)

Figure 5.3 Resonant bands of amplification for values of $d_1$ and $d_2$ on a ridge (a) and near a minimum (b) of $f_c(x)$. 
Although there are four local minima for the cost function, $f_c(x)$, this function is unconstrained. If full load reactive power compensation is required and the reactive power allocated to a particular branch cannot be lower than 10% of the filter reactive power, then the constrained problem is

\[
\begin{align*}
\text{minimize} & \quad f_c(x) \\
\text{subject to} & \quad g_1(x) = d_1 + d_2 - 1 = 0 \\
& \quad g_2(x) = d_1 - 0.1 \geq 0 \\
& \quad g_3(x) = d_2 - 0.1 \geq 0
\end{align*}
\]

The constrained cost function will yield a minimum which is confined to the dotted line shown on the contour plot in Figure 5.4, and the boundary of the plot shown is specified by all three constraints. The line indicates that the sum of the reactive power allocation of all branches must equal one. In this case the minimum would be chosen from the best of those local minima that the constraint line intersects.

![Figure 5.4 Contour plot of cost function $f_c(x)$ and the constraint $g_1(x)$.](image)

The presence of multiple minima indicates that a method of global optimization is needed. Since the mechanism that causes multiple local minima in the case of this cost function is known, it is possible to use the optimization techniques described above. These can be employed by repeated use of the routines at starting points near each local minimum. The local minima can then be compared and the global minimum identified. The RHF with line inductor has a distinct advantage over the conventional RHF when employing such a global minimization strategy. This is because the frequencies of the filter poles can be
selected directly as parameters of the optimization. Therefore, the starting points of the poles can be selected so that each filter pole is located initially between as many harmonic frequencies as possible, giving a clear set of starting points bounded by points that give higher values of the constrained cost function. In the case of conventional RHFs it is not known a-priori where the poles of the filter will be located when starting values of the reactive power allocation are chosen. Therefore, it is only possible to select a large enough random set of starting points such that there is a high probability of finding the global minimum. Needless to say, that approach is not efficient.

It should be mentioned that although a particular local minimum may be the best with respect to the cost function value, it may not be acceptable from the viewpoint of sensitivity. A matrix sensitivity measure could be developed based on the behavior of the Hessian matrix for the region around the optimal point. The development of such a measure for optimized RHFs that would enable the determination of the component tolerances necessary to maintain sufficient filter effectiveness could be an area of future research.

5.6 Specialized Optimization Software

Due to the complexity of the interaction between a RHF and system, optimization cannot be done analytically. Therefore, in order to perform the optimization described in the previous sections, a software program for performing optimized design of RHFs is needed. The program must perform the analysis and optimization of conventional RHFs and RHFs with a line inductor. Therefore a specialized program for those tasks was developed in the C++ programming language. Although software packages for general optimization and analysis, such as Matlab, already exist, the use of C++ allows a much higher level of customization. A high degree of customization is desirable with respect to the optimization algorithms as well as a graphical user interface which is tailored to filter design.

The user interface of the developed program is entirely based on drop down menus and dialog boxes, and there are multiple view modes for viewing the circuit model, transmittance plots, distortion coefficients, etc. The settings for the distribution system, load, filter, and harmonic spectra may be changed while in any of the view modes. This allows the user to see the effects on the circuit element values, the performance coefficients and on the frequency properties as the user input parameters are varied. Thus, the various views provide a powerful tool for a filter designer to determine the effects of changes in the system and filter as well as the harmonic spectra. The view and plots are useful features of the software in addition to it providing the optimized parameters of a filter. A brief description of the user interface and instructions for use are included in the appendix.

The program performs four primary tasks. First, it allows the user to specify system parameters and input the distribution voltage and load generated current harmonic spectra up to the 30th harmonic order. From this data the program calculates the parameters of a prototype filter. The user selects the tuned frequencies, reactive power allocation or poles depending on the filter type, load compensation level, q-factor, and number of branches the filter has. The second task of the program is to provide performance analysis of this filter prototype. It calculates and displays all of the filter’s performance measures with respect to the voltage and current distortion and the levels of the contributing components of the distortion. Next, the RHF is optimized using the method of multipliers. Finally, the resulting filter is analyzed with respect to its performance, and the performance data is displayed.
Chapter 6

Effectiveness of Resonant Harmonic Filters in a System with a AC/DC Converter

6.1 Introduction

One of the most common applications of RHFs is the reduction of harmonic distortion produced by six-pulse AC/DC controlled converters or rectifiers. Therefore, a system that supplies a six-pulse converter is used as the test system for evaluating filter performance in this chapter.

Although optimization techniques allow the design of filters with the highest effectiveness, at some level of minor harmonics even optimized filters are not sufficiently effective. In order to evaluate the performance of conventional RHFs designed according to references [1, 4, 11, 12, 15, 19, 20] as compared to those optimized using the techniques described in chapter 5, simulation results for some typical voltage and current spectra are presented in this chapter. Also, simulation results for an optimized RHF with line inductor are given and compared to the optimized conventional RHF. To evaluate filter performance at different levels of minor harmonics content, the level of minor harmonics is increased in intervals and optimized filter effectiveness is found for each of them. In order to evaluate the limits of filter effectiveness for the conventional and RHFs with line inductor, IEEE Std 519-1992, [35], is used as the basis for determining when effectiveness is not sufficient.

6.2 The Test System

Harmonic filters are used under various operating conditions with a wide variety of loads and harmonic spectra. Of course, it is not possible to check the performance of RHFs that are designed using the techniques presented in chapter 5 for all of the various operating conditions that such filters are used in. Therefore, a typical system and load are used as the basis for filter performance evaluation. A distribution system that supplies a six-pulse AC/DC controlled converter with the following parameters is used as such a test system. The six-pulse controlled converter is supplied from a 60 Hz symmetrical three-phase distribution system with a short circuit power of 21.2 pu and with a reactance to resistance ratio at the fundamental frequency, $X_s/R_s$, equal to 10. The distorted component of the load generated current, $j$, is composed of the characteristic harmonics of a six pulse converter with the RMS value $J_5 = 18\%$, $J_7 = 13\%$, $J_{11} = 8\%$, and $J_{13} = 7\%$ of the fundamental. The load current also contains minor harmonics caused by the thyristor firing control asymmetry. The distribution of the minor harmonics in the load current is random, it varies from converter to converter and also with changes in the firing angle. It is assumed for this test system that the minor harmonics in the current have a uniform value up to the 12th order harmonic. This assumption is further justified by [16] which provides the current spectrum of a typical converter and shows minor harmonics which are of approximately the same magnitude. Harmonics above the 13th order are neglected since they cannot be amplified by filter resonances. Various levels of minor harmonics are considered. However, initially it is assumed that minor harmonics comprise a distorted component of the load current, denoted as $\delta_{jm}$, equal to 1.5% of the fundamental. This means that the minor current harmonics...
generated by the converter are of the value $J_n=0.53\%$ of the fundamental. The spectrum of the load current is shown in Fig. 6.1.

![Load Current Spectrum](image)

**Figure 6.1** Harmonic spectrum of the load generated current, $j$, for $\delta_{jm}=1.5\%$.

The IEEE recommended limit for the distortion of the distribution voltage $e$, given in Table 2.2, is $\delta_e = 5\%$ of the fundamental. Therefore, various levels of voltage distortion up to $\delta_e = 5\%$ are used to evaluate filters for the range of allowed voltage distortion. The magnitude of the voltage harmonics are assumed to decline as $1/n$ and the even order harmonics have a magnitude which is 25% of the odd order harmonics. For the initial system evaluation let us assume that the utility provides a voltage with the level of distortion at half of the recommended limit, $\delta_e = 2.5\%$ of the fundamental. Then the distribution voltage harmonics up to the 13$^{th}$ order are equal to

$$E_n = 5.31 \frac{1}{4n} E_1, \quad \text{for } n \text{ even}$$

$$E_n = 5.31 \frac{1}{n} E_1, \quad \text{for } n \text{ odd}.$$  \hspace{1cm} (6.1)

The harmonic spectrum of the distribution voltage, $e$, is shown in Fig. 6.2.

Six-pulse AC/DC converters allow the control of the DC output voltage by variation of the thyristor firing angle, $\alpha$. The output voltage, $U_{d0}$, of the converter shown in Fig. 2.2 as a function of firing angle is

$$U_{d0} = \frac{3\sqrt{6}}{\pi} U \cos \alpha$$  \hspace{1cm} (6.2)
where \( U \) is rms value of the bus voltage supplying the converter. Therefore both active power and reactive power of the converter will change with the firing angle.

\[
\begin{align*}
\text{Distribution Voltage Spectrum} \\
\text{Percent of Fundamental} \\
\text{Harmonic Order} \\
0 & \quad 0.2 & \quad 0.4 & \quad 0.6 & \quad 0.8 & \quad 1.0 & \quad 1.2 & \quad 1.4 & \quad 1.6 & \quad 1.8 & \quad 2.0 \\
2 & \quad 3 & \quad 4 & \quad 5 & \quad 6 & \quad 7 & \quad 8 & \quad 9 & \quad 10 & \quad 11 & \quad 12 & \quad 13 \\
\end{align*}
\]

Figure 6.2  Harmonic spectrum of the distribution voltage, \( e \), for \( \delta_e=2.5\% \).

Because the change in the firing angle changes the phase-shift between voltage and current, the active and reactive power, expressed as a function of firing angle, \( \alpha \), are equal to

\[
\begin{align*}
P &= P_{\text{max}} \cos^2(\alpha) \\
Q &= \frac{1}{2} P_{\text{max}} \sin(2\alpha) \\
\end{align*}
\]

(6.3)

A plot of the normalized active power, i.e. for \( P_{\text{max}}=1 \), and reactive power versus firing angle is shown in Fig. 6.3.

\[
\begin{align*}
P = P_{\text{max}} \cos^2(\alpha) \\
Q = \frac{1}{2} P_{\text{max}} \sin(2\alpha) \\
\end{align*}
\]

Figure 6.3  Active and reactive power versus firing angle.
In order to simplify the comparison of the harmonic filters in this chapter, load parameter variation is not considered. Therefore, the converter is assumed to operate at a constant firing angle $\alpha = 45^\circ$ with a normalized apparent power, $S_L$, equal to 1 pu, i.e., both active power, $P$, and reactive power, $Q$, of the load are equal to 0.71 pu. The single-phase equivalent circuit for the test system is shown in Fig. 6.4. The waveforms of the distribution voltage, $e$, the bus voltage, $u$, and the supply current, $i_s$, are shown in Fig. 6.5. The supply current has the distortion $\delta_i = 23.7\%$ of the fundamental, and at such current distortion the bus voltage has the distortion $\delta_u = 7.9\%$ of the fundamental.

![Single-phase equivalent circuit of the test system without filter.](image)

Figure 6.4 Single-phase equivalent circuit of the test system without filter.

With the converter operating at $\alpha = 45^\circ$ the system short circuit current to load current ratio, $I_{SC}/I_L$, is equal to 30. For such a ratio the IEEE Std. 519 recommended limit, as shown in Table 2.1, for individual odd harmonics in the current is 7% up to the 10th order and 3.5% for the
11\textsuperscript{th}, 12\textsuperscript{th} and 13\textsuperscript{th} order harmonics. The total distortion of the current is limited to 8\% of the fundamental. Thus, all of the characteristic harmonics exceed their recommended limits as well as exceed the limit for the total harmonic distortion of the supply current. All minor harmonics are within the specified limits. Clearly a device for suppression of characteristic current harmonics is needed. Recall that the total harmonic distortion of the supply current, $\delta_i$, is the ratio of the rms values of the distorted component of the current and the fundamental. Since the fundamental current of the supply depends on the power factor, it can be expressed as

$$\delta_i = \frac{\lambda ||i_d||}{I_{a1}}$$

where $I_{a1}$ is the rms value of the active current at the fundamental. Therefore, the harmonic distortion after the installation of a filter not only depends on the filter’s ability to reduce the rms value of the distorted component of the current, but also, the load reactive power compensation provided by the filter. To determine a filter’s true effectiveness in the reduction of the distorted component rms value, the effectiveness in reduction of current distortion, $\varepsilon_i$, defined by equation (5.1) should be used. This means that the minimum effectiveness of a filter required to meet the IEEE Std. 519 limits for current distortion depends on how the filter affects the power factor. Let $\lambda_f$ denote the power factor after the installation of a filter. Then the minimum allowable filter effectiveness in reduction of current distortion, $\varepsilon_{i\min}$, can be expressed as

$$\varepsilon_{i\min} = \left(1 - \frac{\lambda \delta_{i\max}}{\lambda_f \delta_{i0}}\right) \times 100$$

where $\delta_{i\max}$ is the allowed limit for the total current distortion and $\delta_{i0}$ is the initial current distortion in percent of the fundamental without the filter. In this equation power factor, $\lambda$, is assumed to be power factor prior to filter installation. Assuming the filter is required to fully compensate the load reactive power, to achieve the 8\% total harmonic distortion limit the effectiveness of the filter for the test system cannot be lower than $\varepsilon_{i\min} = 76.1\%$.

6.3 Conventional RHF Performance

Conventional RHFs for filtering harmonics generated by six-pulse converters usually have four branches, each tuned to a characteristic current harmonic generated by the converter. Therefore, a four branch RHF tuned to the 5\textsuperscript{th}, 7\textsuperscript{th}, 11\textsuperscript{th}, and 13\textsuperscript{th} order harmonics is considered as the starting point for the optimized conventional RHF. As discussed in section 3.2, such filters are usually slightly detuned from harmonic frequencies or damped to limit currents due to distribution voltage harmonics on the supply side of the filter. However, opinion regarding the allocation of reactive power among the branches varies widely. The various strategies can be divided roughly into two groups: some predefined criteria for the allocation, [1, 19, 20], and trial and error adjustment based on simulation results and designer experience, [4, 11, 12, 15]. Therefore, three different sets of conventional RHFs are evaluated. The first two sets of filters were designed using strategies that belong to the above mentioned groups and the third was designed using the optimization method described in section 5.3. They were designed assuming
that these filters fully compensate the reactive power of the load and all inductors have a q-factor equal to 50 at their branch’s tuned frequency.

6.3.1 Conventional RHF s with Equal Allocation of Branch Reactive Power

The first filter set, designated RHF-1, is designed according to Ref. [1]. The load reactive power compensation is shared equally by the four branches and they are tuned to the 5th, 7th, 11th, and 13th order harmonics. Filter parameters are given in Table 6.1. Because the filter parameters are independent of the distribution voltage spectra, only one filter is designed for this set.

Table 6.1 Filter parameters

<table>
<thead>
<tr>
<th>Branch</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L$ [mH]</td>
<td>0.625</td>
<td>0.313</td>
<td>0.125</td>
<td>0.089</td>
</tr>
<tr>
<td>$C$ [mF]</td>
<td>0.450</td>
<td>0.459</td>
<td>0.465</td>
<td>0.466</td>
</tr>
<tr>
<td>$\omega_n/\omega_1$</td>
<td>5.00</td>
<td>7.00</td>
<td>11.00</td>
<td>13.00</td>
</tr>
<tr>
<td>$d_k$</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
</tr>
</tbody>
</table>

The magnitude of the $A(j\omega)$ and $B(j\omega)$ transmittances for the filter and test system are shown in Fig. 6.6 (a), and the magnitude of the admittance $Y(j\omega)$ is shown in Fig. 6.6 (b). The values of all transmittances at harmonic frequencies are compiled in Table 6.2.

While the filter substantially reduces the characteristic current harmonics generated by the load, the high values of admittance at several harmonic frequencies result in an increase in supply current distortion due to distribution voltage harmonics. Also, there is a contribution due to values of $A_n$ and $B_n$ transmittances which are above one indicating amplification due to resonance. The values of harmonic transmittance, $Z_{yn}$, are much less than one for nearly all harmonics. Therefore, the impedance for the load generated harmonics does not cause reduction of the filter effectiveness. The values of the filter’s effectiveness measures, $\varepsilon_i$ and $\varepsilon_u$, as well as the distortion coefficients, $\delta_i$ and $\delta_u$, for distribution voltage distortion equal to $\delta_e=0.5\%$, $\delta_e=2.5\%$, and $\delta_e=5\%$ are compiled in Table 6.3 for the load current spectrum shown in Fig. 6.1.
Table 6.2 Filter transmittances at harmonic frequencies for RHF-1.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$A_n$ &amp; $B_n$</th>
<th>$Y_{xn}$</th>
<th>$Z_{yn}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.09</td>
<td>1.07</td>
<td>0.10</td>
</tr>
<tr>
<td>3</td>
<td>1.42</td>
<td>3.04</td>
<td>0.20</td>
</tr>
<tr>
<td>4</td>
<td>4.40</td>
<td>18.34</td>
<td>0.82</td>
</tr>
<tr>
<td>5</td>
<td>0.09</td>
<td>4.27</td>
<td>0.02</td>
</tr>
<tr>
<td>6</td>
<td>4.29</td>
<td>18.14</td>
<td>1.20</td>
</tr>
<tr>
<td>7</td>
<td>0.05</td>
<td>3.04</td>
<td>0.01</td>
</tr>
<tr>
<td>8</td>
<td>0.88</td>
<td>0.52</td>
<td>0.33</td>
</tr>
<tr>
<td>9</td>
<td>1.04</td>
<td>4.82</td>
<td>0.44</td>
</tr>
<tr>
<td>10</td>
<td>0.21</td>
<td>2.58</td>
<td>0.10</td>
</tr>
<tr>
<td>11</td>
<td>0.02</td>
<td>1.93</td>
<td>0.01</td>
</tr>
<tr>
<td>12</td>
<td>0.57</td>
<td>1.96</td>
<td>0.32</td>
</tr>
<tr>
<td>13</td>
<td>0.01</td>
<td>1.63</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 6.3 Filter Effectiveness at different values of distribution voltage distortion for RHF-1.

<table>
<thead>
<tr>
<th>$\delta_e$ in percent of the Fund.</th>
<th>$\varepsilon_i$</th>
<th>$\varepsilon_u$</th>
<th>$\delta_l$</th>
<th>$\delta_u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>81.5</td>
<td>85.2</td>
<td>6.4</td>
<td>1.2</td>
</tr>
<tr>
<td>2.5</td>
<td>52.8</td>
<td>57.5</td>
<td>16.4</td>
<td>3.3</td>
</tr>
<tr>
<td>5.0</td>
<td>9.9</td>
<td>17.6</td>
<td>31.4</td>
<td>6.5</td>
</tr>
</tbody>
</table>

The effectiveness of the filter is drastically reduced with increasing values of $\delta_e$, and it is much lower than the minimum required effectiveness, $\varepsilon_{i\min} = 76.1\%$, at $\delta_e = 2.5\%$. The effect of $\delta_e$ on the waveform and harmonic spectrum of the supply current for $\delta_e = 2.5\%$ is shown in Fig. 6.7 and Fig. 6.8 respectively.

Figure 6.7 Supply and load current waveforms in the test system with RHF-1 and $\delta_e = 2.5\%$.  
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6.3.2 Optimized Conventional RHF's with Limited Detuning

The second filter set, designated RHF-2, represents the group of filters designed using a trial and error approach which is based on simulation. Unfortunately, results of such a strategy would vary according to the experience and design philosophies of the filter designer. Therefore, optimization with additional restrictions could be performed to simulate the best case design using the trial and error approach. Literature which promotes this approach only suggests a slight de-tuning of the filter branches from the characteristic harmonic frequencies of the load current while all adjustments are performed on the branch reactive power allocation. Therefore, the set RHF-2 is designed by applying optimization techniques with the additional restriction that the filter's tuning frequencies may be only slightly de-tuned. Filter parameters for the set RHF-2 are given in Table 6.4.

Table 6.4 Filter parameters for set RHF-2

<table>
<thead>
<tr>
<th>$\delta_e$</th>
<th>Branch</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5%</td>
<td>$L$ [mH]</td>
<td>0.798</td>
<td>0.252</td>
<td>0.085</td>
<td>0.204</td>
</tr>
<tr>
<td></td>
<td>$C$ [mF]</td>
<td>0.353</td>
<td>0.570</td>
<td>0.710</td>
<td>0.207</td>
</tr>
<tr>
<td></td>
<td>$\omega_d/\omega_1$</td>
<td>5.0</td>
<td>7.0</td>
<td>10.8</td>
<td>12.9</td>
</tr>
<tr>
<td></td>
<td>$d_k$</td>
<td>0.196</td>
<td>0.310</td>
<td>0.382</td>
<td>0.111</td>
</tr>
<tr>
<td>2.5%</td>
<td>$L$ [mH]</td>
<td>1.141</td>
<td>0.285</td>
<td>0.083</td>
<td>0.115</td>
</tr>
<tr>
<td></td>
<td>$C$ [mF]</td>
<td>0.247</td>
<td>0.503</td>
<td>0.729</td>
<td>0.369</td>
</tr>
<tr>
<td></td>
<td>$\omega_d/\omega_1$</td>
<td>5.0</td>
<td>7.0</td>
<td>10.9</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>$d_k$</td>
<td>0.137</td>
<td>0.274</td>
<td>0.392</td>
<td>0.198</td>
</tr>
<tr>
<td>5.0%</td>
<td>$L$ [mH]</td>
<td>1.190</td>
<td>0.294</td>
<td>0.161</td>
<td>0.057</td>
</tr>
<tr>
<td></td>
<td>$C$ [mF]</td>
<td>0.246</td>
<td>0.503</td>
<td>0.368</td>
<td>0.731</td>
</tr>
<tr>
<td></td>
<td>$\omega_d/\omega_1$</td>
<td>4.9</td>
<td>6.9</td>
<td>10.9</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>$d_k$</td>
<td>0.14</td>
<td>0.27</td>
<td>0.20</td>
<td>0.39</td>
</tr>
</tbody>
</table>
The magnitude of the $A(j\omega)$, $B(j\omega)$, and $Y(j\omega)$ transmittances for the filter set and test system are shown in Fig. 6.9 (a) and (b) - Fig. 6.11 (a) and (b). The values of the filter’s effectiveness, $\varepsilon_i$ and $\varepsilon_u$, as well as the distortion coefficients, $\delta_i$ and $\delta_u$, for distribution voltage distortion equal to $\delta_e=0.5\%$, $\delta_e=2.5\%$, and $\delta_e=5\%$ are compiled in Table 6.5 for the load current spectrum shown in Fig. 6.1.

Figure 6.9  Magnitude of $A(j\omega)$, $B(j\omega)$, and $Y_x(j\omega)$ transmittances for RHF-2 optimized for $\delta_e=0.5\%$.

Figure 6.10  Magnitude of $A(j\omega)$, $B(j\omega)$, and $Y_x(j\omega)$ transmittances for RHF-2 optimized for $\delta_e=2.5\%$.

Selecting the allocation of branch reactive power in order to move resonant frequencies away from harmonic frequencies, yields improved performance with respect to filter RHF-1. Despite this, bands of high admittance with the resonant frequencies located away from
harmonic frequencies still cross the harmonic frequencies at high values of admittance. Thus filter effectiveness declines rapidly with increasing distribution system voltage distortion, $\delta_e$.

Figure 6.11  Magnitude of $A(j\omega)$, $B(j\omega)$, and $Y_x(j\omega)$ transmittances for RHF-2 optimized for $\delta_e=5.0\%$.

<table>
<thead>
<tr>
<th>$\delta_e$ in percent of the Fund.</th>
<th>$\varepsilon_i$</th>
<th>$\varepsilon_u$</th>
<th>$\delta_l$</th>
<th>$\delta_u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>83.9</td>
<td>87.5</td>
<td>5.6</td>
<td>1.0</td>
</tr>
<tr>
<td>2.5</td>
<td>53.6</td>
<td>56.6</td>
<td>16.1</td>
<td>3.4</td>
</tr>
<tr>
<td>5.0</td>
<td>25.6</td>
<td>22.8</td>
<td>25.9</td>
<td>6.1</td>
</tr>
</tbody>
</table>

6.3.3 Optimized Conventional RHF

The third filter set, designated RHF-3, represents the group of filters designed using the optimization approaches described in section 5.3. Both the tuning frequencies and the branch reactive power allocation are selected by the optimization algorithm. Filter parameters for the set RHF-3 are given in Table 6.6.

The magnitude of the $A(j\omega)$, $B(j\omega)$, and $Y_x(j\omega)$ transmittances for the filters and test system are shown in Fig. 6.12 (a) and (b) - Fig. 6.14 (a) and (b). The values of the filter’s effectiveness measures, $\varepsilon_i$ and $\varepsilon_u$, as well as the distortion coefficients, $\delta_l$ and $\delta_u$, for distribution voltage distortion equal to $\delta_e=0.5\%$, $\delta_e=2.5\%$, and $\delta_e=5\%$ are compiled in Table 6.7 for the load current spectrum shown in Fig. 6.1.
The optimization algorithm selects parameters for a filter that is not tuned to the dominant harmonics in the load current. Instead the branch tuned to the 13th order harmonic is removed and a branch tuned slightly below the 3rd harmonic is added. Although this slightly reduces the ability of the filter to attenuate the 13th order load generated current harmonic, it significantly reduces the admittance at harmonic frequencies, $Y_{xn}$, for the lower order distribution voltage harmonics. Also, other branches are de-tuned slightly as voltage distortion, $\delta_e$, increases.
Table 6.6 Filter parameters for set RHF-3

<table>
<thead>
<tr>
<th>$\delta_e$</th>
<th>Branch</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5%</td>
<td>$L$ [mH]</td>
<td>2.675</td>
<td>0.443</td>
<td>0.345</td>
<td>0.130</td>
</tr>
<tr>
<td></td>
<td>$C$ [mF]</td>
<td>0.317</td>
<td>0.635</td>
<td>0.415</td>
<td>0.426</td>
</tr>
<tr>
<td></td>
<td>$\omega_n / \omega_1$</td>
<td>2.8</td>
<td>5</td>
<td>7</td>
<td>11.3</td>
</tr>
<tr>
<td></td>
<td>$d_k$</td>
<td>0.19</td>
<td>0.35</td>
<td>0.23</td>
<td>0.23</td>
</tr>
<tr>
<td>2.5%</td>
<td>$L$ [mH]</td>
<td>1.797</td>
<td>0.557</td>
<td>0.404</td>
<td>0.175</td>
</tr>
<tr>
<td></td>
<td>$C$ [mF]</td>
<td>0.537</td>
<td>0.527</td>
<td>0.365</td>
<td>0.326</td>
</tr>
<tr>
<td></td>
<td>$\omega_n / \omega_1$</td>
<td>2.7</td>
<td>4.9</td>
<td>6.9</td>
<td>11.1</td>
</tr>
<tr>
<td></td>
<td>$d_k$</td>
<td>0.33</td>
<td>0.30</td>
<td>0.20</td>
<td>0.17</td>
</tr>
<tr>
<td>5.0%</td>
<td>$L$ [mH]</td>
<td>1.465</td>
<td>0.632</td>
<td>0.435</td>
<td>0.225</td>
</tr>
<tr>
<td></td>
<td>$C$ [mF]</td>
<td>0.684</td>
<td>0.457</td>
<td>0.333</td>
<td>0.260</td>
</tr>
<tr>
<td></td>
<td>$\omega_n / \omega_1$</td>
<td>2.6</td>
<td>4.9</td>
<td>6.9</td>
<td>10.9</td>
</tr>
<tr>
<td></td>
<td>$d_k$</td>
<td>0.42</td>
<td>0.25</td>
<td>0.18</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Table 6.7 Filter Effectiveness at various levels of distribution voltage distortion for set RHF-3.

<table>
<thead>
<tr>
<th>$\delta_e$ in percent of the Fund.</th>
<th>$\varepsilon_i$</th>
<th>$\varepsilon_u$</th>
<th>$\delta_i$</th>
<th>$\delta_u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>85.9</td>
<td>85.2</td>
<td>4.9</td>
<td>1.2</td>
</tr>
<tr>
<td>2.5</td>
<td>71.4</td>
<td>68.6</td>
<td>9.9</td>
<td>2.5</td>
</tr>
<tr>
<td>5.0</td>
<td>51.7</td>
<td>48.8</td>
<td>16.7</td>
<td>4.1</td>
</tr>
</tbody>
</table>
6.4 Performance of RHFs with Line Inductor

As shown in the previous section, even optimized conventional RHFs cannot achieve a sufficient effectiveness at half of the maximum distribution system distortion allowed in the IEEE 519 standard. The RHF with line inductor offers a reduced filter sensitivity to distribution voltage harmonics at the cost of voltage drop on the line inductor of the filter. A set of RHFs with line inductor is applied to the test system under the same conditions as for the conventional RHFs in the previous section. The optimization techniques described in section 5.4 are used to determine the best selection of pole and zero locations of the filter for each distribution voltage spectrum. However, the constraints for the value of the line inductor, $L_0$, must be determined based on the allowable voltage drop across $L_0$.

6.4.1 Optimized RHFs with Line Inductor

Optimized RHFs with line inductor are designed for the test system and both the filter zeros and poles are selected by the optimization algorithm. The inductance of the line inductor is constrained to be not higher than twice the distribution system inductance. Filter parameters for a set of Fixed-Pole RHFs optimized for $\delta_e=0.5\%$, $\delta_e=2.5\%$, and $\delta_e=5.0\%$ with $\delta_{jm}=1.5\%$ are given in Table 6.8.

<table>
<thead>
<tr>
<th>$\delta_e$</th>
<th>Branch</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>$L_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5%</td>
<td>$L$ [mH]</td>
<td>6.293</td>
<td>0.528</td>
<td>0.299</td>
<td>0.081</td>
<td>0.248</td>
</tr>
<tr>
<td></td>
<td>$C$ [mF]</td>
<td>0.128</td>
<td>0.533</td>
<td>0.481</td>
<td>0.299</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\omega_n/\omega_1$</td>
<td>3</td>
<td>5</td>
<td>7</td>
<td>11.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$p_k$</td>
<td>2.7</td>
<td>3.3</td>
<td>5.7</td>
<td>8.5</td>
<td></td>
</tr>
<tr>
<td>2.5%</td>
<td>$L$ [mH]</td>
<td>3.583</td>
<td>0.555</td>
<td>0.318</td>
<td>0.090</td>
<td>0.248</td>
</tr>
<tr>
<td></td>
<td>$C$ [mF]</td>
<td>0.234</td>
<td>0.507</td>
<td>0.454</td>
<td>0.613</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\omega_n/\omega_1$</td>
<td>2.9</td>
<td>5</td>
<td>6.9</td>
<td>11.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$p_k$</td>
<td>2.6</td>
<td>3.5</td>
<td>5.7</td>
<td>8.6</td>
<td></td>
</tr>
<tr>
<td>5.0%</td>
<td>$L$ [mH]</td>
<td>2.523</td>
<td>0.381</td>
<td>0.685</td>
<td>0.107</td>
<td>0.248</td>
</tr>
<tr>
<td></td>
<td>$C$ [mF]</td>
<td>0.334</td>
<td>0.740</td>
<td>0.210</td>
<td>0.508</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\omega_n/\omega_1$</td>
<td>2.9</td>
<td>5</td>
<td>7</td>
<td>11.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$p_k$</td>
<td>2.5</td>
<td>3.4</td>
<td>6.3</td>
<td>8.6</td>
<td></td>
</tr>
</tbody>
</table>

The optimal parameters for the filter do not vary much with increasing distortion in the distribution voltage. Therefore, the magnitude of the $A(j\omega)$, $B(j\omega)$, $Y_x(j\omega)$, and $Z_y(j\omega)$ transmittances for the filter and test system are only shown for $\delta_e=2.5\%$ in Fig. 6.15 (a) and (b), and Fig. 6.16 (a) and (b) respectively. The values of the filter’s effectiveness measures, $\varepsilon_i$ and $\varepsilon_u$, as well as the distortion coefficients, $\delta_i$ and $\delta_u$, for distribution voltage distortion equal to $\delta_e=0.5\%$, $\delta_e=2.5\%$, and $\delta_e=5\%$ are compiled in Table 6.9 for the load current distortion shown in Fig. 6.1.

The optimization results in a filter which is not tuned to the dominant harmonics in the load current as also in the case of filter set RHF-3. However, the fixed pole filter has much more freedom in selecting poles locations. In fact, only the constraint on the line inductance restricts
the selection. The optimized performance and distortion coefficients for the Fixed-pole RHFs are compiled in Table 6.9.

![Figure 6.15](image1.png)  ![Figure 6.16](image2.png)

**Figure 6.15** Magnitude of $A(j\omega)$ and $B(j\omega)$ for the RHF with line inductor optimized for $\delta_e=2.5\%$.

**Figure 6.16** Magnitude of $Y_x(j\omega)$ and $Z_y(j\omega)$ for the RHF with line inductor optimized for $\delta_e=2.5\%$.

Table 6.9 Filter Effectiveness at various levels of distribution voltage distortion for the set of RHFs with line inductor.

<table>
<thead>
<tr>
<th>$\delta_e$ in percent of the Fund.</th>
<th>$\varepsilon_i$</th>
<th>$\varepsilon_u$</th>
<th>$\delta_i$</th>
<th>$\delta_u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>93.5</td>
<td>93.5</td>
<td>2.2</td>
<td>0.5</td>
</tr>
<tr>
<td>2.5</td>
<td>84.9</td>
<td>74.5</td>
<td>5.3</td>
<td>2.0</td>
</tr>
<tr>
<td>5.0</td>
<td>71.9</td>
<td>49.6</td>
<td>9.7</td>
<td>3.9</td>
</tr>
</tbody>
</table>
6.5 Comparison of Filter Performance

The results of the simulations of the various RHFs presented in previous section showed that the optimized conventional RHF and RHF with line inductor are much more effective in the reduction of waveform distortion than other RHFs at increased levels of the distribution voltage distortion. The effectiveness in reduction of supply current distortion, $\varepsilon_i$, of each filter is shown in Figure 6.17 for convenience of comparison. The bar graph shows that for very low levels of distribution voltage distortion the optimized filters do not give a big advantage. Even the RHF designed without regard for resonant frequencies performs adequately with respect to the IEEE Std. 519 recommendations. This is not surprising since such filters were used very effectively in the past when they were installed in systems with very low distribution voltage distortion. However, when distribution voltage distortion approaches the limit of 5%, filters which are not optimized exhibit effectiveness which is far below acceptable levels.

![Comparison of Filters' Effectiveness](Image)

Figure 6.17 Comparison of effectiveness $\varepsilon_i$ for the various RHFs.

6.6 Limits of Effectiveness

Comparison of the filter performance demonstrates that optimized RHFs that may be detuned perform much better than RHFs designed according to other techniques. It also demonstrates the dramatic increase in effectiveness of the RHF with line inductor over the conventional RHF in the presence of distribution system distortion. However, the preceding sections only check filter performance for a few values of the distribution system voltage distortion and a single value of the load generated minor harmonics. In order to determine the effectiveness of both the optimized conventional and RHF with line inductor, minor harmonics in the test system are increased in increments of 0.25%. Harmonic distortion of the distribution voltage is increased from $\delta_e=0.5\%$ to $\delta_e=4\%$ of the fundamental. Distortion of the load current due to minor harmonics is increased from $\delta_{jm}=0.5\%$ to $\delta_{jm}=3\%$ of the fundamental. For each value of the distortions $\delta_e$ and $\delta_{jm}$, the parameters for an optimized RHF with line inductor and optimized conventional RHF are found and the effectiveness in reduction of supply current distortion, $\varepsilon_i$, is calculated. Each of the values of $\varepsilon_i$ versus minor harmonic distortion for the filter with line inductor forms the surface shown in Fig. 6.18. This surface plot shows that the RHF with line inductor reaches the lowest allowable limit of 76.1\% for $\varepsilon_i$ at $\delta_{jm}=3\%$ and $\delta_e=4\%$. Also
the effect of the load current minor harmonics increase is reduced as the distribution voltage harmonics increase. This indicates that the decline in filter effectiveness is dominated by the effect of the harmonics in the distribution voltage.

Figure 6.18 Effectiveness in reduction of current distortion, $\varepsilon_i$, of optimized RHFs with line inductor versus increasing minor harmonics.

Each of the values of $\varepsilon_i$ versus minor harmonic distortion for the conventional filter forms the surface shown in Fig. 6.19.

Figure 6.19 Effectiveness in reduction of current distortion, $\varepsilon_i$, of optimized conventional RHFs versus increasing minor harmonics.
The surface plot shows that the conventional RHF reaches the lowest allowable limit of 76.1% for $\varepsilon_i$ at $\delta_{pm}=3\%$ and $\delta_e=1.75\%$. The surface has a very similar shape as for the optimized RHF with line inductor but the limit of effectiveness is crossed at a much lower voltage distortion.
Chapter 7
Semi-Adaptive Resonant Harmonic Filters with Line Inductor

7.1 Introduction

The results for the test system presented in section 6.2 showed that it was necessary to use a RHF with line inductor to achieve adequate effectiveness when the distribution voltage distortion reached just half of the limit recommended by the IEEE Std. 519, [35]. Various filters in the previous chapter were compared under the assumption that all parameters of the load, and in particular the firing angle of the AC/DC converter, were constant. In general, however, six-pulse controlled converters are used in applications that require the variation of their DC voltage output. This means that the converter operates with a variable firing angle and, consequently, the load reactive power, $Q_L$, changes according to Eqn. (6.3).

The filter line inductance, $L_0$, in many cases is comparable with the distribution system inductance or even much higher. Therefore, the voltage drop on the filter line inductor may substantially effect the load voltage. Fortunately, the effect of the voltage drop, $\Delta u$, on the load voltage, $u$, declines for RL loads with the phase shift, $\phi$, between the supply current and bus voltage, as shown in Fig. 7.1.

![Phasor diagrams of $E_1$ and $U_1$ dependence on phase angle $\phi$.](image)

This means that the voltage drop across the filter line inductor could be acceptable on the condition that the load is almost fully compensated. Also, by maintaining a fixed power factor, fluctuation of the load voltage due to variation of the load power would be reduced. Thus, if the load reactive power is variable then an adaptive capability with respect to reactive power must be added to the RHF. A new filter structure referred to as a semi-adaptive RHF with line inductor is presented in this chapter for applications involving loads with variable reactive power.
7.2 Thyristor Switched Inductors

A device that provides variable susceptance is needed when full compensation must be maintained for loads with variable reactive power. A Thyristor Switched Inductor (TSI) is one such device which provides a variable susceptance. It is composed of two back-to-back thyristors connected in series with an inductor as shown in Fig. 7.2.

![Figure 7.2 Structure of a TSI.](image)

The inductive susceptance of the TSI at the fundamental frequency is varied by varying the thyristors’ firing angle. Therefore, it is a non-linear device that can be considered as a controlled susceptance connected in parallel with a source of harmonic currents as shown in Fig. 7.3.

![Figure 7.3 Equivalent circuit of a TSI.](image)

When added to a filter, it allows the filter to achieve adaptive reactive power compensation. However, before the effect of adding a TSI branch to a filter can be discussed the properties of such a branch must be considered.

Assume that the thyristor of the TSI is fired during the positive half cycle of the applied voltage at $\omega t=\alpha$. Due to the inductor, the current will not fall to zero at $\omega t=\pi$. The thyristor will continue to conduct until the current, $i_c$, falls to zero at $\omega t=\beta$. If a TSI
branch with inductance $L_c$ and inductor winding resistance $R_c$ is connected as an additional filter branch at the load bus, then its current satisfies the differential equation

$$L_c \frac{di_c}{dt} + R_c i_c - u(t) = 0$$  \hspace{1cm} (7.1)$$

with the initial condition that $i_c = 0$ at $\omega_1 t = \alpha$. Therefore, neglecting harmonic components in the bus voltage, the current, $i_c$, is equal to

$$i_c = \frac{\sqrt{2} U_i}{\sqrt{R_c^2 + (\omega L_c)^2}} \sin(\omega_1 t - \theta) + Ke^{-\frac{R_c}{(L_c)'}t}.$$  \hspace{1cm} (7.2)$$

At $\omega_1 t = \alpha$, $i_c = 0$ and, therefore, the constant $K$ is

$$K = -\frac{\sqrt{2} U_i}{\sqrt{R_c^2 + (\omega_1 L_c)^2}} \sin(\alpha - \theta) e^{-\frac{R_c}{(L_c)'}(\alpha/\omega_1)}.$$  \hspace{1cm} (7.3)$$

Assuming that the inductor has a sufficiently high quality factor then resistance $R_c$ can be neglected, and the current is equal to

$$i_c = \frac{\sqrt{2} U_i}{\omega_1 L_c} \left\{ \sin(\omega_1 t - \frac{\pi}{2}) - \sin(\alpha - \frac{\pi}{2}) \right\}.$$  \hspace{1cm} (7.4)$$

Now the angle at which the thyristor stops conducting can be found since at $\omega t=\beta$ the thyristor current is equal zero. Therefore, the end of conduction angle, $\beta$, is equal to

$$\beta = 2\pi - \alpha.$$  \hspace{1cm} (7.5)$$

The TSI current, $i_c$, is shown for a few values of $\alpha$ in Fig. 7.4. For the firing angle $\alpha = 90^\circ$, the thyristors conduct over the entire period and the current through the TSI depends on the impedance of the inductor at the fundamental and on the bus voltage, $u$. However, if $90^\circ < \alpha < 180^\circ$ then the fundamental current harmonic of the TSI, $I_{c1}$, is lower with respect to its value at $\alpha = 90^\circ$. Thus, the impedance of the TSI at the fundamental frequency increases with the firing angle increase. At $\alpha = 180^\circ$ the thyristors do not conduct thus the impedance of the TSI is infinite. Therefore, the TSI at the fundamental frequency is equivalent to an inductor of inductance, $L_{eq}$, dependant on the firing angle. The value of equivalent inductance, $L_{eq}$, is determined by the value of the current fundamental harmonic, $I_{c1}$, and it is equal to

$$L_{eq} = \frac{U_1}{\omega_1 I_{c1}}.$$  \hspace{1cm} (7.6)$$
Figure 7.4 Normalized waveforms of the TSI current referenced to the bus voltage for several values of the firing angle: (a) $\alpha=90^\circ$ (b) $\alpha=115^\circ$ (c) $\alpha=140^\circ$ (d) $\alpha=165^\circ$.

In order to calculate the TSI current fundamental harmonic it is easier to calculate first the fundamental harmonic of the inductor voltage, $u_L$. Then the fundamental current can be found using the impedance of the inductor, $L_c$, at the fundamental frequency. The complex RMS value of the voltage fundamental harmonic, $U_{L1}$, is

$$
U_{L1} = \frac{2U_1}{\pi} \int_{\alpha}^{\beta} \sin(\omega t)e^{-j\omega t} \, dt \tag{7.7}
$$

and since $\beta=2\pi-\alpha$ the real part is equal zero which gives

$$
\text{Re} \{U_{L1}\} = 0 \\
\text{Im} \{U_{L1}\} = \frac{U_1}{\pi} \left( \frac{\beta-\alpha}{j} - \frac{e^{-j2\beta} - e^{-j2\alpha}}{2} \right) 	ag{7.8}
$$

Therefore, the magnitude of the fundamental TSI current is

$$
I_{c1} = \frac{U_{L1}}{\omega_L L_c} = \frac{U_1}{\pi \omega_L L_c} \left( 2\pi - 2\alpha + \sin 2\alpha \right) \tag{7.9}
$$
and the equivalent inductance is equal to

\[ L_{eq} = \frac{U_1}{\omega_1 I_{ci}} = \frac{L_c}{2 - \frac{2}{\pi} \alpha + \frac{1}{\pi} \sin 2\alpha}. \]  \hspace{1cm} (7.10)

The magnitude of the complex RMS values of the TSI current for all other odd order harmonics can be found similarly as for the fundamental, and is equal to

\[ I_{c_n} = \frac{U_{L,n}}{n\omega_1 L_c} \]  \hspace{1cm} (7.11)

where, the complex RMS value of the inductor voltage is

\[ U_{L,n} = \frac{2U}{\pi} \int_{\alpha}^{\beta} \sin(\omega t) e^{-jnmn t} d\omega t \]

\[ = \frac{U}{2\pi} \left[ \frac{1}{n-1} \left( e^{-j\beta(n-1)} - e^{-j\alpha(n-1)} \right) - \frac{1}{n+1} \left( e^{-j\beta(n+1)} - e^{-j\alpha(n+1)} \right) \right]. \]  \hspace{1cm} (7.12)

Substituting (7.5) into (7.12) yields

\[
\begin{align*}
\text{Re} \{ U_{L,n} \} &= 0 \\
\text{Im} \{ U_{L,n} \} &= \frac{U}{\pi} \left[ \frac{2 \sin \alpha (n+1)}{n+1} - \frac{2 \sin \alpha (n-1)}{n-1} \right].
\end{align*}
\]  \hspace{1cm} (7.13)

Therefore, the magnitude of the \( n \)th order TSI current harmonic is equal to

\[ I_{c,n} = \frac{U}{\pi n\omega_1 L_c} \left[ \frac{2 \sin \alpha (n+1)}{n+1} - \frac{2 \sin \alpha (n-1)}{n-1} \right] \]  \hspace{1cm} (7.14)

for odd order harmonics, where \( n > 1 \). The plot of the magnitude of the TSI current harmonics up to \( n = 7 \) and normalized with respect to the fundamental is shown in Fig. 7.5. The plot shows that the 3\(^{rd}\) order harmonic is dominant and it has a maximum value at \( \alpha = 120^\circ \). The 5\(^{th}\) order harmonic current has a maximum value at \( \alpha = 108^\circ \) and is much smaller than the 3\(^{rd}\) order current. Finally, the 7\(^{th}\) order harmonic only has a maximum magnitude of 3\% at \( \alpha = 112^\circ \) with respect to the maximum value of the fundamental. Higher order harmonics have a negligible effect on the total distortion of the TSI current.
7.3 Semi-Adaptive Resonant Harmonic Filters with Line Inductor

In order to obtain a RHF with variable reactive power, a TSI branch is added to the structure as shown in Fig. 7.6. Such a filter with a TSI and a control algorithm that enables the reactive power compensation to be maintained at a fixed level can be referred to as a semi-adaptive filter. As long as the filter does not adapt itself to other variable features of the system it cannot be termed as a fully adaptive device.

---

**Figure 7.6** Semi-adaptive RHF with line inductor in a system with a HGL which has variable reactive power.
Addition of a TSI branch to a RHF with line inductor affects its design. First is the effect on the filter parameters due to additional flexibility in selecting the value of susceptance of a filter’s LC branches. Second is the injection of current harmonics into system by the TSI branch.

7.3.1 RHFs with Variable Susceptance

The TSI branch can only provide inductive susceptance, and the tuned filter branches have a fixed capacitive susceptance at the fundamental frequency. Let the reactive power of the filter’s tuned branches be denoted by $Q_f$ and that of the TSI branch be denoted by $Q_c$. Then the total reactive power, $Q_{tot}$, of the filter and load, $Q_L$, at full compensation is

$$Q_{tot} = Q_L + Q_f + Q_c = 0$$  \hspace{1cm} (7.15)

The reactive power of the TSI branch, $Q_c$, is due to the inductive susceptance at the fundamental and is dependent on the TSI branch firing angle. Since the TSI is a branch of the filter, let the TSI thyristors’ firing angle be denoted as, $\alpha_f$, in order to distinguish it from the AC/DC converter’s firing angle $\alpha$. Then the TSI branch susceptance at the fundamental, $B_c$, can be expressed as

$$B_c = -\frac{1}{\omega_1 L_{eq}} \frac{2 - 2\alpha_f + \frac{1}{\pi} \sin 2\alpha_f}{\pi - \omega_1 L_c} = -B_{c_{\max}} \left( 2 - \frac{2}{\pi} \alpha_f + \frac{1}{\pi} \sin 2\alpha_f \right)$$  \hspace{1cm} (7.16)

where $L_{eq}$ is given by eqn. (7.10) and $B_{c_{\max}}$ is the maximum susceptance of the branch, which occurs when $\alpha_f=90^\circ$. Substituting eqns. (7.16) and (6.3) into (7.15) yields

$$Q_{tot} = U_i^2 \left[ B_{L_{\max}} \sin 2\alpha - B_{c_{\max}} (2 - \frac{2}{\pi} \alpha_f + \frac{1}{\pi} \sin 2\alpha_f) + \sum_{k=1}^{K} B_{k1} \right] = 0$$  \hspace{1cm} (7.17)

where $B_{k1}$, for $k=1,2,...,K$, is the value of susceptance for a tuned branch at the fundamental frequency. Because the susceptances of the tuned branches are constant, the sum of the susceptances of the TSI branch, $B_c$, and the load, $B_L$, must be constant and equal in magnitude to that of the tuned branches. Therefore, a semi-adaptive RHF has a variable capacitive susceptance which cannot be higher than the total susceptance of the tuned branches. The filter’s tuned branches must compensate for the load’s inductive susceptance at its maximum value, while the TSI branch provides the additional inductive susceptance to achieve full compensation when load inductive susceptance is less than maximum value. If the tuned branches are selected to under-compensate $Q_{L_{\max}}$ then full compensation at $\alpha_c=45^\circ$ will not be possible. The sum of the reactive power of the load, $Q_L$, and TSI branch, $Q_c$, is shown for a few values of the load firing angle, $\alpha$, in Fig. 7.7. Their sum is constant and equal with opposite sign to $Q_f$. Recall that $Q_f$ is determined by the value of the load equivalent inductance, $L_{1e}$, as defined in section 4.2. Because, the TSI and tuned branch susceptances are of opposite sign, it is possible to increase both
while maintaining a constant value of their sum. This means that the magnitude of the reactive power of the tuned branches, \(Q_f\), can be selected for overcompensation with respect to the load. Therefore, \(L_{1e}\) for the semi-adaptive RHF with line inductor can be expressed as

\[
L_{1e} = \frac{U_1^2}{\omega_1 c Q_{L_{\text{max}}}}. \tag{7.18}
\]

where \(c\) is a compensation factor that must be greater or equal to one. In order to maintain full compensation when \(Q_L=0\), \(Q_c\) must be equal to \(cQ_{L_{\text{max}}}\). The inductance of the TSI branch inductor, \(L_c\), must then also be determined by

\[
L_c = \frac{U_1^2}{\omega_1 c Q_{L_{\text{max}}}}. \tag{7.19}
\]

Consider as an example a semi-adaptive RHF with line inductor designed for the test system described in section 6.2 and with the compensation factor \(c=1\). The tuned branches of the filter must compensate for the maximum reactive power of the load. Therefore, the equivalent inductance of the load is \(L_{1e}=1.4\) H at \(\alpha=45^\circ\). Thus, the value of the TSI branch inductance is \(L_c=1.4\) H as well. A plot of the filter suscequence at the fundamental frequency versus the TSI firing angle, \(\alpha_f\), is shown in Fig. 7.8.
7.3.2 Effect of TSI Branch on the Filter Line Inductor

The presence of the TSI branch allows the tuned branches to overcompensate for the load reactive power maximum value while still maintaining the overall load reactive power compensation at unity. The compensation level of the tuned branches is adjusted using the compensation factor, $c$, in eqns. (7.18) and (7.19). The sole purpose of this adjustment is the manipulation of the inductance value of filter series inductor, $L_0$, at the same selection of poles and zeros. Recall from section 4.3 that the value of inductance $L_0$ is approximated by

$$ L_0 \approx L_{1e} \frac{g_z - f_z + e_z - 1}{(z_1 z_2 z_3 z_4)^2} \left( \frac{A_p}{A_z} - 1 \right) - L_z $$  \hspace{1cm} (7.20)

where the coefficients $g_z$, $f_z$, $e_z$, $A_p$, and $A_z$ are obtained from eqns. (4.22), (4.27) and (4.28). Therefore, eqn. (7.20) shows that if $c$ is increased then $L_{1e}$ will decline and consequently the filter line inductor’s value, $L_0$, will also decline for the same selection of poles and zeros.

Consider a semi-adaptive RHF with line inductor tuned to $5^{th}$, $7^{th}$, $11^{th}$, and $13^{th}$ order harmonics which has poles located at $p_1=3.5$, $p_2=5.5$, $p_3=9.5$ and $p_4=11.5$ times the fundamental frequency. The filter inductors have a q-factor of 50, the filter is connected in the test system described in section 6.2. The values of the line inductor, $L_0$, are compiled in Table 7.1 for several values of the compensation coefficient, $c$. Although the voltage drop declines with the line inductance as expected, the power loss in the filter does not increase even though the current at the fundamental harmonic increases with compensation level. This is due to the decline in the branch inductors value with the increase in the level of overcompensation. At fixed q-factor the inductors’ winding resistance declines with the inductance value.
As described in chapter 5, optimization of RHF with line inductor requires that
the filter line inductance be constrained so that it is positive and less than some allowable
upper limit dependant on the voltage drop considerations of a particular application.
Also, the constraint of \( L_0 \) results in the constraint of the poles and zeroes of the filter
according to eqn. (7.18). Therefore manipulation of the equivalent inductance \( L_{1e} \) through
the adjustment of the compensation factor, \( c \), allows a different range of possible values
for the poles and zeros at the same value of \( L_0 \). The condition that \( L_0 \) remain constant for
various optimized filters with different values of \( c \) is that the \( L_0 \) constraint be active at the
cost function minimum for each value of \( c \).

Table 7.1 Values of \( L_0 \) for various values of \( c \).

<table>
<thead>
<tr>
<th>( c )</th>
<th>( L_0 ) (µH)</th>
<th>( L_0 ) Reduction (%)</th>
<th>Power Loss ( P_f )% of ( P_L )</th>
<th>Voltage Drop %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>115</td>
<td>0.0</td>
<td>0.80</td>
<td>0.53</td>
</tr>
<tr>
<td>1.1</td>
<td>93</td>
<td>19.1</td>
<td>0.77</td>
<td>0.50</td>
</tr>
<tr>
<td>1.2</td>
<td>75</td>
<td>34.7</td>
<td>0.73</td>
<td>0.47</td>
</tr>
<tr>
<td>1.3</td>
<td>60</td>
<td>47.8</td>
<td>0.70</td>
<td>0.45</td>
</tr>
<tr>
<td>1.4</td>
<td>46</td>
<td>60.0</td>
<td>0.66</td>
<td>0.44</td>
</tr>
<tr>
<td>1.5</td>
<td>35</td>
<td>69.6</td>
<td>0.64</td>
<td>0.42</td>
</tr>
</tbody>
</table>

In order to observe the effect of the compensation factor, \( c \), on the parameters of an
optimized semi-adaptive RHF with line inductor, the optimum point is found for several
values of \( c \). The optimum filter parameters are shown for several value of \( c \) in Table 7.2
for the test system defined in section 6.2 at \( \delta_e=2.5\% \) and \( \delta_m=1.5\% \) of the fundamental
and with the maximum value of \( L_0 \) limited to 5 times the supply inductance. The results
show that the same pole and zero selections are made by the optimization routine for
\( 1.0< c <1.4 \) but at different values of the line inductance \( L_0 \). However, for the
compensation factor \( c=1.5 \) a line inductor value which is equal to the constrained
maximum results in new zero and pole selections.

Table 7.2 Optimum filter parameters for various values of \( c \).

<table>
<thead>
<tr>
<th>( c )</th>
<th>Branch</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>( L_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>( \omega_2/\omega_1 )</td>
<td>2.92</td>
<td>5.00</td>
<td>7.00</td>
<td>11.50</td>
<td>325µH</td>
</tr>
<tr>
<td></td>
<td>( p_k )</td>
<td>2.52</td>
<td>3.39</td>
<td>5.73</td>
<td>8.63</td>
<td></td>
</tr>
<tr>
<td>1.1</td>
<td>( \omega_2/\omega_1 )</td>
<td>2.91</td>
<td>5.00</td>
<td>7.00</td>
<td>11.48</td>
<td>286µH</td>
</tr>
<tr>
<td></td>
<td>( p_k )</td>
<td>2.51</td>
<td>3.39</td>
<td>5.73</td>
<td>8.61</td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td>( \omega_2/\omega_1 )</td>
<td>2.90</td>
<td>5.00</td>
<td>7.00</td>
<td>11.50</td>
<td>253µH</td>
</tr>
<tr>
<td></td>
<td>( p_k )</td>
<td>2.50</td>
<td>3.39</td>
<td>5.72</td>
<td>8.59</td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>( \omega_2/\omega_1 )</td>
<td>2.90</td>
<td>5.00</td>
<td>7.00</td>
<td>11.54</td>
<td>225µH</td>
</tr>
<tr>
<td></td>
<td>( p_k )</td>
<td>2.50</td>
<td>3.39</td>
<td>5.71</td>
<td>8.57</td>
<td></td>
</tr>
<tr>
<td>1.4</td>
<td>( \omega_2/\omega_1 )</td>
<td>2.90</td>
<td>5.00</td>
<td>7.00</td>
<td>11.54</td>
<td>200µH</td>
</tr>
<tr>
<td></td>
<td>( p_k )</td>
<td>2.50</td>
<td>3.39</td>
<td>5.71</td>
<td>8.56</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>( \omega_2/\omega_1 )</td>
<td>2.19</td>
<td>5.00</td>
<td>7.00</td>
<td>11.30</td>
<td>622µH</td>
</tr>
<tr>
<td></td>
<td>( p_k )</td>
<td>1.67</td>
<td>3.63</td>
<td>6.21</td>
<td>9.50</td>
<td></td>
</tr>
</tbody>
</table>
7.3.3 Effect of the TSI Generated Harmonics

The TSI branch of the filter enables variable susceptance through the modification of the thyristor firing angle. Unfortunately, such a branch injects odd order current harmonics into the system. The magnitude of these current harmonics can be calculated using eqn. (7.9) for the fundamental and eqn. (7.14) for harmonics of order $n>1$. As shown in Fig. 7.5 the third order harmonic is the dominant harmonic and has a maximum value at a firing angle of $\alpha_f = 120^\circ$. Semi-adaptive RHFs with line inductor are intended for use in balanced three-phase systems. The structure is shown in Fig. 7.9. Because the filter is balanced and connected in a delta, the third harmonic current generated by the TSI branch circulates in the delta and does not effect the current flowing through the filter’s tuned branches or the supply current. The 5th and 7th order TSI generated currents, however, must be considered along with the load generated harmonics. The single phase equivalent circuit for a semi-adaptive RHF with line inductor is shown in Fig. 7.10. The equivalent inductance, $L_{eq}$, of the TSI branch is shown in parallel with the tuned branches. Also, the current source, $j_{c}$, is included in order to model the 5th and 7th order harmonic currents injected into the system by the TSI.

![Circuit configuration of a three-phase semi-adaptive RHF with line inductor.](image)

Figure 7.9  Circuit configuration of a three-phase semi-adaptive RHF with line inductor.
The equivalent inductance and the harmonic current source represent the TSI at a particular filter firing angle, $\alpha_f$. In order to design an optimized filter the operating points of the TSI to be considered are those at which the injected currents increase the load generated harmonic currents if any such conditions exist. Consider a filter which is designed to adaptively compensate the load of the test system in section 6.2. The magnitude and phase angle of the 6-pulse converter generated harmonics can be approximated using eqn. (2.5) for the idealized current waveform, and the TSI generated harmonics for the 5th and 7th order can be found using eqn. (7.13). Finally, the relation between the firing angle of the filter, $\alpha_f$, and the firing angle of the converter, $\alpha$, is given by eqn.(7.17). Therefore, the magnitudes of the total injected 5th and 7th order harmonic currents can be computed and they change with firing angle as shown in Fig. 7.11 for the compensation factor, $c=1$. 

Figure 7.11 Contribution of the TSI branch to the 5th and 7th order load generated harmonics for $c=1$. 
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The plot shows that the maximum value of the load generated 5th order harmonic which occurs at $\alpha=0^\circ$ is never exceeded by the sum of the load and TSI currents. However, the magnitude of the 7th order harmonic current is greater by approximately 1% with respect to the fundamental than the maximum generated by the load alone. Therefore, for this particular system the 7th order current harmonic should be increased during the optimization of the filter and during filter effectiveness calculations. The estimated increase in the 7th order harmonic must also consider the compensation factor, $c$. As the compensation factor is increased the power requirements of the TSI branch increase as well. This means that the current of the TSI and all of its harmonic components will be larger with respect to the load generated current. The magnitudes of the total injected 5th and 7th order harmonic currents are shown in Fig. 7.12 for the overcompensation factor, $c=1.5$.

![Figure 7.12 Contribution of the TSI branch to the 5th and 7th load generated harmonics for $c=1.5$.](image)

### 7.3.4 Performance of Semi-Adaptive RHF with Line Inductor

Performance of the semi-adaptive RHF with line inductor is evaluated using the test system described in section 6.2 under the same conditions as those used for evaluating the optimized RHF with line inductor in section 6.5. Therefore, the line inductance of the RHF is constrained to a maximum of twice the distribution system inductance. However, the 7th order load generated harmonic is increased so that $J_7=14\%$ of the fundamental in order to account for the TSI injected harmonic current. Filter performance coefficients for a set of semi-adaptive RHF with line inductor optimized for $\delta_c=0.5\%$, $\delta_c=2.5\%$, and $\delta_c=5.0\%$ with $\delta_{jm}=1.5\%$ are given in Table 7.3. The slight
increase in 7\textsuperscript{th} order harmonic current does not effect the optimum parameters and the filter parameters are the same as those given in Table 6.8.

Table 7.3 Filter Effectiveness for the set of semi-adaptive RHF
with line inductor.

<table>
<thead>
<tr>
<th>$\delta_e$ in percent of the Fund.</th>
<th>$\varepsilon_i$ %</th>
<th>$\varepsilon_u$ %</th>
<th>$\delta_i$ %</th>
<th>$\delta_u$ %</th>
<th>$P_f$ % of $P_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>93.5</td>
<td>93.5</td>
<td>2.2</td>
<td>0.5</td>
<td>0.6</td>
</tr>
<tr>
<td>2.5</td>
<td>84.9</td>
<td>74.5</td>
<td>5.3</td>
<td>2.0</td>
<td>1.1</td>
</tr>
<tr>
<td>5.0</td>
<td>71.9</td>
<td>49.6</td>
<td>9.7</td>
<td>3.9</td>
<td>3.3</td>
</tr>
</tbody>
</table>

The effectiveness of the semi-adaptive RHF is nearly identical to that of the RHF with line inductor in Table 6.9. This is expected since the filters have a branch tuned exactly to the 7\textsuperscript{th} order harmonic frequency. Therefore, the semi-adaptive RHF achieves the same level of performance while maintaining a constant voltage drop of 0.81%.

The RHF with line inductor fails to achieve sufficient effectiveness for the level of distribution voltage distortion $\delta_e=5\%$ when the line inductor is constrained to a maximum of twice the system inductance. However, adjustment of the compensation factor, $c$, may allow the improvement of performance while maintaining acceptable voltage drop. Consider the case when $\delta_e=5\%$ and the optimum parameters of a semi-adaptive RHF with line inductor are found under the relaxed line inductor constraint of ten times the system inductance. The optimum filter parameters are compiled in Table 7.4 for several values of the compensation factor. The corresponding performance measures are given in Table 7.5.

Table 7.4 Filter parameters for the set of semi-adaptive RHF
with line inductor at several values of $c$ and $\delta_e=5\%$.

<table>
<thead>
<tr>
<th>$c$</th>
<th>$\omega_n/\omega_1$</th>
<th>Branch 1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>$L_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>$2.89$</td>
<td>2.51</td>
<td>5.0</td>
<td>7.0</td>
<td>11.6</td>
<td>305\mu H</td>
</tr>
<tr>
<td></td>
<td>$\omega_n/\omega_1$</td>
<td>2.88</td>
<td>3.44</td>
<td>5.75</td>
<td>8.69</td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td>$2.49$</td>
<td>2.49</td>
<td>5.0</td>
<td>7.0</td>
<td>11.8</td>
<td>251\mu H</td>
</tr>
<tr>
<td></td>
<td>$\omega_n/\omega_1$</td>
<td>1.96</td>
<td>3.42</td>
<td>5.72</td>
<td>8.66</td>
<td></td>
</tr>
<tr>
<td>1.4</td>
<td>$1.73$</td>
<td>2.22</td>
<td>4.93</td>
<td>8.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\omega_n/\omega_1$</td>
<td>1.98</td>
<td>5.0</td>
<td>6.96</td>
<td>11.3</td>
<td>440\mu H</td>
</tr>
<tr>
<td>1.5</td>
<td>$1.64$</td>
<td>2.22</td>
<td>4.93</td>
<td>8.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\omega_n/\omega_1$</td>
<td>1.98</td>
<td>5.0</td>
<td>6.96</td>
<td>11.3</td>
<td>440\mu H</td>
</tr>
</tbody>
</table>

Table 7.5 Filter Effectiveness for the set of semi-adaptive RHF
with line inductor at several values of $c$ and $\delta_e=5\%$.

<table>
<thead>
<tr>
<th>$c$</th>
<th>$\varepsilon_i$ %</th>
<th>$\varepsilon_u$ %</th>
<th>$\delta_i$ %</th>
<th>$\delta_u$ %</th>
<th>$P_f$ % of $P_L$</th>
<th>Voltage Drop %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>72.0</td>
<td>44.0</td>
<td>8.82</td>
<td>4.04</td>
<td>2.9</td>
<td>0.98</td>
</tr>
<tr>
<td>1.2</td>
<td>70.4</td>
<td>46.5</td>
<td>9.9</td>
<td>3.96</td>
<td>2.7</td>
<td>0.83</td>
</tr>
<tr>
<td>1.4</td>
<td>72.7</td>
<td>44.1</td>
<td>7.9</td>
<td>4.2</td>
<td>1.7</td>
<td>3.51</td>
</tr>
<tr>
<td>1.5</td>
<td>79.0</td>
<td>43.5</td>
<td>7.0</td>
<td>4.2</td>
<td>5.0</td>
<td>1.54</td>
</tr>
</tbody>
</table>
Note that at a compensation factor of $c=1.5$ the filter is able to achieve an effectiveness in harmonic current suppression well above the minimum acceptable level. The plots of the filter transmittances for this filter are shown in Figs. 7.13 and 7.14, and the voltage and current waveforms of the supply and load voltages and currents are shown in Fig. 7.15. Thus, adjusting the value of the compensation factor allows the semi-adaptive RHF with line inductor to achieve sufficient effectiveness when installed in the test system at a distribution voltage distortion of $\delta_e=5\%$. However, this is accomplished at the cost of increased power loss in the filter, and the voltage drop is higher than with the filter presented in section 6.5 but could be acceptable. Also, the effectiveness in reduction of voltage distortion is reduced slightly with respect to the filter in section 6.5 due an increase of the voltage transparency. This can be explained by observing the $A(j\omega)$ transmittances in Figs. 7.13 (a) and 6.15 (a).

Figure 7.13  Magnitude of $A(j\omega)$ and $B(j\omega)$ for the semi-adaptive RHF with line inductor optimized for $\delta_e=5.0\%$ and $c=1.5$.

Figure 7.14  Magnitude of $Y_x(j\omega)$ and $Z_y(j\omega)$ for the semi-adaptive RHF with line inductor optimized for $\delta_e=5.0\%$ and $c=1.5$.  
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Figure 7.15 Waveforms of the supply and load voltages and currents for the test system with the semi-adaptive RHF with line inductor optimized for $\delta_e=5.0\%$ and $c=1.5$. 
Chapter 8
Conclusions

Resonant harmonic filters that are designed according to known methods may have unacceptably low effectiveness when installed in systems with voltage distortion even if it satisfies the harmonic distortion limits specified by IEEE Std. 519. Results presented in this dissertation demonstrate that effectiveness of RHFs operating in such conditions can be substantially improved by an appropriate method of filter design. Therefore, these results could have a great value for industry in situations where harmonic distortion is a matter of concern.

Analysis of the impact of minor harmonics on the effectiveness of conventional resonant harmonic filters shows that trial and error design techniques based on simulation results and designer experience are unlikely to provide filters that have an acceptable effectiveness. Also, investigation of the effect of filter damping upon its effectiveness shows that damping does not usually improve performance in the presence of minor harmonics.

In order to cope with the complexity of the interaction of the filter with the system in the presence of minor harmonics, optimization based filter design is necessary. Results presented in chapter 6 show that proper design of resonant harmonic filters can substantially increase their effectiveness in the presence of minor harmonics. Sufficient effectiveness using conventional RHFs can be achieved through optimization for cases where the load current has a dense harmonic spectrum and there is slight distortion of the distribution system voltage. For a system supplying a six-pulse AC/DC converter, in particular the test system described in chapter 6, an optimized RHF has adequate effectiveness when supplied with a voltage with distortion equal to nearly half of the limit recommended by IEEE Std. 519. High values of admittance for distribution voltage harmonics limit the effectiveness of optimized RHFs.

The sensitivity of the filter effectiveness to distribution voltage harmonics can be reduced by adding a line inductor to a RHF. Such a filter, referred to as a RHF with line inductor, exhibits several significant advantages over the conventional RHF. The RHF with line inductor not only reduces sensitivity to distribution voltage harmonics but it also offers greater flexibility in optimization than the conventional RHF. Additional flexibility is provided to the optimization routine, since zeros and poles can be placed at any selected frequencies while maintaining full load reactive power compensation. Of course, the line inductor constraints are a limiting factor in the selection of the poles and zeros, but despite this, the possibilities for their selection are much more numerous than for conventional RHFs. Thus, unlike a conventional filter, an optimized RHF with line inductor is capable of achieving sufficient effectiveness when applied to a system with voltage distortion near the limit recommended by IEEE Std. 519. This is a significant improvement over the optimized conventional RHF. Furthermore, some of the filter branches may be substantially de-tuned from the frequencies of the characteristic harmonics of the load current. This can be seen from the parameters of the optimized filters that are presented in chapters 6 and 7. That result indicates that the methods presently used for RHF design have substantial deficiencies.
For filter applications involving loads with variable reactive power, such as six-pulse controlled AC/DC converters, the RHF with line inductor may have a voltage drop across the line inductor which is too high, and consequently, voltage fluctuation at the load could be unacceptably high. To enable the RHF with line inductor to be applied for such loads, a new filter topology consisting of a RHF with line inductor and a thyristor switched inductor (TSI) branch can be applied. It allows for full compensation of reactive power of variable loads as well as provides benefits with respect to optimization. The addition of the TSI enables the manipulation of the tuned branch susceptances while still providing full load reactive power compensation. This means that the inductance of the filter line inductor can be manipulated for the same locations of zeros and poles. The added ability to manipulate the inductance of the filter’s line inductor can broaden the range of possible local minima for the same set of constraints. However, this is achieved at the cost of additional filter power losses. The optimized semi-adaptive RHF with line inductor is capable of providing sufficient effectiveness for the test system even if the distribution voltage distortion exceeds the limit recommended by IEEE Std. 519. Such a filter can have an extended range of application that is far beyond what could previously be achieved using conventional RHFs.

The following general guidelines may be drawn with respect to the application of RHFs that are operated in the presence of minor harmonics. Optimized conventional RHFs should only be applied in systems with relatively low voltage distortion, i.e. much lower than half of the IEEE recommended limit. However, they may be applied effectively even when the load current has a dense harmonic spectrum with minor harmonics at levels of several percent of the fundamental. For systems with higher distribution voltage distortion that supply loads with static reactive power, optimized RHFs can achieve required effectiveness only if they are designed with a line inductor. When load reactive power is variable, a TSI should be added to the RHF with line inductor to form a semi-adaptive filter. Also, for loads with static or variable reactive power, but with voltage distortion too high for even an optimized RHF with line inductor, a semi-adaptive RHF with line inductor enables the possibility of increasing effectiveness through the manipulation of the tuned branches’ susceptance.

However, it should be noted that the results presented in this dissertation were obtained for filters whose components values were precisely those that specify the optimum performance. The limited tolerances of real components may shift a filter’s operating point away from the optimum. Therefore, the determination of acceptable component tolerances needed to maintain the required level of effectiveness could be a future area of research. This is an important practical issue since parameter tolerance is related to the cost of components.

Other areas of future research include the control of the line inductor in order to avoid changes in the filter operating point due to changes in distribution system impedance and methods of on-line identification of the distribution system impedance in order to implement the control.
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Appendix

Optimization Program Interface

The RHF analysis and optimization program developed for this dissertation was written as a 32 bit Windows program using the Microsoft Visual C++ compiler version 6.0. The user interface is entirely based on drop down menus and dialog boxes. The initial program window that appears when the program is run is shown in Figure A.1.

![Initial program window](image)

Figure A.1  Initial program window.

This view is referred to as the “Model View”, and it displays the equivalent circuit of the load, distribution system, and RHF. However, initially the circuit model appears drawn with dashed lines to indicate that no system parameters have been specified. Dialog boxes are opened for entering settings and actions are performed by selecting various items in the pull-down menu along the top of the main program window.

The File pull-down menu contains many of the items found in standard windows software packages. The File pull-down, which is partitioned into four sections, is shown in Figure A.2. It contains options for opening or saving a system information file in the first section. All supply, load, filter and harmonic spectra settings are contained in a system information file. The second section contains selections for printing, print previews and print setup. In the bottom two sections are the three most recently load files and the program exit selection.

In addition to the File pull-down menu there are also Supply, Load, Filter, View and Help menus, which contain selections described in the sections below.
A.2 File pull-down menu selections.

A.1 Supply and Load Setup

The distribution system parameters are specified in terms of the supply short circuit power, voltage, and the reactance to resistance ratio of the distribution system lumped impedance. These parameters are entered by selecting *Settings* under the *Supply* pull-down menu. The dialog box for entering the supply settings is shown in Figure A.3. Once the distribution system parameters have been specified, that portion of the equivalent circuit will appear drawn with solid lines. If the distribution voltage, $e$, is distorted then its spectrum is specified by selecting *Voltage Harmonics* under the *Supply* pull-down. The dialog box for inputting voltage harmonics is shown in Figure A.4. The default value of all harmonics in the voltage is zero.

![Figure A.3 The supply settings dialog box.](image-url)
The Load pull down menu contains the selections, Settings and Current Harmonics. There is a dialog box for the load settings, shown in Figure A.5, which is activated by selecting Settings under the Load pull-down menu.

![Figure A.4 Voltage harmonic spectrum dialog box.](image)

The load parameters at the fundamental frequency are specified by the load reactive power and the power factor. Selecting Current Harmonics opens a dialog box where the load generated harmonics are input.

![Figure A.5 The load settings dialog box.](image)
A.2 Filter Setup

Only after the supply and load are specified, the filter settings may be adjusted using the filter settings dialog box. This dialog box is opened by selecting Filter Settings under the Filter pull-down menu. The dialog box that appears will be one of two possible dialog boxes depending on the type of filter that is selected. In order to design a fixed-pole filter, the Fixed-Pole selection in the Filter pull-down menu should be checked. The default filter type is the conventional RHF without a line inductor. The dialog box for specifying conventional RHF parameters is shown in Figure A.6.

![Figure A.6 The filter settings dialog box for a conventional RHF.](image)

Filter parameters are expressed using reactive power allocation, branch tuned frequencies, load compensation level, and inductor q-factor for each filter branch at the fundamental frequency. The dialog box for the fixed-pole RHF is shown in Figure A.7. It is similar to that of the conventional RHF but the frequency of the filter poles are specified instead of the reactive power allocation.

![Figure A.7 The filter settings dialog box for a fixed-pole RHF.](image)
A.3 Optimization Settings

Before optimization can be performed the harmonic spectrum of the supply voltage and the harmonic spectrum of the load generated current must be specified. Once all system parameters and the harmonic spectra have been entered optimization of the filter may be performed. This is done by selecting the Optimize command under the Filter pull-down menu. According to the filter type, the appropriate dialog box will open displaying optimization options and the Optimize button which executes the optimization routine using the method of multipliers as described in section 5.2. The optimization dialog box is shown for a RHF with line inductor in Figure A.8

![Optimization dialog box for a RHF with line inductor.](image)

A.4 Views and Plots

The default view is the “Model View,” which displays the single phase equivalent circuit and all of its circuit elements and their values. After the supply, load, and filter settings have been specified, the model view displays the equivalent circuit using solid lines and displays the values of the circuit parameters as shown in Figure A.9. The branch reactive power allocation coefficients, \( d_k \), are displayed for each branch below the filter circuit diagram. However, the optimized circuit parameters will not be displayed until optimization has been performed. Another view entitled the “Data View” may be selected which gives all of a filter’s performance measures before and after optimization. The data view is shown in Figure A.10. The data view, model view, and any transmittance plots may be selected from the Views drop down menu as shown in Figure A.11. All filter transmittances may be plotted and there are a few available selections for the horizontal and vertical scale as shown in Figure A.12.

The settings for the distribution system, load, filter, and harmonic spectra may be changed while in the model view, the data view, or while viewing any of the transmittance plots. This allows the user to see the effects on the circuit element values, the performance coefficients and on the frequency properties as the user input parameters are varied. Thus, the various views provide a powerful tool for a filter designer for determining the effects of changes in the system and filter as well as the harmonic spectra. The view and plots are useful features of the software in addition to it providing the optimized parameters of a filter.
Figure A.9  The Model View after optimization.

Figure A.10  The Data View after optimization.
Figure A.11 The *Views* drop down menu.

Figure A.12 Plot horizontal and vertical range settings.
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