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Abstract. Composition gradients in miscible liquids can create volume forces resulting in various interfacial phenomena. Experimental observations of these phenomena are related to some difficulties because they are transient, sufficiently weak and can be hidden by gravity driven flows. As a consequence, the question about their existence and about adequate mathematical models is not yet completely elucidated. In this work we present some experimental evidences of interfacial phenomena in miscible liquids and numerical simulations of miscible drops and diffuse interfaces.
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1. Effective interfacial tension in miscible liquids

The interfacial tension between immiscible fluids is an equilibrium thermodynamic property that results from the differences in intermolecular interactions between the two different types of molecules. However, when two miscible fluids are brought in contact, a large concentration (and density) gradient can exist, which relaxes through diffusion as the system approaches the uniform, equilibrium state. Because the molecules are different, there are necessarily differences in intermolecular interactions, which may lead to transient interfacial phenomena. In the 19th century there were reports of phenomena in which an effective interfacial tension (EIT) was invoked. (These are discussed by Joseph and Renardy [24].) Zeldovich published an excellent work in which

\textsuperscript{1}Corresponding author. E-mail: volpert@math.univ-lyon1.fr

Article available at http://www.mmnp-journal.org or http://dx.doi.org/10.1051/mmnp:2008036
he derived from thermodynamics that an interfacial tension should exist between miscible fluids brought into contact [48]. Davis proposed that when two miscible fluids are placed in contact they will immediately begin to mix diffusively across the concentration front, and the composition inhomogeneities can give rise to pressure anisotropies and to a tension between the fluids [17]. Rousar and Nauman, following the work of Rowlinson and Widom [40] proposed that an interfacial tension can be found without assuming that the system is at equilibrium [38]. There have been several reports of phenomena in which the authors invoke an interfacial tension with miscible systems [18], [9], [29], [33], [42].

Isobutyric acid (IBA) and water exhibit an Upper Critical Solution Temperature (UCST) at 26.3 °C, which means that above the UCST the materials are miscible in all proportions but below it they form two phases [12], [13], [19], [39], [40]. By rapidly raising the temperature above the UCST, thermal equilibrium is achieved quickly but chemical equilibrium takes hours. Thus, two miscible fluids are created with a sharp well-defined transition zone between them. May and Maher were the first to report the measurement of an interfacial tension between miscible fluids using light scattering [28]. They started with the two phases 0.2 K below the UCST and then rapidly raised the system’s temperature above its UCST. The interfacial tension was initially 0.0017 mN/m and then relaxed over two hours to 0.0002 mN/m. Vlad and Maher studied the cyclohexane-methanol system by the same technique and claimed that gravity slowed the expected rate of diffusion [45]. Cicuta et al. also contended that fluctuations measured by May and Maher and Vlad and Maher were not related to an interfacial tension but rather were instead nonequilibrium fluctuations associated with a diffuse gradient [14]. Cicuta et al. reported interfacial tensions for the aniline-cyclohexane system above its UCST using light scattering [14].

Spinning drop tensiometry has also been used to study fluids with critical behavior. Heinrich and Wolf studied the interfacial tension of coexisting phases of methylcyclohexane-polystyrene and cyclohexane-polystyrene within 0.5 K of the UCST and performed temperature-jump experiments [20], [21]. They also studied methylcyclohexane-polystyrene in a spinning drop tensiometer with temperature jumps but below the UCST [20], [21]. Petitjeans was the first to study miscible fluids with spinning drop tensiometry. SDT with miscible systems can be difficult to interpret because of the difficulty in separating interfacial effects from viscous relaxation of the drop. For example, Petitjeans reported an interfacial tension for a water drop in glycerin but it did not relax with time [31].

We propose that miscible systems can be divided into three types:

1) Miscible in all proportions, like honey and water, or dodecyl acrylate (DDA) and polydodecyl acrylate (pDDA), or ethanol and water. In such systems the width of the transition zone grows with time.

2) Partially miscible but not near a consulate point (LCST or UCST), like butanol and water [34]. The transition zone does not become wider nor does the EIT relax with time. The gradient is fixed by the solubility limit. Butanol can only penetrate into water up to the concentration equal to its solubility.

3) Systems near a consulate point, such as IBA-water above its Upper Critical Solution Temperature (UCST). The concentration gradient is sharp. The diffusion coefficient at the consulate point, i.e., the concentrations and temperature at the maximum of the IBA-water phase diagram, is
If the concentrations are on the either side of the UCST, the gradient is very sharp as it passes through the UCST.

In this work we will present the experimental results on SDT for the DDA - pDDA system and IBA - water (Section 2). The butanol - water systems differs from IBA - water by their thermodynamic properties but behavior of the two systems in the SDT appears to be qualitatively the same.

Theoretical investigations of miscible liquids begin with the work by Korteweg [25]. There are various approaches to the derivation of the mathematical model describing capillary forces in miscible liquids (see [1], [2] and references therein). They start from the assumption that the free energy density depends on the square of the density gradient or of the composition gradient. Some additional assumptions related to the thermodynamics of irreversible processes allow one to obtain the full set of equations from the conservation laws. Usually they contain the Cahn-Hilliard equation for the composition (order parameter) in the case of a binary mixture, the equations of motion with the Korteweg-like stresses, and the equation for the entropy production. Some simulations of miscible liquids are recently carried out in [5], [6], [11], [23], [24], [38], [46].

In the theoretical part of this work we will use the model based on the Korteweg stresses to study behavior of diffuse interfaces. In Section 3 we model the experiments presented in Section 2. We carry out numerical simulations of cylindrical jets in order to reveal the capillary instability in miscible liquids. We next study the evolution of the shape of rotating drops. In both cases, numerical results are in a good agreement with the experiments. In Section 4 we continue to study perturbations of diffuse interfaces. We show that they can form not only standing waves as in the case of capillary instability but also travelling waves propagating along the interface.

2. Spinning drop tensiometry

2.1. Vonnegut method

In 1942, Vonnegut developed the spinning drop method for measuring interfacial tension [47]. A capillary is filled with the more dense phase, and a drop of the less dense phase is injected. The capillary is rotated at a high rotation rate (> 6,000 rpm). The drop reaches an equilibrium shape reflecting the balance between the interfacial energy and the rotational energy. If the drop length is at least four times longer than the drop radius, the interfacial tension can be determined from the drop radius as long as the difference in densities between the two fluids are known [41]:

$$\sigma = \frac{1}{4} \Delta \rho \omega^2 r^3,$$

Here $\Delta \rho$ is the density difference, $\omega$ is the angular velocity, $r$ the radius of the cylindrical drop. To avoid complications from buoyancy, the drop rotation rate must be greater than a critical value [27], [15], [22].

Isobutyric acid (Aldrich, 99 %) and 1-butanol (Fisher Chemicals, 99.9 %) were used without further purification. All solutions were prepared using deionized water. In the case of the IBA - water system, IBA and water were allowed to equilibrate at room temperature. The capillary
was filled with the resulting aqueous phase and while it was rotating the temperature was lowered, and a drop of the IBA-rich phase was formed. The SDT was thermostated with a VWR 1166 circulator that flowed oil around the capillary. A temperature probe in the instrument provided the temperature to within 0.1 °C. The oil also served to lubricate the bearings. For the 1-butanol - water system, a drop (≈ 10 µL) of pre-thermostated 1-butanol was injected in the thermostated capillary filled with deionized water. The measurements have been conducted in a temperature range between 9 °C and 60 °C. The density of 1-butanol in this range was taken from the literature.

2.2. Interfacial tension measurements

All the interfacial tension measurements have been conducted with a Krüss SITE100 Spinning Drop Tensiometer equipped with a digital camera. Krüss software DSAII was used for calibration and to operate the instrument (e.g., setting rotation speed). Experiments were recorded using a digital monochrome camera connected to the PC using DIVX compression. When a drop was long enough to meet the Vonnegut condition, the radius was measured but when the drop was too short both radius and length were measured, and the extended Vonnegut method was used.

![Figure 1: Time evolution of a drop of IBA-rich phase in a water-rich phase, before and after the jump in temperature, ω = 8000 rpm.](image)

IBA and water are partially miscible below 26.3 °C but miscible in all proportions above this Upper Critical Solution Temperature [12], [19]. A saturated solution of IBA in water was injected in the SDT capillary, and the temperature was lowered to 20 °C while the tensiometer was rotating.
After the IBA droplets separated from the solution and coalesced into one large drop, the temperature was raised. We determined that thermal equilibrium was reached within 100 seconds from the time the bath reached the final temperature by observing the relaxation of 1-butanol-water drops. We performed temperature jumps for equilibrated 1-butanol in water and observed the amount of time required for the system to reach its new equilibrium. We chose to use initial temperatures so far from the UCST to increase the concentration difference between the drop and the matrix. Also, decreasing the temperature from room temperature allowed a drop to form spontaneously and so no drop had to be injected.

Figure 1 shows a drop at different times. As the temperature is increased at 1.5 min, the drop lengthens because the interfacial tension decreases. After 5 minutes when the temperature reached 32 °C, the drop stretched significantly. The next images show the evolution of the drop shape in time. The transition zone between the phases remains sharp even as the drop dissolves into the matrix. It decreases and becomes spherical due to the effective interfacial tension. In the next section, we will see the same behavior in numerical simulations.

To demonstrate that an effective interfacial tension exists, we measured the radius as a function of rotation rate. From a plot of $r^{-3}$ vs. $\omega^2$ (Fig. 2), Pojman et al. determined the effective interfacial tension [34]. We confirmed this relationship for a single drop that was initially equilibrated at 24 °C. The temperature was raised to 28 °C. The EIT, assuming the density difference had not changed significantly because of diffusion, was $0.10 \times 10^{-3}$ N/m. The interfacial tension for the equilibrium system at 24 °C was $0.14 \times 10^{-3}$ N/m. For comparison, the interfacial tension for water is about $70 \times 10^{-3}$ N/m.

![Figure 2: Graph $r^{-3}$ vs. $\omega^2$ at a final temperature of 28 °C for IBA-water originally equilibrated at 24 °C](image-url)
2.3. Droplet breakup

Quirion and Pageau [37] demonstrated for immiscible systems that upon a large decrease in rotation rate, a capillary instability could be observed [43], [44]. Quirion and Pageau were able to measure the interfacial tension from the rate of the drop breakup. Figure 3 shows how the miscible drop breaks apart upon the rapid decrease in rotation rate from 7160 rpm to 1300 rpm for a drop of IBA-rich phase in water-rich phase at 30 °C; the phases were formed at 15 °C. This result provides evidence that an effective interfacial tension does exist between the unequilibrated phases of IBA and water.

![Image of droplet breakup after the rotation rate was decreased from 7160 to 1300 rpm. Scale bar corresponds to 4.7 × 10^{-4} m.](image)

Figure 3: Image of droplet breakup after the rotation rate was decreased from 7160 to 1300 rpm. Scale bar corresponds to 4.7 × 10^{-4} m. The initial temperature was 15 °C. The temperature was jumped to 30 °C. Five minutes after the temperature jump, the rotation rate was rapidly decreased.

2.4. Dodecyl acrylate in poly(dodecyl acrylate)

Several systems that are miscible in all proportions have been studied. Petitjeans studied glycerol in water by a fluid displacement experiment [33] and using spinning drop tensiometry [31], [32]. Pojman et al. supervised an experiment on the International Space Station to study the behavior of honey and water and were able to put an upper bound on the value of the Korteweg stress parameter for that system [35]. Zoltowski et al. studied a monomer that is miscible in its polymer [49]. This system relates to simulations performed on a polymer system showing how convection could be caused by gradients in the effective tension between a monomer and its miscible polymer [7].

The temporal evolution of the drop shape can be complicated. The drops never were simple cylinders with hemispherical ends as seen with immiscible fluids. The drops continuously stretched...
with time as seen in Figure 4. There was also an issue of what diameter of the drop should be used since a drop-with-in a drop was imaged (Figure 5). Measurements using the inner diameter and outer diameter provided confirmation of the existence of an effective interfacial tension (EIT). By observing between 500 and 1500 s, they confirmed that the measured EIT was independent of rotation rate beyond 6,000 rpm. Such a rotational dependence is also seen with immiscible systems. They observed that interfacial width did not grow with the expected $\sqrt{t}$ dependence although the DDA-pDDA system was previously shown to follow Fick’s law in a static configuration [3]. We proposed that diffusion weakens the EIT, which allows the drop to stretch. As the drop stretches, the interfacial width contracts and so the EIT remains relatively constant. The EIT was found to decrease with temperature and increase with the difference in concentration between the monomer drop and polymer-monomer bulk fluid. The square gradient parameter, $k$, was determined from EIT $= k(\Delta c)^2/\delta$ where $\Delta c$ was the difference in mole fraction, and $\delta$ was the width of the transition zone. The square gradient parameter was on the order of $10^{-9}$ N. The square gradient parameter was found to decrease with temperature, it was independent of concentration but increased with the molecular weight of the polymer.

It was necessary to verify that the behavior of the DDA-pDDA system was due to the EIT and not to the high viscosity of the polymer. This was done by estimating the mechanical relaxation time for an immiscible analog of DDA involving the viscous polymer as the bulk solution.
Small chain primary alcohols are particularly well suited as immiscible analogs, because they have comparable interfacial tensions and differences in densities. The relaxation time was estimated by subjecting the 1-propanol drop to a series of rotation jumps and was taken as the amount of time necessary for the drop to reach the mechanical equilibrium, which was about 50 seconds. Therefore, the mechanical relaxation time is much less than the time of the experiment (cf. Figure 4).

An important difference between the DDA-pDDA system and IBA-water and butanol-water was the behavior of the drop with changes in rotation. The monomer drop did not contract when the rotation rate was decreased as would be expected if there were an interfacial tension and as was seen in the IBA-water system. Both the IBA-water and 1-butanol-water system exhibited a linear dependence between $r^{-3}$ and $\omega^2$, irrespective if the rotation rate was increased or decreased. However, the viscosity for the bulk phase in the other studies (essentially, water) was two orders of magnitude lower than the viscosity of the polymer. There are two possible explanations, viz., no EIT exists in the DDA-pDDA system or the EIT is too weak to overcome the viscous drag.

![Figure 5: a) Image of drop after 200 seconds. b) Image of drop after 400 seconds. Field of view is 1.7 mm in the vertical direction](image)

### 3. Simulations of miscible drops

In this section we model the experimental results presented above. We begin with the break up of a miscible drop in the IBA-water system. We will use here the model based on the Korteweg stresses which is derived to describe the motion of binary fluids [1], [2]. After that we use a simplified model in order to describe the evolution of the drop shape after the temperature increase (see Section 2.2).

#### 3.1. Capillary instability

Consider a mixture of two miscible fluids and denote by $c$ their composition, that is the function that changes between 0 and 1 and such that $c = 0$ corresponds to one pure fluid and $c = 1$ to another one. If the fluids are incompressible and have the same densities, then the evolution of the composition can be described by the diffusion equation with convective terms and Navier-Stokes equations with the Korteweg stresses:

$$\frac{\partial c}{\partial t} + v \cdot \nabla c = d \Delta c, \quad (3.1)$$
\[
\frac{\partial v}{\partial t} + (v \cdot \nabla) v = -\frac{1}{\rho} \nabla p + \nu \Delta v - K \frac{\rho}{\rho} \nabla c \Delta c, \quad \text{div } v = 0.
\] (3.2)

Here \(v\) is the fluid velocity, \(p\) the pressure, \(\rho\) the density, \(K\) the Korteweg parameter which characterizes the intensity of the volume force resulting from the inhomogeneous composition distribution.

Consider system (3.1), (3.2) in the 3D case. The initial distribution of the two liquids represents two long co-axial cylinders, one with a small diameter (2 mm) and another one with a larger diameter (10 mm). They are separated by a sharp interface. The boundary conditions at the outer surface are no-slip conditions for the velocity and no-flux condition for the composition. Numerical resolution of this problem is based on the velocity - pressure formulation with finite volume elements and adaptive mesh. The details of the numerical methods are presented in [5].

The results of the numerical simulations are shown in Figure 6 (vertical section of the horizontal cylinder). The inner liquid is black, the outer liquid is grey. For the initial distribution, the interface separating them is horizontal. The left figure shows the beginning of the evolution where the interface becomes slightly curved. The instability becomes more pronounced with time (right figure). This effect is observed if the diffusion coefficient is sufficiently small (\(10^{-7}\) kg/(m·s)).

Thus, miscible liquids can manifest the capillary instability. The results of the numerical simulations are related to the experimental observations described in Section 2 though their correspondence is not exact. First of all, these are not simulations of the SDT, that is we do not take into account drop rotation in the model. The capillary instability is observed experimentally for the IBA - water system where the width of the interface remains constant. In the numerical simulations the width slowly grows because of the diffusion.

### 3.2. Simulations of rotating drops

In this section we model rotating drops using a quasi-stationary approximation. We assume that the drop of the inner liquid is in the mechanical equilibrium, that is the centrifugal force is counter-balanced by the interfacial tension at each moment of time. The interface between the two liquids has a constant width, and the inner liquid can diffuse through the interface. Therefore, the drop decreases with time, and its shape changes in such a way that it remains in the mechanical equilibrium. We suppose that the two liquids have different densities \(\rho_1\) and \(\rho_2\) (let \(\rho_2 > \rho_1\)) and rotate
around the $x$-axis with the angular velocity $\omega$ (Figure 7, left). It is clear that the first liquid will be located inside the second liquid. There is an interfacial tension $\sigma$ at the interface between them.

Let us introduce the concentration $c$ and suppose that $c = 1$ corresponds to liquid 1, $c = 0$ to liquid 2, and $0 < c < 1$ to the transition zone. In the case where the motion of the liquids is sufficiently slow and the transition zone is sufficiently narrow, the equation of the equilibrium of the interface can be written in the form:

$$\frac{yr}{l^2} \frac{d^2r}{d\phi^2} + \left( \cos \phi - \frac{2y}{l^2} \frac{dr}{d\phi} \right) \frac{dr}{d\phi} - \left[ \left( \frac{2y^2l}{B} - \frac{r^2}{l^2} - 1 \right) \sin \phi \right] r = 0,$$

(3.3)

where $y = r \sin \phi$, $l = \sqrt{(dr/d\phi)^2 + r^2}$, $B = 4\sigma/(R^3 \omega^2 \Delta \rho)$, $R$ is the initial radius of the drop of fluid 1, that is the volume of fluid 1 equal $4\pi R^3/3$, $\Delta \rho = \rho_2 - \rho_1$.

Equation (3.3)) is written in the non-dimensional form, that is the value $r$ in the (3.3) is non-dimensional and scaled by $R$. In the case where the liquids are immiscible, the solution $r(\phi)$ of equation (3.3) describes an exact form of the interface for a given value of the parameter $B$.

In the case where the liquids diffuse one into another, the effective interfacial tension $\sigma$ can be found by the integration of the Korteweg force through the interface. The parameter $B$ in this...
case depends on \( \phi \) since the concentration profile can be different at different parts of the interface. At the same time, we should take into account the change of \( R \) (entering \( B \)) resulting from the diffusion of the internal liquid and the decrease of the drop volume. We can assume that the interface is located where \( c = 0.5 \). Finally, in the case where only the first liquid can diffuse into the second one, the concentration distribution has the form shown in Figure 7, right. There is a jump of the concentration from \( c = 1 \) at the left to some given value \( c = c_0 \) at the right. To the right of the jump the concentration distribution is described by the diffusion equation. The interfacial tension in this case has two components: the classical interfacial tension related to the concentration jump and effective interfacial tension described by the Korteweg forces in the region where the concentration distribution is continuous.

We carry out numerical simulations for the case where only the inner liquid can diffuse through the interface, and the interfacial tension is determined by the concentration gradient at the interface. The shape of the drop of the inner liquid in consecutive moments of time is shown in Figure 8. Its volume decreases in time and its shape becomes closer to a circle. A similar behavior is observed experimentally for the IBA - water (Figure 1) and butanol - water (not shown here). We note that the centrifugal force is proportional to the drop volume while the capillary force to its surface. Hence the shape of small drops will be closer to the circle than the shape of large drops. This conclusion is in agreement with the experimental and numerical results.

4. Interfacial waves

Interfacial waves represent another type of instability of diffuse interfaces compared with the capillary instability discussed in the previous section. Consider a plane interface between two liquids and suppose that its width differs in space. Then the effective interfacial tension, which is in the inverse proportion to the interface width, also varies in space creating a force directed along the interface. This force can lead to the motion of the interface and of the neighboring liquid. Experimentally this effect can be observed if we change locally the interfacial tension by adding some chemicals or by heating the interface.

4.1. Stability analysis

We begin with a model problem where system (3.1), (3.2) is considered in the strip \( \{-\infty < x < \infty, \ 0 \leq y \leq 1\} \) with the boundary conditions

\[
y = 0: \ c = 0, \ \frac{\partial v_x}{\partial y} = 0, v_y = 0; \ y = 1: \ c = 1, \ \frac{\partial v_x}{\partial y} = 0, v_y = 0.
\] (4.1)

In this case, this problem has a stationary solution \( c = y, v_x = v_y = 0 \). We linearize it about this solution:

\[
\frac{\partial c}{\partial t} + v_y = d\Delta c, \quad (4.2)
\]

\[
\frac{\partial v_x}{\partial t} = -\frac{1}{\rho} \frac{\partial p}{\partial x} + \nu \Delta v_x, \quad (4.3)
\]
\[
\frac{\partial v_y}{\partial t} = -\frac{1}{\rho} \frac{\partial p}{\partial y} + \nu \Delta v_y - K \Delta c, \quad (4.4)
\]

\[
\frac{\partial v_x}{\partial x} + \frac{\partial v_y}{\partial y} = 0. \quad (4.5)
\]

\[
y = 0: \ c = 0, \ \frac{\partial v_x}{\partial y} = 0, \ v_y = 0; \ y = 1: \ c = 0, \ \frac{\partial v_x}{\partial y} = 0, \ v_y = 0. \quad (4.6)
\]
et look for solution of problem (4.2)-(4.6) in the following form:

\[
c = a \sin(ky)e^{imx}e^{\lambda t}, \ v_x = b \cos(ky)e^{imx}e^{\lambda t}, \ v_y = f \sin(ky)e^{imx}e^{\lambda t}, \ p = g \cos(ky)e^{imx}e^{\lambda t},
\]
where the wavenumber \( k \) is chosen to satisfy the boundary conditions. The condition of nontrivial solvability allows us to find the eigenvalue \( \lambda \):

\[
\lambda = -s^2(d + \nu) \pm \sqrt{(s^2(d - \nu))^2 - Km^2},
\]

where \( s^2 = (k^2 + m^2)/2 \). If the diffusion coefficient and the viscosity are positive, then the solution exponentially decays. However, if they are small enough, the decay is slow and during some time the solution is close to the solution for \( d = \nu = 0 \). In this case, \( \lambda = \pm i\sqrt{Km^2} \), and the solution behaves like \( \cos(m(x \pm \sqrt{K}t)) \). Thus for \( d \) and \( \nu \) sufficiently small, there are waves propagating to the left and to the right with the velocity determined by the Korteweg constant \( K \).

Figure 9: Evolution of the solution: a) \( d = 10^{-2} \) cm\(^2\)/s, \( \nu = 10^{-2} \) cm\(^2\)/s; b) \( d = 10^{-5}, \nu = 10^{-3} \); c) \( d = 10^{-2}, \nu = 10^{-3} \).

**4.2. Reduction to 1D problem**

We begin with a model problem that allows us to study behavior of solutions inside the transition zone [4]. We look for the solution of (3.1), (3.2) in the form

\[
v_x = u(x,t), \ v_y = yw(x,t), \ c = \frac{y}{\sqrt{K}}z(x,t), \ p = \rho \left( \frac{1}{2}y^2G(x,t) + \pi(x,t) \right).
\]
and equate the terms with the same powers of $y$. We reduce (3.1), (3.2) to the system
\begin{align}
\frac{\partial z}{\partial t} + u \frac{\partial z}{\partial x} - z \frac{\partial u}{\partial x} &= d \frac{\partial^2 z}{\partial x^2}, \\
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} - z \frac{\partial z}{\partial x} &= F + \nu \frac{\partial^2 u}{\partial x^2}, \\
\frac{\partial F}{\partial x} &= G_0 + 2 \left( \left( \frac{\partial u}{\partial x} \right)^2 - \left( \frac{\partial z}{\partial x} \right)^2 \right). \tag{4.9}
\end{align}

We consider problem (3.1), (3.2) in the strip $0 \leq x \leq 1$, $-\infty < y < \infty$ with the boundary conditions $x = 0, 1 : \nu_x = v_y = 0$, $\frac{\partial z}{\partial x} = 0$. The boundary conditions in the new variables become
\begin{align}
x = 0, 1 : u = 0, \frac{\partial u}{\partial x} = 0, \frac{\partial z}{\partial x} = 0. \tag{4.10}
\end{align}

We note that (4.7)-(4.10) is the system with respect to the unknown functions $z, u, F$. It contains two second order equations, one first order equation, and 6 boundary conditions. The function $G_0(t)$ should be chosen to satisfy the boundary conditions.

Figure 10: Level lines of the composition and of the stream function after: (a) 0.4 s, (b) 0.8 s; $d = 10^{-5} \text{ cm}^2/\text{s}$, $\nu = 10^{-3} \text{ cm}^2/\text{s}$

Numerical simulations show existence of waves. When the wave comes to the boundary, it reflects from it and goes in the opposite direction. Figures 9 a - 9 c show the time evolution of the $z$ component of the solution. If $d$ and $\nu$ are sufficiently large, then the perturbation rapidly decays and the solution converges to a spatially homogeneous distribution (Fig. 9 a).

For the same $d$ and for $\nu$ sufficiently small, there appears two waves propagating in the opposite directions, reflecting from the walls, going towards each other and so on periodically in time with a slowly decreasing amplitude (Fig. 9 c). If $d$ is much smaller than $\nu$, then the structure of waves is different compared with the previous case. The beginning of their evolution is the same, but after reflecting from the walls the sign of the perturbation changes: it is not the maximum of $z$ which propagates but its minimum (Fig. 9 b).

Fig. 10 shows level lines of the composition $c$ and of the stream function $\psi = yu$ at two fixed moments of time, before and after the first reflection from the walls. The particular form of the solution, which is linear in $y$, implies that the level lines of the stream function are not closed. There are two vortices propagating in the opposite directions. They come to the walls reflect from them and at the same time change the sign, i.e., the direction of fluid motion. They come towards each other, disappear when they meet, and appear again propagating in the opposite directions. This scenario repeats periodically with decreasing amplitude.
4.3. Numerical simulations of the complete problem

We discuss now numerical simulations of the complete problem. The variable interface width creates a force directed along the interface. This results in appearance of two vortices near the perturbation. They begin to propagate from the center of the domain to the side walls (Fig. 11 b). The concentration perturbations propagate together with the vortices. Further dynamics is similar to that for the model problem. After hitting the wall the vortices change their structure and the direction of rotation (Fig. 11 c), then they propagate to the center of the domain (Fig. 11 d), meet there, cross each other, propagate further to the walls (Fig. 11 e,f).

5. Conclusions

The question about capillary phenomena in miscible liquids was first discussed by Korteweg in the paper published in 1901. It was rather actively studied beginning from the 1990s, in particular, due to microgravity research programs. Nevertheless, the experimental confirmation of the existence of such phenomena remained arguable as well as adequate mathematical models to describe them.

An important step in the development of these studies was related to the application of the spinning drop tensiometry to IBA-water systems [34]. It allows the investigation of miscible fluids with a sharp interface between them. In this work we present two experimental evidences of capillary phenomena in miscible liquids: capillary instability and the change of the drop shape. In the first case a long cylindrical jet splits into drops, in the second case, an elliptic drop becomes spherical. Both effects are well known for immiscible liquids. In the case of miscible liquids, such behavior was not observed before.

A conventional model used to describe binary fluids consists of the Navier-Stokes equations with an additional volume force called Korteweg stress. In the case of a narrow transition zone
between two liquids, this model is equivalent to the classical interface model where two fluids are separated by an interface with jump conditions imposed at the interface [1], [23], [36]. The model based on the Korteweg stresses is more general because it allows one to consider also diffuse interfaces which are not necessarily narrow and whose width can depend on time. In this work we use this model in order to describe the capillary instability of diffuse interfaces. We also use it to show the existence of interfacial waves in miscible liquids. This theoretical result is not yet confirmed experimentally. We plan the experiments in order to do it.
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