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CAUSAL COMPACTIFICATION AND HARDY SPACES FOR SPACES OF HERMITIAN TYPE

FRANK BETTEN AND GESTUR ÓLAFSSON

Let $G/H$ be a compactly causal symmetric space with causal compactification $\Phi : G/H \to \tilde{S}_1$, where $\tilde{S}_1$ is the Bergman-Silov boundary of a tube type domain $G_1/K_1$. The Hardy space $H^2(C)$ of $G/H$ is the space of holomorphic functions on a domain $\Xi(C^o) \subset G_1/C \to G_1/K_1$, with $L^2$-boundary values on $G/H$. We extend $\Phi$ to imbed $\Xi(C^o)$ into $G_1/K_1$, such that $\Xi(C^o) = \{z \in G_1/K_1 | \psi_m(z) \neq 0\}$, with $\psi_m$ explicitly known. We use this to construct an isometry $I$ of the classical Hardy space $H^{cl}$ on $G_1/K_1$ into $H^2(C)$ or into a Hardy space $\tilde{H}^2(C)$ defined on a covering $\tilde{\Xi}(C^o)$ of $\Xi(C^o)$. We describe the image of $I$ in terms of the highest weight modulus occurring in the decomposition of the Hardy space.

1. Introduction.

Hardy spaces on tube type domains $T_\Omega = \mathbb{R}^n + i\Omega$, associated to a homogeneous self dual cone $\Omega \subset \mathbb{R}^n$, are important objects in analysis. The Hardy space $H^d$ is by definition the space of holomorphic functions on $T_\Omega$, such that the Hardy norm

$$\|f\|_2^2 := \sup_{y \in \Omega} \int_{\mathbb{R}^n} |f(x + iy)|^2 dx$$

is finite ([SW71, FK94]). The boundary value map $\beta : H^d \to L^2(\mathbb{R}^n)$ is given by

$$\beta(f)(x) = \lim_{y \to 0} f(x + iy),$$

the limit taken in the $L^2(\mathbb{R}^n)$-norm. The image of $\beta$ is described by the positivity condition

$$\text{Im}(\beta) = \mathcal{F}(L^2(\Omega)),$$

where $\mathcal{F}$ is the Fourier transform and $L^2(\Omega)$ the space of $L^2$-functions supported on $\Omega \subset \mathbb{R}^n$. The evaluation map $H^d \ni f \mapsto f(w) \in \mathbb{C}$, $w \in T_\Omega$, is continuous, and thus given by an element $K_w \in H^d$. The function $K(z, w) := K_w(z)$ is the Cauchy kernel associated to the tube domain $T_\Omega$. The Cauchy kernel is determined by a function of one variable $K(z, w) =$
K(z − w), where K(z) is the Laplace transform of the characteristic function of the cone. Finally the inverse of the boundary value map is

\[ f(z) = \int_{\mathbb{R}^n} \beta(f)(y) K(z - y) \, dy. \]

For us the tube domain \( T_\Omega \) is always the unbounded realization of a Hermitian symmetric space \( G_1/K_1 \) such that \( H_{cl} \) is also a \( G_1 \)-representation space ([FK94]).

The notation of Hardy spaces was generalized to compactly causal symmetric spaces \( G/H \) ([HÓØ91]). In this case a complex manifold \( \Xi(C^o) \subset G_C/H_C \), depending on the causal structure \( m \mapsto C(m) \) on \( G/H \), was constructed. Three important properties of \( \Xi(C^o) \) are:

1. The manifold \( \Xi(C^o) \) is locally isomorphic to a tube domain \( q + iC^o \), where \( q \) is the tangent space of \( G/H \) at \( x_o = eH \) and \( C^o \) the interior of \( C := C(x_o) \).
2. The homogeneous space \( G/H \) is a boundary component of \( \Xi(C^o) \).
3. There is a semigroup \( \Gamma \) containing \( G \) and determined by \( C \) such that \( \Xi(C^o) = \Gamma o^{-1} \cdot x_o \).

The Hardy space \( H^2(C) \) is defined as in the classical case to be the space of holomorphic functions on \( \Xi(C^o) \) such that the Hardy norm \( \| f \|_{H^2} := \sup_{\gamma \in \Gamma^o} \int_{G/H} |f(\gamma^{-1} \cdot m)|^2 \, dm \) is finite. \( H^2(C) \) is a Hilbert space with norm \( \| \cdot \|_H \), and — as in the classical case — there exists an isometry \( \beta : H^2(C) \to L^2(G/H) \) given by

\[ \beta(f) = \lim_{\Gamma^o \ni \gamma \to 1} \gamma \cdot f, \]

where the limit is in \( L^2(G/H) \) and \( \gamma \cdot f(\xi) := f(\gamma^{-1} \cdot \xi) \). The left action defines a holomorphic representation \( T \) of \( \Gamma \) on the Hardy space and a unitary representation \( \lambda \) of \( G \) on \( L^2(G/H) \) such that \( \beta \) is an intertwining operator for the \( G \)-actions.

The parallels to the classical case goes further. In particular one can describe the image of \( \beta \) by a positivity condition: \( \beta(H^2(C)) \) is the direct sum of all the holomorphic discrete series from [ÓØ91] which are \( C \)-admissible. Point evaluation is also continuous and thus defines a kernel, the Cauchy-Szegő kernel \( K(\cdot, \cdot) \). This kernel is determined by a holomorphic \( H \)-invariant function \( \Theta_K : \Xi(C^o) \to \mathbb{C} \) such that

\[ K(\gamma_1 \cdot x_o, \gamma_2 \cdot x_o) = \Theta_K(\gamma_2^{-1} \gamma_1 \cdot x_o). \]

For the first variable fixed, the kernel extends in the second variable smoothly to the boundary of \( \Xi(C^o) \). Then the inverse of the boundary
value map is given just as in the classical case
\[ f(z) = \int_{G/H} \beta(f(x)) K(z, x) \, dx = \int_{G/H} f(\hat{g}) \Theta_K(g^{-1} \gamma \cdot x_0) \, d\hat{g}, \]
where \( z = \gamma \cdot x_0 \in \Xi(C^o) \) and \( \hat{g} = g \cdot x_0 \in G/H \).

Let \( H_2(C) = \oplus H_\delta \) be the decomposition of \( H_2(C) \) into holomorphic discrete series. Then each of the representations \( \epsilon_\delta \) on \( H_\delta \) give rise to a spherical distribution
\[ \Theta_\delta(f) := \text{pr}_\delta(f)(x_0), \]
where \( \text{pr}_\delta \) is the orthogonal projection onto \( H_\delta \). The distribution \( \Theta_\delta \) has an analytic continuation to \( \Xi(C^o) \), determined up to a constant by a spherical function ([Ô97a, Ô97b, Ô00]), with a well-known expansion formula in terms of elementary functions. On \( \Xi(C^o) \) we have then the identity \( \sum_\delta \Theta_\delta = \Theta_K \). It is still an open problem to evaluate this sum in general.

To calculate \( \Theta_K \) independently, in a series of lectures at the University of Poitiers in 1990 by B. Ørsted and one of the authors the problem of relating the Hardy spaces \( H_d \) and \( H_2(C) \) via a causal compactification \( G/H \to \tilde{S}_1 \), with \( \tilde{S}_1 \) the Bergman-Silov boundary of \( G_1/K_1 \), was discussed. It was shown that for the Cayley type spaces those are actually isomorphic (modulo a double covering in some cases) ([ÔØ99]). In particular this result gives a formula for \( K(\cdot, \cdot) \) in terms of the well-known classical Cauchy-Szegö kernel.

The above summation formula can then be interpreted as a \( G \)-equivariant decomposition of the classical Cauchy-Szegö kernel or a generalized Heine formula ([ÔØ99]).

Further results in this direction for special cases were obtained by K. Koufany and B. Ørsted ([KÔ96, KÔ97]), G.I. Ol’shanski ([O95]) and V.F. Molchanov for \( SO(2, n)/SO(1, n) \) ([M97]). The Cayley type spaces were also studied via a Jordan algebra approach by M. Chadli in his thesis ([C96]).

One of the obstacles for obtaining general results in this direction was the lack of general theory for the causal compactification of compactly causal symmetric spaces. This was finally obtained in [B97]. It was shown that there is a natural causal compactification of a “central extension” of most of those spaces in the Bergman-Silov boundary of the bounded realization of a tube type domain \( T_\Omega \).

In this paper we extend the results form [B97] to the domain \( \Xi(C^o) \) and show that there is a holomorphic function \( \psi_m : G_1/K_1 \to \mathbb{C} \) such that
\[ \Xi(C^o) = \{ z \in G_1/K_1 \mid \psi_m(z) \neq 0 \}. \]

The map \( I \) from the classical Hardy space into \( H_2(C) \) is then given by \( f \mapsto f \sqrt[\psi_m]. \) In general this has only meaning on a \( m \)-fold covering of \( \Xi(C^o) \). In that case we get an isomorphism into a Hardy space \( \tilde{H}_{2, \text{odd}}(C) \) on this covering of \( \Xi(C^o) \). The image is a direct sum of highest weight moduls.
We describe the image in terms of the lowest $K$-type of the highest-weight modules.

We remark that similar results to ours can also be obtained with Jordan algebra methods ([Bal]).

The paper is organized as follows. In the first section we recall some structure theory for causal symmetric spaces and recollect the facts needed by us from [B97] on causal compactifications.

Section 3 is devoted to the description of the Hardy space $H_2(C)$ and here we introduce the semigroup $\Gamma$ and the domain $\Xi(C^o)$.

We construct the function $\psi_m$ in Section 4. In Section 5 we give an isometry from $L^2(\mathcal{S}_1)$ onto $L^2(G/H)$, and construct the covering $\Xi(C^o) \to \Xi(C^o)$ corresponding to the $m$-th root of $\psi_m$.

In Section 6 we show that that $\Xi(C^o) = \{ z \in G_1/K_1 \mid \psi_m(z) \neq 0 \}$. This gives us the necessary tool to analyze the covering $\Xi(C^o)$ in more detail in the next section. In particular we show that we need at most a double covering for describing the Hardy spaces. The final result of this paper is Theorem 7.8 where we characterize the image of $I$.

The authors would like to thank the Institute Mittag-Leffler for their hospitality during their stay there in the Spring of 1996. The first author would like to thank Louisiana State University and the second author for their hospitality during his stay in September, 1996.

2. Causal compactifications.

In this section we collect some standard facts on symmetric spaces. We also collect some newer results on causal compactifications. We use the monograph [HÖ96] and the orginal papers [ÖO88, Ö91, B97] as references. We call $(G,H,\tau)$ a symmetric space, when $G$ is a connected Lie group, $\tau : G \to G$ is an involutive automorphism, and $H \subset G$ a closed subgroup with $$(G^\tau)_o \subset H \subset G^\tau,$$

where $G^\tau := \{ a \in G \mid \tau(a) = a \}$ and the subscript $o$ denotes the connected component containing the identity. By abuse of notation we then also call $G/H$ a symmetric space. A symmetric Lie algebra is a triple $(\mathfrak{g}, \mathfrak{h}, \tau)$, where $\mathfrak{g}$ is a Lie algebra, $\tau : \mathfrak{g} \to \mathfrak{g}$ is an involutive automorphism, and $\mathfrak{h} = \{ X \in \mathfrak{g} \mid \tau(X) = X \}$ the subalgebra of $\tau$-fixed elements. To every symmetric space $(G,H,\tau)$ there is associated the symmetric algebra $(\mathfrak{g}, \mathfrak{h}, \tau^\prime) := (\text{Lie}(G), \text{Lie}(H), d\tau)$. In the sequel we will denote the differential of $\tau$ (and similarly the differentials of all other group homomorphisms) always by the same letter. The symmetric algebra $(\mathfrak{g}, \mathfrak{h}, \tau)$ is irreducible if there is no nontrivial $\tau$-stable ideal of $\mathfrak{g}$ not contained in $\mathfrak{h}$. The symmetric algebra $(\mathfrak{g}, \mathfrak{h}, \tau)$ is called reductive respectively semisimple if $\mathfrak{g}$ is reductive respectively semisimple.
Let \((g, h, \tau)\) be a reductive symmetric algebra. Choose a Cartan involution \(\theta\) of \(g\) commuting with \(\tau\) (\([H^78,\ p.\ 192]\) or \([O^84,\ Lemma\ 2.1]\)). Let \(q := \{X \in g \mid \tau(X) = -X\}\), \(\mathfrak{k} := \{X \in g \mid \theta(X) = X\}\), and \(p := \{X \in g \mid \theta(X) = -X\}\), then
\[
g = h \oplus q = \mathfrak{k} \oplus \mathfrak{h}_p \oplus q_k \oplus q_p,
\]
where an index denotes the intersection with the corresponding subspace, i.e., \(h_p := h \cap p\), etc.

Let \(g_s := [g, g]\) denote the semisimple part of \(g\) and \(\mathfrak{z}\) the center of \(g\). If \(l\) is a subspace of \(g\) such that \(l = l_\mathfrak{z} \oplus l \cap g_s\), then we set \(l_\mathfrak{z} := l \cap \mathfrak{z}\), and \(l_s := l \cap g_s\). For \((G, H, \tau)\) associated to \((g, h, \tau)\), let \(G_s\) be the analytic subgroup corresponding to \(g_s\), and \(Z := \exp \mathfrak{z}\) those corresponding to \(\mathfrak{z}\). Then \(G = Z G_s\) and \(D := Z \cap G_s\) is a discrete central subgroup in \(G_s\). Moreover we have a (right) action
\[
D \times (Z \times G_s) \to Z \times G_s, \quad (d, (z, g)) \mapsto (zd, d^{-1}g),
\]
such that
\[
G \simeq (Z \times G_s)/D =: Z \times_D G_s.
\]

Let \(E\) be a finite dimensional vector space over the reals. A subset \(C \subset E\) is called a cone if \(C\) is convex and closed under multiplication by \(\mathbb{R}^+\). The closed cone \(C\) is pointed if \(C \cap -C = \{0\}\) and generating if \(C - C = E\). A pointed generating cones is called regular. We remark that a cone \(C\) is generating if and only if its interior \(C^0\) is nonempty.

**Definition.** Assume that \((G, H, \tau)\) is a symmetric space with associated reductive symmetric Lie algebra \((g, h, \tau)\).

1) The symmetric space is called compactly causal if there exists a \(H\)-invariant regular cone \(C\) in \(q\) such that \(C^0 \cap \mathfrak{k} \neq \emptyset\).
2) \((g, h, \tau)\) is called compactly causal if \((G, (G^\tau)_0, \tau)\) is compactly causal.
3) The symmetric space is called noncompactly causal if there exists a \(H\)-invariant regular cone \(C \subset q\) such that \(C^0 \cap \mathfrak{p} \neq \emptyset\).
4) \((G, H, \tau)\) is called of Cayley type if it is semisimple and both compactly and noncompactly causal.
5) Let \(\mathcal{C}(q_k) := \{X \in q_k \mid [q_k, X] = \{0\}\}\). The symmetric space respectively the associated algebra are called of weakly Hermitian type if \(\mathfrak{z}_q(\mathcal{C}(q_k)) = q_k\).

Notice in this definition we do not assume that \(G\) is noncompact. Thus every compact symmetric space is weakly Hermitian. On the other hand a compact symmetric space can only be compactly causal if it is reductive (\([H^96]\)). The spaces we consider will by construction be both compactly causal and of weakly Hermitian type. We refer to \([K^96]\) and \([KN^97]\) for a general discussion of the connection between weakly Hermitian and compactly causal.
Let \((g_1, h_1, \tau_1)\) be a compactly causal irreducible symmetric algebra with \(g_1\) simple and noncompact. Let \(G_{1C}\) the simply connected complex Lie group with Lie algebra \(g_{1C} := g_1 \otimes \mathbb{C}\). We extend \(\tau_1\) to a complex linear involution of \(g_{1C}\), and denote this involution and the corresponding involution on \(G_{1C}\) again by \(\tau_1\). Then, as \(G_{1C}\) is assumed simply connected, it follows that \(H_{1C} := G_{1C}^{	au_1}\) is connected ([L69, p. 171]). Let \(G_1\) be the analytic subgroup of \(G_{1C}\) with Lie algebra \(g_1\) and

\[ H_1 := G_1 \cap H_{1C} = G_1^{\tau_1}. \]

Let \(\theta_1\) be a Cartan involution commuting with \(\tau_1\), and let \(g_1 = \mathfrak{t}_1 \oplus \mathfrak{p}_1\) be the corresponding Cartan decomposition. Recall that for \((g_1, h_1, \tau_1)\) irreducible compactly causal the Riemannian symmetric space \(G_1/K_1\) is Hermitian symmetric ([HÓ96, Remark 3.19]) and that \((g_1, h_1, \tau_1)\) is of weakly Hermitian type ([HÓ96, Lemma 1.2.1, Lemma 1.3.5]). We will assume that \(G_1/K_1\) is of weakly Hermitian type.

Let \(\mathfrak{t}_1\) be a Cartan subalgebra of \(\mathfrak{t}_1\). Let \(\Delta(\mathfrak{g}_{1C}, \mathfrak{t}_{1C})\) be the set of roots of \(\mathfrak{t}_{1C}\) in \(\mathfrak{g}_{1C}\). We have the two subsets

\[ \Delta(\mathfrak{t}_{1C}, \mathfrak{t}_{1C}) = \{\alpha \in \Delta(\mathfrak{g}_{1C}, \mathfrak{t}_{1C}) \mid \mathfrak{g}_{1C, \alpha} \subset \mathfrak{t}_{1C}\} \]

of compact and

\[ \Delta(\mathfrak{p}_{1C}, \mathfrak{t}_{1C}) = \{\alpha \in \Delta(\mathfrak{g}_{1C}, \mathfrak{t}_{1C}) \mid \mathfrak{g}_{1C, \alpha} \subset \mathfrak{p}_{1C}\} \]

of noncompact roots. We choose an ordering in \(i\mathfrak{t}_1^*\) such that the positive noncompact dominate the positive compact roots and define

\[ p_1^+ := \sum_{\alpha \in \Delta^+(\mathfrak{p}_{1C}, \mathfrak{t}_{1C})} \mathfrak{g}_{1C, \alpha} \text{ respectively } p_1^- := \sum_{\alpha \in \Delta^+(\mathfrak{p}_{1C}, \mathfrak{t}_{1C})} \mathfrak{g}_{1C, -\alpha}. \]

Recall that two roots \(\alpha\) and \(\beta\) are strongly orthogonal if \(\alpha \neq \pm \beta\) and \(\alpha \pm \beta \notin \Delta(\mathfrak{g}_{1C}, \mathfrak{t}_{1C})\). Let \(\{\gamma_1, \ldots, \gamma_r\} \subset \Delta^+(\mathfrak{p}_{1C}, \mathfrak{t}_{1C})\) be a maximal system of strongly orthogonal roots. Let \(H_j \in [\mathfrak{g}_{1C, \gamma_j}, \mathfrak{g}_{1C, -\gamma_j}] \cap i\mathfrak{t}_1\) be such that \(\gamma_i(H_j) = 2\delta_{i,j}\). Choose \(E_{\pm j} \in \mathfrak{g}_{1C, \pm \gamma_j}\) such that

\[ X_j := E_j + E_{-j}, \quad Y_j := iE_j - iE_{-j} \in \mathfrak{p}_1, \]

and

\[ [E_j, E_{-j}] = H_j. \]

It is known that \(\mathfrak{a}_p := \sum \mathbb{R}X_j\) is maximal abelian in \(\mathfrak{p}_1\) ([H78, p. 387]). Let

\[ X^0 := \sum X_j, \quad Y^0 := \sum Y_j, \text{ and } Z^0 := -\frac{1}{2} \sum iH_j, \]

then \(Z^0 \in 3(\mathfrak{t}_1)\), with \(3(\mathfrak{t}_1)\) the center of \(\mathfrak{t}_1\), and \(\text{ad } X^0\) has eigenvalues 0, 2 and -2. Let

\[ \eta := \text{Ad} \left( \exp \frac{\pi}{2} iX^0 \right) \]
be the involution on $G_{1C}$ respectively $g_{1C}$ given by conjugation with $\exp \frac{\pi}{2} i X^0$. Then the symmetric space $G_1/G_{1}^0$ is of Cayley type and

\[ q_{1\eta} := g_{1\eta}^{-1} = \{ X \in g_1 \mid \eta(X) = -X \} \]

is the direct sum of the two eigenspaces $q_{1\eta}^{\pm} := \{ X \in q_{1\eta} \mid [X^0, X] = \pm 2X \}$ of $\text{ad} X^0$, which are also $G_{1\eta}$-invariant. As $\theta_1(X^0) = -X^0$ we get $\theta_1(q_{1\eta}^+) = q_{1\eta}^-$. Define $Y_\pm \in q_{1\eta}^{\pm}$ by $Y^0 = Y_+ + Y_-$. The sets $C_\pm := \text{Ad}(G_1^0)Y_\pm$ are regular cones in $q_{1\eta}^{\pm}$ and the cone $C_k := C_+ - C_- \subset q_{1\eta}$ defines the compactly causal structure on $G_1/G_1^0$. Let $p'$ be the sum of the 0- and $(-2)$-eigenspaces of $\text{ad} X^0$. Then $P' := N_{C_1}(p')$ is a parabolic subgroup and

\[ \tilde{S}_1 := G_1/P' = K_1/K_1^0 \]

is the Bergman-Šilov boundary of $G_1/K_1$. The compact symmetric space $\tilde{S}_1$ is causal with causal structure defined by $C_+ \subset q_{1\eta}^+ \simeq T_{eP'} \tilde{S}_1$. Moreover

\[ G_1^o = Z_{G_1}(X^0) \subset P', \]

and the canonical projection $\Phi_1 : G_1/G_1^0 \to \tilde{S}_1$ is causal.

Under conditions specified in [B97] there exists an involution $\sigma$, commuting with $\tau_1$, $\theta_1$, and $\eta$, such that

\[ (G, H, \tau) := ((G_1^0)_o, H_1 \cap (G_1^0)_o, \tau_1 | (G_1^0)_o) \]

is a compactly causal symmetric subspace of $(G_1, G_1^0, \eta)$ and $\Phi_1$ can be used to define a causal compactification of it. (For spaces of Cayley type $(g_1, h_1, \tau_1)$ in the preceding discussion has to be replaced by $(g_1 \times g_1, h_1 \times h_1, \tau_1 \times \tau_1)$ and $\sigma(g, h) = (h, g)$.) For the general theory we will not need the explicit form of $\sigma$ but only the “axiomatic” properties of the construction that we collect in the remaining part of this section.

Define $\theta = \theta_1|_C$; then $\theta$ is a Cartan involution on $G$ commuting with $\tau$. We denote the corresponding Cartan decomposition by $g = \mathfrak{t} \oplus \mathfrak{p}$. Let $g_1 = \mathfrak{g} + q_{1\sigma}$ be the eigenspace decomposition of $\sigma$. We have $\eta|_{G} = \tau_1|_G$ — in fact, in many cases $\eta = \tau_1$ — such that $G \cap G_1^0 = G \cap H_1$ and also $q := q_{1 \eta} \cap g$.

**Lemma 2.1.** With notation as above the following holds:

1. The algebra $\mathfrak{b} := \mathfrak{a}_p \cap q_{1\sigma}$ is maximal abelian in $\mathfrak{p}_1 \cap q_{1\sigma}$, $X^0 \in \mathfrak{b}$, $Y^0 \in \mathfrak{p}_1 \cap q_{1\sigma}$, and $Z^0 \in \mathfrak{t} \cap q$.

2. The cone $C_k$ is $\sigma$-invariant.

3. Let $\text{pr}_q : q_{1\eta} \to q$ be the projection with respect to the decomposition $q_{1\eta} = q \oplus q_{1\eta} \cap q_{1\sigma}$. Then $C_k \cap q = \text{pr}_q(C_k)$ and $(\text{pr}_q(C_k))^o \cap \mathfrak{t} \neq \emptyset$.

**Proof.** (1) With $Z^0 = \frac{1}{2}[X^0, Y^0]$ the last claim follows from the preceding ones. These are prerequisites for the construction of $\sigma$ in [B97, Theorem 5.1] respectively [B97, Theorem 5.9].
(2) From
\[ Y_+ + Y_- = Y^0 = -\sigma(Y^0) = -\sigma(Y_+) - \sigma(Y_-) \]
and
\[ \sigma(Y_\pm) = \sigma \left( \pm \frac{1}{2} [X^0, Y_\pm] \right) = \mp \frac{1}{2} [X^0, \sigma(Y_\pm)] \]
we have \( \sigma(Y_\pm) = -Y_\mp \). By the \( \sigma \)-invariance of \( G^0_1 \) this implies the claim together with the definition of \( C_k \).

(3) The \( \sigma \)-invariance of \( C_k \) implies that \( C_k \cap q = \text{pr}_q(C_k) \). That \( (\text{pr}_q(C_k))^{q} \cap \mathfrak{f} \) is nonempty follows since \( Z^0 \in C^0_k \).

By the last part of the Lemma \( C := C_k \cap q \) is a \( H \)-invariant regular cone in \( q \) which defines a compactly causal structure for \((G, H, \tau)\). It is clear that this definition makes \((G, H, \tau)\) into a causal subspace of \((G_1, G^0_1, \eta)\).

**Corollary 2.2.** \( C + p' = C_k + p' = C_+ \oplus p' \).

**Proof.** By definition we have \( C + p' \subset C + p' = C_+ \oplus p' \).

When we write \( X \in C_+ \) in the form \((X + \sigma(X)) - \sigma(X)\), where \( X + \sigma(X) \in C_k \cap q \) and \( \sigma(X) \in \sigma(q_1^{-1}q) \subset p' \), the other inclusion is also obvious. \( \square \)

**Definition ([Öo99]).** Let \( M \) and \( N \) be manifolds, with \( N \) compact, and with causal structure \( M \ni C(m) \subset T_m M \) respectively \( N \ni n \mapsto D(n) \subset T_n N \). Let \( \Phi : M \rightarrow N \) be smooth. The pair \((N, \Phi)\) is called a causal compactification of \( M \) if \( \Phi \) is a diffeomorphism onto an open dense subset of \( N \), and \( (d\Phi)_m(C(m)) = D(\Phi(m)) \) for all \( m \in M \). Let \( L \) be a Lie group acting on \( M \) and \( N \) such that the causal structures are \( L \)-invariant. Then the causal compactification is \( L \)-equivariant if \( \Phi \) is \( L \)-equivariant.

**Theorem 2.3.** The canonical inclusion \( \iota : G/H \hookrightarrow G_1/G^0_1 \) is causal and the map \( \Phi := \Phi_1 \circ \iota : G/H \hookrightarrow \hat{S}_1 \) is a \( G \)-equivariant causal compactification of \( G/H \).

**Proof.** By [B97] we know that \( \Phi : G/H \rightarrow \hat{S}_1 \) is an injective \( G \)-map with open and dense image. With the canonical identifications \( T_{eH}G/H \cong q \), \( T_{eG_1}G/G^0_1 \cong q_1^{-1}q_1 \), and \( T_{e\hat{S}_1}(\hat{S}_1) \cong q_1^{-1}q_1^+ \), the tangent map \( d\Phi \) at the identity coset is given by first imbedding \( q \) into \( q_1^{-1}q_1 \) and then projecting onto \( q_1^+ \). Thus \( d\Phi_{eH}(C) = C_+ \) by Corollary 2.2. By the \( G \)-invariance of the causal structures on \( G/H \) respectively \( \hat{S}_1 \) this is all to show. \( \square \)

As all groups are subgroups of \( G_1 \) it is immediate to see that \( \Phi \) extends to a \( G \)-invariant map \( G_1/C \hookrightarrow G_1/C' \), which we denote again by \( \Phi \).
Example. Let $G_1 = SU(1,1)$. Denote by $E_{i,j}$ the matrix with entry 1 in the $i$-th row and $j$-th column and otherwise zero. We choose $E_1 = E_{1,2}$, $E_{-1} = E_{2,1}$, and $H_1 = E_{1,1} - E_{2,2}$. Then

$$X^0 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \text{and} \quad Y^0 = \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix}.$$  

Thus $\eta$ is given by conjugation by $iX^0$. This is easily seen to be the same involution on $SU(1,1)$ as $g \mapsto \overline{g}$, the complex conjugation. We will also need the Cayley transform, which is given by conjugation by

$$c := \exp \frac{\pi}{4} i Y^0 = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix}.$$  

As is well-known, the unit disk — identifying $\mathbb{C} \simeq \mathbb{C}E_1 = p_1^\pm$ — is the Harish-Chandra realization of $G_1/K_1$, where $G_1$ operates by

$$\begin{pmatrix} a & b \\ c & d \end{pmatrix} \cdot z = \frac{a z + b}{c z + d} \quad \left( a, b, c, d \right) \in SU(1,1).$$  

The Bergman-Šilov boundary $\hat{S}_1$ is now the unit circle and the Cayley transform $z \mapsto c \cdot z$ maps the origin to $-1 \in \hat{S}_1$. We notice that $\text{Ad}(c)H_1 = X^0$. It follows in particular that $(\text{Ad}(c) (t_{1C} + p_1^-)) \cap g_1 = p'$ and $\hat{S}_1 = G_1/P' \simeq G_1 \cdot (-1)$. With $\hat{S}_1$ in the Harish-Chandra realization the map $\Phi_1$ is therefore given by $gG_1^\eta \mapsto g \cdot (-1)$.

We can choose the involution $\sigma = \theta_1$, i.e.,

$$(G, H) = \left\{ \left( \begin{array}{cc} a & 0 \\ 0 & \frac{1}{a} \end{array} \right) \bigg| a \in S^1 \right\}, \{\pm \text{id}\},$$  

and then

$$\Phi_1 \left( \begin{pmatrix} a & 0 \\ 0 & \frac{1}{a} \end{pmatrix} H \right) = -a^2.$$  

We restrict us in the following to causal compactifications constructed as in the Theorem. (Indeed, as is shown in [B97], with one natural additional assumption all causal compactifications in the Bergman-Šilov boundary are of this form.) A list of the possible compactifications can be found in [B97], cf. also below.

For short we call $(A, B, C)$ a $\mathfrak{sl}(2)$-triple if

$$\begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \mapsto A, \quad \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \mapsto B, \quad \text{and} \quad \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} \mapsto C$$  

defines an isomorphism from $\mathfrak{sl}(2, \mathbb{C})$ onto the complex Lie algebra generated by $\{A, B, C\}$. 
Proposition 2.4. Let the notation be as above. Then the following holds:  
(1) There exist \( \lambda_{j',j} \in \{0, 1\} \) such that with  
\[
E_{\pm j'} := \sum_j \lambda_{j',j} E_{\pm j},
\]
\[
H_{j'} := [E_{j'}, E_{-j'}] = \sum_j \lambda_{j',j} H_j
\]
and
\[
X_{j'} := E_{j'} + E_{-j'} = \sum_j \lambda_{j',j} X_j
\]
we have \( b = \sum \mathbb{R} X_{j'} \), and the triples \( \{ H_{j'}, E_{j'}, E_{-j'} \} \) are pairwise commuting \( \mathfrak{s}\mathfrak{l}(2) \)-triples.
(2) With \( c := \exp(\frac{\pi}{i} Y^0) \), the Cayley-transformed space \( a := \operatorname{Ad}(c)ib \) is maximal abelian in \( \mathfrak{t} \cap \mathfrak{q} \).
(3) Let \( t_1 := \sum \mathbb{R} H_1 \) then we have \( t_1 = a + t_1 \cap q_1^\perp \).
(4) We have \( \mathfrak{z} \subset \mathfrak{t} \) and, if \( \mathfrak{g} \) is noncompact, then \( (\mathfrak{g}, \mathfrak{h}, \tau) \), is weakly Hermitian. If \( \mathfrak{l} \subset \mathfrak{h} \) is an ideal of \( \mathfrak{g} \) then \( \mathfrak{l} \subset \mathfrak{t} \).
(5) \( C^0 = \operatorname{Ad}(H)(a \cap C^0) \) and \( C = \operatorname{Ad}(H)(a \cap C) \).
(6) \( a \cap C^0 = - \sum \mathbb{R}^+ iH_{j'} \) and \( a \cap C = - \sum \mathbb{R}^+ iH_{j'} \).

Proof. (1) This is a direct consequence of [B97, Theorem 5.1] respectively [B97, Theorem 5.9].
(2) The inner automorphism \( \operatorname{Ad}(c) \) maps the subalgebra
\[
\mathfrak{g}_a := \mathfrak{t} + i(\mathfrak{p}_1 \cap q_1^\perp)
\]
onto itself, since \( Y^0 \in \mathfrak{p}_1 \cap q_1^\perp \) by Lemma 2.1.

We consider first the causal compactifications described by [B97, Theorem 5.1]. Here we have \( \tau_1 = \eta \) and \( b \subset h_1 \). Then \( Y^0 = [X^0, Z^0] \in \mathfrak{p}_1 \cap q_1^\perp \) is \( \tau_1 \eta \)-fixed and consequently \( \mathfrak{t} \cap q + i(\mathfrak{p}_1 \cap q_1^\perp \cap \mathfrak{h}_1) \), the \((-1)\)-eigenspace of the involution \( \tau_1 \eta \) in \( \mathfrak{g}_a \), is \( \operatorname{Ad}(c) \)-invariant. Using \( \theta_1 = \operatorname{Ad}(\exp \pi Z^0) \), by a \( \mathfrak{s}\mathfrak{l}(2) \)-calculation \( \operatorname{Ad}(c) \theta_1 = \tau_1 \operatorname{Ad}(c) \). Looking at the corresponding eigenspaces in \( \mathfrak{t} \cap q + i(\mathfrak{p}_1 \cap q_1^\perp \cap \mathfrak{h}_1) \) we get \( \operatorname{Ad}(c)i(\mathfrak{p}_1 \cap q_1^\perp \cap \mathfrak{h}_1) = \mathfrak{t} \cap q \). As \( b \subset \mathfrak{p}_1 \cap q_1^\perp \cap \mathfrak{h}_1 \), the claim for this case then follows.

For the compactifications given by [B97, Theorem 5.9] we have \( b \subset q_1^\perp \). Similarly to the first case we get successively \( Y^0 \in h_1 \), the \( \operatorname{Ad}(c) \)-invariance of \( \mathfrak{t} \cap q + i(\mathfrak{p}_1 \cap q_1^\perp \cap \mathfrak{q}_1^\perp) \), and \( \operatorname{Ad}(c) \theta_1 \tau_1 = \sigma \operatorname{Ad}(c) \), where \( \sigma := \eta \circ \tau_1 \) as in [B97, Thm. 5.9] defined. Therefore \( \operatorname{Ad}(c) \) maps the \((+1)\)-eigenspace of \( \theta_1 \tau_1 \) onto the \((+1)\)-eigenspace of \( \sigma \), i.e., \( \operatorname{Ad}(c)i(\mathfrak{p}_1 \cap q_1^\perp \cap \mathfrak{q}_1^\perp) = \mathfrak{t} \cap q \). Now the stated result for this case follows again from Lemma 2.1.

(3) For the orthogonal sum \( a_p := b \oplus b^\perp \) (with respect to the inner product \( \langle X, Y \rangle = -B(X, \theta(Y)) \)) we have by Lemma 2.1 that \( b^\perp \subset \mathfrak{p}_1 \cap \mathfrak{g} \). Now \( t_1 = \operatorname{Ad}(c) t_1 a_p = a \oplus \operatorname{Ad}(c) b^\perp \). The second summand is contained in \( t_1 \), since \( Z^0 \in a \). But the Cayley transform maps with \( g_a = \mathfrak{t} + i(\mathfrak{p}_1 \cap q_1^\perp) \) also
the orthocomplement $g_0^\perp$ of $g_0$ in $\mathfrak{t}_1 + i\mathfrak{p}_1$ onto itself. With $i\mathfrak{h}^\perp \subset g_0^\perp$ we have therefore $Ad(c) i\mathfrak{h}^\perp \subset g_0^\perp \cap \mathfrak{t}_1 = \mathfrak{t}_1 \cap \mathfrak{q}_1$. 

(4) As $Z^0 \in g$ by Lemma 2.1, and $ad Z^0|\mathfrak{p}_1$ is regular, it follows that $\mathfrak{z}_g(Z^0) = \mathfrak{t}$. Hence

$$\mathfrak{z} \subset \mathfrak{z}_g(Z^0) = \mathfrak{t}.$$ 

Write $Z^0 = Z_1 + Z_2$, with $Z_1 \in \mathfrak{z}(g)$, and $Z_2 \in [\mathfrak{g}, \mathfrak{g}]$. Assume that $Z_2 = 0$. Then the same argument shows that $\mathfrak{g} = \mathfrak{z}_g(Z^0) = \mathfrak{t}$. Hence $\mathfrak{g}$ is compact. Thus, if $\mathfrak{g}$ is not compact it follows that $Z_2 \neq 0$. Furthermore $\mathfrak{z}_g(Z_2) = \mathfrak{t}$, as $Z_1$ commutes with $\mathfrak{g}$. In particular it follows that $Z_2 \in c(q_k)$ and therefore

$$\mathfrak{z}_q(c(q_k)) \subset \mathfrak{z}_q(Z_2) = q_k.$$ 

Suppose that $l$ is an ideal in $\mathfrak{g}$ contained in $\mathfrak{h}$. As $Z_2 \in q$ it follows that $[Z_2, l] = \{0\}$. Hence

$$l \subset \mathfrak{z}_g(Z_2) = \mathfrak{t}$$

which shows that $l$ is compact.

(5) Let $X \in C^o = (C_k^o \cap g)$. Then $G^X = \{a \in G \mid Ad(a) X = X\}$ is compact. Therefore the elements in $g^X$ are semisimple and with imaginary eigenvalues (see the proof of [HÓ96, Thm. 4.2.15]). Hence there is a $h \in H$ such that $Ad(h)X \in q_k$ ([M79, Thm. 1]). Let $a_q$ be a maximal abelian algebra in $q_k$ containing $X$, then (by [M79, Lemma 7]) we find $k \in H \cap K$ with $Ad(k)a_q = a$. In particular $Ad(kh)X \in a$. Therefore $C^o \subset Ad(H)(a \cap C^o)$. As the other inclusion is obvious we get $C^o = Ad(H)(a \cap C^o)$. Since the eigenvalues of $ad X$ are continuous in $X$, the same argument apply to $X$ in the boundary of $C$. Thus the assertion for the whole cone follows.

(6) By [ÓO99, Lemma 4.4] or [HÓ96, Chap. 4.2] we have $t_1 - C_k^o = - \sum \mathbb{R}^+ iH_j$ respectively $t_1 - C_k = - \sum \mathbb{R}^+ iH_j$. (Note that we have here a minus sign by our choice of $Z^0$.) The claims then follow with $t_1 - a = \sum \mathbb{R} iH_j$. \hfill \square

Remarks. (1) The $\lambda_{j', j}$ are known by [B97, Thm. 5.1, Thm. 5.9] for every case. Either $\lambda_{j', j} = \delta_{j', j}$, for $j' = 1, \ldots, r$, or $r = 2r'$ and $\lambda_{j', j} = \delta_{j', j} + \delta_{j'+r', j'}$, for $j' = 1, \ldots, r'$.

(2) By the classification of causal compactifications the only $(g, h, \tau)$ with nontrivial center are those described by [B97, Corollary 5.3].

3. Hardy spaces.

We will from now on always assume that $g$ is noncompact. Proposition 2.4(4) asserts that $(g, h, \tau, g_\alpha)$ is a symmetric Lie algebra of Hermitian type in the sense of [ÓO88, Ó91, HÓO91] where we have a theory of Hardy spaces. In this section we generalize this to our reductive setting. Let $t$ be a Cartan algebra of $g$, with $c(q_k) \subset a \subset t \subset \mathfrak{t}$, and $\Delta(g_C, t_C)$ respectively $\Delta := \Delta(g_C, a_C)$ the corresponding root systems. We may assume without loss of generality
Indeed, if \( t^{-1} \cap q_{1r} = \{0\} \) by Proposition 2.4 then \([t, t^{-1}] = \{0\}\) and (since the constructions in the last section needed only \( t^{-1} \)) we can assume \( t + t^{-1} \subset t_1 \). For the remaining (four) cases this is immediate from the realization of their causal compactifications ([B97]). We assume all introduced root systems to be lexicographically ordered with respect to the flag \( \mathfrak{c}(q_k) \subset a \subset t \subset t + t^{-1} \subset t_1 \). Especially we have

\[
p^\pm := \bigoplus_{\alpha \in \Delta^+} \mathfrak{g}_{\mathbb{C}, \pm \alpha} \subset p^+_1.
\]

Let \( \Delta_n := \Delta(p_{\mathbb{C}}, a_{\mathbb{C}}), \Delta^+_n := \Delta(p^+, a_{\mathbb{C}}), \Delta_k := \Delta(t_{\mathbb{C}}, a_{\mathbb{C}}), \) etc. Let \( H_\alpha \in i a \) denote the co-root determined by the two conditions

\[
H_\alpha \in [\mathfrak{g}_{\mathbb{C}, \alpha}, \mathfrak{g}_{\mathbb{C}, -\alpha}] \cap i a \quad \text{and} \quad \alpha(H_\alpha) = 2.
\]

Assume for the moment that \((g_{s}, h_{s}, \tau | g_{s})\) is irreducible. Recall that for this case in \( q \) we have the minimal closed cone \( C_{\text{min}} \) and maximal closed cone \( C_{\text{max}} \) given by

\[
C_{\text{min}} = \text{convAd}(H)Z_2 = C_{\text{min}, s} \subset g_{s}
\]

and

\[
C_{\text{max}} = C^*_{\text{min}} = \mathfrak{z} + C_{\text{max}, s}
\]

where the subscript \( s \) indicates the corresponding cone in \( g_{s} \). We have by [HÓ96, Chap. 4.2]

\[
c_{\text{min}} := C_{\text{min}} \cap a = -i \sum_{\alpha \in \Delta^+_n} \mathbb{R}^+ H_\alpha
\]

and

\[
c_{\text{max}} := C_{\text{max}} \cap a = \{ H \in a \mid \forall \alpha \in \Delta^+_n : -i \alpha(H) \geq 0 \}.
\]

**Lemma 3.1.** Denote by \( \text{pr}_z \) respectively \( \text{pr}_s \) the projection onto \( \mathfrak{z} \) respectively \( g_{s} \) corresponding to the decomposition \( \mathfrak{g} = \mathfrak{z} \oplus g_{s} \). Then the following holds:

1. \( \text{pr}_z(C) = \mathfrak{z} \).
2. \( C_s := \text{pr}_s(C) \) is a regular \( H_s \)-invariant cone in \( q_s \). In particular \( C_{\text{min}, s} \subset \text{pr}_s(C) \subset C_{\text{max}, s} \).

**Proof.** (1) If \( \mathfrak{z} \neq \{0\} \) the center is spanned by \( Z'_1 = \sum \epsilon_j i H_j \), with \( \epsilon_1 = \ldots = \epsilon_p = 1 = -\epsilon_{p+1} = \ldots = -\epsilon_r \) ([B97, Prop. 5.5]). In this case we also have \( \lambda_j, \delta_j = \delta_j \). We get from Proposition 2.4(6) for elements in \( a \cap C^0 \)

\[
\sum a_j i H_j = a Z'_1 + X_s,
\]

where \( a_j < 0 \) and \( X_s \in g_{s} \). Since both sums are orthogonal it follows \( a = 1/2 \sum \epsilon_j a_j \), which can take any value.

(2) Obviously \( C_s \) is a convex generating \( H_s \)-invariant cone in \( q_s \) because \( C \) is a convex generating \( H_s \)-invariant cone in \( q \). Assume that \( C_s \) is not
pointed. Let $q_2 := C_s \cap -C_s$. Then $g_2 := [q_2, q_2] \oplus q_2$ is a subalgebra of $g_s$. As $C$ is $\theta$-stable it follows that $g_2$ is $\theta$-stable and hence reductive. We have $[h_s, g_2] \subset g_2$ because $C$ is $H_s$-stable and because of the Jacobi identity. Let $q^2_2$ be the orthogonal complement to $q_2$ (with respect to the inner product $(X,Y) = -B(X, \theta(Y))$). Let $Z \in q_2$ and $Y \in q^2_2$. Then

$$-B([Z,Y], \theta([Z,Y])) = -B(Y, [Z, [\theta(Z), \theta(Y)]])) = 0$$

because $[\theta(Z), \theta(Y)] \in h_s$. It follows that $g_2$ is a $\tau$-stable ideal in $g_s$. But $(g_s, h_s, \tau|_{g_s})$ is by [B97, Prop. 5.5] irreducible, hence $q^2_2 = q_s$. It follows in particular that $\pm H_\alpha \in C_s$ for all $\alpha \in \Delta_n$. Choose a Lie algebra homomorphism

$$\varphi_\alpha : su(1,1) \to g_s$$

such that

$$\varphi_\alpha \left( \begin{pmatrix} i & 0 \\ 0 & -i \end{pmatrix} \right) = iH_\alpha$$

and

$$T_\alpha := \varphi_\alpha \left( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \right) \in h_s$$

([Ö88, p. 134]). Let $h_t := \exp tT_\alpha$ then a simple $SU(1,1)$-calculation shows that

$$\text{Ad}(h_t)H_\alpha + \text{Ad}(h_{-t})H_\alpha = 2 \cosh(2t)H_\alpha.$$ 

Choose $Z \in \mathfrak{z}$ such that $Z + H_\alpha \in C$. Then

$$\lim_{t \to \infty} \left( \frac{1}{\cosh(2t)} \left( \text{Ad}(h_t)(Z + H_\alpha) + \text{Ad}(h_{-t})(Z + H_\alpha) \right) \right) = 2H_\alpha \in C.$$ 

Similarly one shows that $-2H_\alpha \in C$. This contradicts the fact, that $C$ is pointed. Hence $C_s$ is also pointed. 

The cone $C_k$ is minimal in $q_{1\eta}$ and is generated by $\text{Ad}(G_1^\eta)Z^0$. A minimal extension of $C_k$ to a $G_1$-invariant cone in $g_1$ is $W_k$, the minimal cone in $g_1$ generated by $\text{Ad}(G_1)Z^0$ ([HÖ96, Chap. 4.2]). As $Z^0 \in q \cap \mathfrak{k}$ it follows that $W_k$ is $\sigma$-invariant. For a subset $D \subset W_k$ we define

$$\Gamma_1(D) := G_1 \exp iD \subset G_{1\mathbb{C}}.$$ 

It is known that the Ol’shanskiĭ semigroup $\Gamma_1(W_k)$ is a closed semigroup in $G_{1\mathbb{C}}$ and that

$$\Gamma_1(W_k)^0 = \Gamma_1(W_k^0) \simeq G_1 \times iW_k^0,$$

where the diffeomorphism is given by $(g, iX) \mapsto g \exp iX$.

**Theorem 3.2.** For $W := W_k \cap g$ the following holds:

1. $W = W_k^\sigma = \text{pr}_g(W_k)$, where $\text{pr}_g : g_1 \to g$ denotes the orthogonal projection.
(2) $W$ is a regular $G$-invariant cone in $\mathfrak{g}$ such that $W \cap q = \text{pr}_q(W) = C$, where $\text{pr}_q : \mathfrak{g} \to q$ denotes the orthogonal projection, i.e., $W$ is a $G$-invariant extension of $C$.

(3) $W^o = \text{Ad}(G)(t \cap W^o)$.

(4) Let $\Gamma(W) := G \exp iW$. Then

$$\Gamma(W) = \Gamma_1(W_k)^o = \Gamma_1(W_k) \cap G^o_{1C}.$$  

Thus $\Gamma(W)$ is a closed semigroup in $G_C := G^o_{1,C}$.

(5) $\Gamma(W)^o = G \exp iW^o =: \Gamma(W^o)$, and

$$G \times iW^o \to \Gamma(W^o) \quad (g,iX) \mapsto g \exp iX$$

is a diffeomorphism.

Proof. (1), (2), and (3) follow in the same way as the corresponding claims for the cones $C_k$ and $C$, using also the fact that $W_k$ is an extension of $C_k$.

(4) Obviously $\Gamma(W) \subset \Gamma_1(W_k)^o$, and $\Gamma(W) \subset \Gamma_1(W_k) \cap G_C$. Let $\gamma = g \exp iX \in \Gamma_1(W_k)^o$, $g \in G_1$ and $X \in W_k$. Then

$$\sigma(g) \exp i\sigma(X) = g \exp iX.$$

Because of the uniqueness of the decomposition in $\Gamma_1(W_k)$ we get $\sigma(g) = g$ and $\sigma(X) = X$. Hence $\Gamma(W) = \Gamma(W)^o$. Assume now that $\gamma = g \exp iX \in G_C \cap \Gamma_1(W_k)$, $g \in G_1$, $X \in W_k$. Then the same argument shows that $\sigma(g) = g$ and $\sigma(X) = X$. Hence $g \in G^o_1$ and $X \in W^o_k = W$. Hence $\gamma \in \Gamma(W)$. It follows that $\Gamma(W)$ is a closed semigroup.

(5) These claims follow by (4) and the corresponding facts for $\Gamma_1(W_k)$.  

With these results it is straightforward to generalize the constructions of the holomorphic discrete series for $G/H$ ([ÓÓ88, ÓÓ91]) and the Hardy spaces ([HÓ96] Chap. 7]. Let

$$\rho := \frac{1}{2} \sum_{\alpha \in \Delta^+} \dim \mathfrak{g}_{C,\alpha} \alpha.$$

We have that $\mathfrak{p}^+$ and $\mathfrak{p}^-$ are abelian subalgebras, $\mathfrak{g}_C = \mathfrak{p}^+ \oplus \mathfrak{t}_C \oplus \mathfrak{p}^-$, and $[\mathfrak{t}_C, \mathfrak{p}^\pm] \subset \mathfrak{p}^\pm$. With $P^\pm := \exp(\mathfrak{p}^\pm)$ we have $G \subset P^+ K_C P^- \cap H_C K_C P^+$, and for $x \in P^+ K_C P^-$ respectively $H_C K_C P^+$ we define $p^\pm(x) \in P^\pm$, $k_C(x) \in K_C$, and $k_H(x) \in K_C$ (only the class in $K_C \cap H_C \cap K_C$ is well-defined) by

$$x = p^+(x) k_C(x) p^-(x)$$

respectively

$$x \in H_C k_H(x) P^+.$$
Let $(\delta, V_\delta)$ be a holomorphic irreducible representation of $K_\mathbb{C}$ with nonzero $K_\mathbb{C}^*$-fixed vector $\nu$ and $\delta|K$ unitary. For $\delta$ the contragredient representation, $\nu^0 \in V_\delta^*$ a $K_\mathbb{C}^*$-invariant vector with $\langle \nu, \nu^0 \rangle = 1$, we define

$$\Phi_\delta : P^+K_\mathbb{C}H_\mathbb{C}/H_\mathbb{C} \to \mathbb{C}, \quad gH \mapsto \langle \nu, \delta(k_H(g^{-1})^{-1})\nu^0 \rangle.$$ 

This is a well-defined holomorphic function because $\nu^0$ is $K_\mathbb{C} \cap H_\mathbb{C}$-invariant. We denote the restriction of $\Phi_\delta$ to $G/H$ simply by $\Phi_\delta$. With this convention notice that $\Phi_\delta|\langle G_s/H_s \rangle = \Phi_{\delta_s}$ with $\delta_s = \delta((K_s, \mathbb{C})$. Let $Z_\mathbb{C}$ be the complex torus given by $\exp \delta \mathbb{C}$. Define $\chi_\delta : Z_\mathbb{C} \to \mathbb{C}$ by

$$\delta(z) = \chi_\delta(z) \text{id}.$$

**Theorem 3.3 ([ÖÖ91]).** Let $\mu$ be the highest weight of $\delta$. Then the following holds:

1. The function $\Phi_\delta$ is in $L^2(G/H)$ if and only if $\langle \mu + \rho, \alpha \rangle < 0$ for all $\alpha \in \Delta^+_n$.
2. Suppose that $\langle \mu + \rho, \alpha \rangle < 0$ for all $\alpha \in \Delta^+_n$. Let $H_\delta \subset L^2(G/H)$ be the $G$-module generated by $\Phi_\delta$. Then $H_\delta$ is an irreducible highest weight module.
3. Let $C_\delta$ be the $Z_\mathbb{C}$-module corresponding to $\chi_\delta$ and let $H_{\delta_s}$ be the $G_{s^{-1}}$-module generated by $\Phi_{\delta_s}$, then $H_\delta \simeq C_\delta \otimes H_{\delta_s}$.
4. Let $E \subset L^2(G/H)$ be an irreducible highest weight module. Then there exists a representation $\delta$ such that $E \simeq H_\delta$ and the multiplicity of $E$ in $L^2(G/H)$ is one.

**Proof.** (1) For $g \in G$ choose $z \in Z$ and $g_s \in G_s$ such that $g = zg_s$. Then $\Phi_\delta(gH) = \chi_\delta(z)\Phi_{\delta_s}(g_sH_s)$, in particular

$$|\Phi_\delta(gH)| = |\Phi_{\delta_s}(g_sH_s)|.$$

Hence $\Phi_\delta \in L^2(G/H)$ if $\langle \mu + \rho, \alpha \rangle < 0$ for all $\alpha \in \Delta^+_n$ by [ÖÖ91, Theorem 5.2] and [HÖ91, Theorem 3.3].

(2), (3) Denote the $G_{s^{-1}}$-module generated by $\Phi_{\delta_s}$ in $L^2(G_s/H_s)$ by $H_{\delta_s}$. Then

$$H_\delta \simeq C_\chi \otimes H_{\delta_s}$$

as a $Z \times G_s$ module. The module on the right hand side is an irreducible highest weight module by [ÖÖ91, Theorem 5.2]. Hence $H_\delta$ must be irreducible.

(4) Assume that $E \subset L^2(G/H)$ is an irreducible highest weight module. Then $E \simeq C_\chi \otimes E_s$, where $E_s$ is the restriction of $E$ to $G_s$ and $C_\chi$ is the central character of $E$. The module $E_s$ is an irreducible highest weight module for $G_s$, and $E_s \subset L^2(G_s/H_s)$. By [HÖ91, Theorem 3.3] it follows that $E_s \simeq H_{\delta_s}$ for some irreducible $H_s \subset K_{s^{-1}}$-spherical representation of $K_{s^{-1}}$. Let $\delta = \chi \otimes \delta_s$. Then $\delta$ is an irreducible $K_\mathbb{C} \cap H_\mathbb{C}$-spherical representation of $K_\mathbb{C}$ and $E \simeq H_\delta$. The statement about the multiplicity follows now from [ÖÖ91, Theorem 7.2]. □
These representations \( \epsilon_\delta \) on \( H_\delta \) form the holomorphic discrete series of \( G/H \). Let \( \pi \) be a unitary representation of \( G \) on the Hilbert space \( V \). Denote the space of smooth vectors by \( V^\infty \). Denote by \( \pi^\infty \) the derived representation of \( g \) on \( V^\infty \). Define the cone of negative elements by
\[
C(\pi) := \{ X \in g \mid \forall u \in V^\infty : (i\pi^\infty(X)u \mid u) \leq 0 \}.
\]
Then \( C(\pi) \) is a \( G \)-invariant cone in \( g \). The representation \( \pi \) is called \( W \)-admissible if \( C(\pi) \supset W \). If \( \pi \) is \( W \)-admissible then \( \pi \) extends to a holomorphic representation of \( \Gamma(W) \). (In fact, this is true for \( W \) replaced by an arbitrary invariant cone.)

**Proposition 3.4.** For \( W = W_k \cap g \) the representation \( (\epsilon_\delta, H_\delta) \) is \( W \)-admissible if and only if
\[
(i \epsilon_\delta)(t \cap W^o) u | u \leq 0
\]
for all \( u \in H_\delta^\infty \). Let \( W(t, t) \) be the Weyl group of \( \Delta(t, t) \). As \( H_\delta \) is an irreducible highest weight module we have by Poincaré-Birkhoff-Witt
\[
\mu_\lambda = \mu_+ - \sum_{\alpha \in \Delta^+(p_C, t_C)} n_\alpha \alpha, \quad \text{with} \quad n_\alpha \geq 0 \quad \text{and} \quad \mu_+ \in \text{conv}(W(t, t)\mu),
\]
for all occurring weights \( \mu_\lambda \). Since \( t \cap W \subset t_1 \cap W_k = -\sum_{\alpha \in \Delta^+} \mathbb{R}^+ \alpha H_\alpha \) (the \( H_\alpha \in t_1 \cap \alpha \in \Delta(q_1C, t_1C) \) defined as the \( H_\alpha \) to \( \alpha \in \Delta \) ([HÖ96, p. 102]) such that \( i\alpha(t \cap W) \geq 0 \) for all noncompact roots \( \alpha \in \Delta^+(p_C, t_C) \), the condition (\( * \)) remains to be checked for the vectors in \( \text{conv}(W(t, t)\mu) \). Now, since \( W \) is \( G \)-invariant, \( t \cap W^o \) is \( W(t, t) \)-invariant, and we have to check (\( * \)) only for \( \mu \). Finally, since \( \delta \) is \( K_C \cap H_C \)-spherical, we have \( \mu(H) = 0 \) and (\( * \)) reduces to the claimed condition.

**Remark.** For \( g \) semisimple and \( a \cap C = c_{\min} \) it is known by [HÖÖ91] that all \( (\epsilon_\delta, V_\delta) \) are admissible.

Let \( \Xi(C) := \Gamma(-W)x_o \subset G_C/H_C \), where \( x_o = eH_C \). As in [HÖÖ91, Lemma 1.3] we have \( \Xi(C) \simeq G \times_H (-iC) \) and for \( \Xi(C^o) := \Gamma(-W^o)x_o \) we have \( \Xi(C^o) = \Xi(C) \). Thus \( \Xi(C^o) \) is an open complex submanifold of \( G_C/H_C \). Notice that \( \Gamma(-W) = \Gamma(W)^{-1} \). As \( \Gamma(W)\Gamma(W^o) \subset \Gamma(W^o) \) it follows that \( \Gamma(-W^o)\Xi(C) \subset \Xi(C^o) \). Thus \( \Gamma(W) \) acts on functions defined on \( \Xi(C) \) respectively \( \Xi(C^o) \) by
\[
(\gamma \cdot f)(x) = f(\gamma^{-1}x)
\]
and \( (\gamma \cdot f)|_{G/H} \) is well-defined for \( \gamma \in \Gamma(W^o) \). Define the **Hardy norm** on holomorphic functions on \( \Xi(C^o) \) by
\[
\|f\|_H := \sup_{\gamma \in \Gamma^o} \|\gamma \cdot f\|_{L^2(G/H)}.
\]
**Definition.** The Hardy space $H_2(C)$ on $G/H$ is

$$H_2(C) := \{ f : \Xi(C^o) \to \mathbb{C} \mid f \text{ is holomorphic and } ||f||_H < \infty \}.$$  

Denote by $T$ the representation of $\Gamma(W)$ in $H_2(C)$ induced by the left-regular action and by $\lambda$ the left-regular representation of $G$ in $L^2(G/H)$. The proof of the following theorem then generalizes without any change (or simply using again that $G = ZG_a$).

**Theorem 3.5 ([HÓØ91]).**

1. The Hardy space $H_2(C)$ is a Hilbert space with norm $|| \cdot ||_H$.
2. There is an isometry $\beta : H_2(C) \to L^2(G/H)$ given by

$$\beta(f) = \lim_{\Gamma(W) \ni \gamma \to 1} \gamma \cdot f,$$

where the limit is in $L^2(G/H)$.
3. The boundary value map $\beta$ is an intertwining operator for the $G$-actions, i.e., $\beta T(g) = \lambda(g) \beta$ for $g \in G$.
4. The representation $T$ is a holomorphic representation of $\Gamma(W)$ in $H_2(C)$.
5. The image of $\beta$ in $L^2(G/H)$ is the direct sum of all the holomorphic discrete series that are $W$-admissible and each occurs with multiplicity one.
6. Assume that $w \in \Xi(C^o)$. Then the evaluation map $H_2(C) \ni f \mapsto f(w) \in \mathbb{C}$ is continuous. Let $K_w \in H_2(C)$ be such that $f(w) = (f \mid K_w)$, where $(\cdot \mid \cdot)$ denotes the scalar product on $H_2(C)$. Then the map $(z,w) \mapsto K(z,w) := K_w(z)$ is holomorphic in the first variable and antiholomorphic in the second variable. We have:
   a) $K(w,z) = K(z,w)$.
   b) Let $\gamma \in \Gamma(-W)$, and let $z, w \in \Xi(C^o)$. Then
      $$K(\gamma \cdot z, w) = K(z, \gamma^* \cdot w),$$
      with $(g \exp iX)^* := \exp(iX)g^{-1}$.
   c) There exists a holomorphic $H$-invariant function $\Theta_K : \Xi(C^o) \to \mathbb{C}$ such that
      $$K(\gamma_1 \cdot x_o, \gamma_2 \cdot x_o) = \Theta_K(\gamma_2^* \gamma_1 \cdot x_o).$$
7. Suppose that $z = \gamma \cdot x_o \in \Xi(C^o)$. Then $w \mapsto K(z,w)$ extends to a smooth map on $\Xi(C)$, and the inverse of $\beta$ is given by

$$F(z) = \int_{G/H} f(x) K(z,x) \, dx = \int_{G/H} f(\hat{g}) \Theta_K(g^{-1} \gamma \cdot x_o) \, dg,$$

where $\hat{g} = g \cdot x_o$, and $dg$ is the $G$-invariant measure on $G/H$ normalized by $dg = dh \, d\hat{g}$.

We note for later use that the extension of $\Phi_\delta$ from $G/H$ to $\Xi(C^o)$ is given by the defining formula, as $\Gamma(-W) \subset H \subset \mathcal{K} \subset P^+$ ([HÓØ91, Lemma 3.6]).
Example (continued). Since $g = \mathfrak{k} \cap q = a$ we have by Proposition 2.4

\[ C^o = \mathbb{R}^+ Z^0 = \mathbb{R}^+ \begin{pmatrix} -i & 0 \\ 0 & i \end{pmatrix} = W^o \]

and further

\[ \Gamma(-W) = \left\{ \begin{pmatrix} a & 0 \\ 0 & a^{-1} \end{pmatrix} \middle| |a| \leq 1 \right\}. \]

The extension of $\Phi : G/H \to \hat{S}_1$ to a $G_C$-invariant holomorphic map is

\[ \Phi : G_C/H_C \to \mathbb{C} \quad \begin{pmatrix} a & 0 \\ 0 & a^{-1} \end{pmatrix} H_C \mapsto -a^2, \]

such that

\[ \Phi(\Xi(C)^o) = \Phi(\Gamma(-W^o)x_0) = \{ z \in \mathbb{C} \mid 0 < |z| < 1 \}. \]

We describe the Hardy space using this explicit realization of $\Xi(C^o)$. Since $G$ operates by rotations, the Hardy norm is given by

\[ ||f||_H = \sup_{0 < |z| < 1} \frac{1}{\pi} \int_0^\pi |f(e^{2i\varphi}z)|^2 d\varphi \]

and, using the Laurent series representation of $f$, we get

\[ H_2(C) = \left\{ f : \{ z \in \mathbb{C} \mid 0 < |z| < 1 \} \to \mathbb{C} \mid f(z) = \sum_{n=0}^\infty a_n z^n \right\} \]

with $\sum_{n=0}^\infty |a_n|^2 < \infty$.

We can describe this space also as sum of $W$-admissible representations. Identifying $G/H$ via $\Phi$ with $S^1$, the holomorphic discrete series representations are the characters

\[ \Phi_n : S^1 \to \mathbb{C}, \quad z \mapsto z^n, \quad n \in \mathbb{Z}. \]

All these functions have obviously a holomorphic continuation to $\Xi(C^o)$. Checking which of these representations are $W$-admissible, we get the condition $n \geq 0$, proving Theorem 3.5(5) for this case.

4. Characterization of $\Phi(G/H)$.

The Weyl group for the root system $\Delta(t_{1\mathbb{C}}, t_{1\mathbb{C}})$ of compact roots acts by permutations on the positive noncompact roots $\Delta^+(p_{1\mathbb{C}}, t_{1\mathbb{C}})$. Therefore

\[ \rho_{1,n} := \frac{1}{2} \sum_{\alpha \in \Delta^+(p_{1\mathbb{C}}, t_{1\mathbb{C}})} \dim_{\mathbb{C}} g_{1\mathbb{C}, \alpha} \alpha \in i t_{1\mathbb{C}}^* \]

is zero on the orthogonal complement of $\mathfrak{z}(t_1)$ in $t_1$. We define $\Delta_1 := \Delta(g_{1\mathbb{C}}, t_{1\mathbb{C}})$ and the positive roots $\Delta^+_1$ by restricting the roots $\Delta^+(g_{1\mathbb{C}}, t_{1\mathbb{C}})$.
to $t_{1C}^-$. Since $(g_1, t_1, \theta)$ is assumed to be Hermitian symmetric of tube type, and, by abuse of notation, identifying the strongly orthogonal roots $\gamma_i$ with elements of $(t_{1C}^-)^*$, by the Theorem of Moore ([H78, p. 528] or [H94, p. 460])

$$\Delta_1 = \left\{ \frac{1}{2}(\gamma_i + \gamma_j) \mid 1 \leq i \leq j \leq r \right\} \cup \left\{ \frac{1}{2}(\gamma_i - \gamma_j) \mid 1 \leq i < j \leq r \right\}.$$ 

Thereby the positive noncompact roots are

$$\Delta_{1,n}^+ = \left\{ \frac{1}{2}(\gamma_i + \gamma_j) \mid 1 \leq i \leq j \leq r \right\},$$

the root spaces $g_{1C,\gamma_i}$ are one dimensional, and root spaces corresponding to roots $\frac{1}{2}(\gamma_i \pm \gamma_j)$, $i \neq j$, have all the same dimension $d$. As the restriction of a noncompact root to $t_{1C}^-$ is always nonzero, we get immediately

$$\rho_{1,n} = \frac{1}{2} \left( 1 + \frac{d(r - 1)}{2} \right) (\gamma_1 + \ldots + \gamma_r).$$

For the moment we prefer to work with another Cartan algebra then $t_1$. Therefore, let $t_{1C}^+$ be the orthogonal complement of $t_{1C}^-$ in $t_1$, then the Cayley transform is the identity on $t_{1C}^+$ and maps $t_{1C}^-$ onto $a_{pC}$. For $\alpha \in \Delta(g_{1C}, t_{1C})$ we define the Cayley transformed root $\alpha^c$ by

$$\alpha^c := \alpha \circ \text{Ad}(c^{-1}) \in \Delta(g_{1C}, t_{1C}^+ + a_{pC}) =: \Delta_{1}^c,$$

and the positive system $\Delta_{1}^{c,+}$ by the transformed roots of $\Delta^+(g_{1C}, t_{1C})$.

We define

$$\rho_+ := \text{Ad}(c^{-1})^{*}\rho_{1,n} = \frac{1}{2} \left( 1 + \frac{d(r - 1)}{2} \right) (\gamma_1^c + \ldots + \gamma_r^c) \in (t_{1C}^+ + a_{pC})^*,$$

which is zero on the orthogonal complement of $CX^0$. We denote by $(\pi_m, V_m)$ the irreducible finite-dimensional representation of $G_{1C}$ with lowest weight $-m\rho_+$, if it exists.

We will need the Riemannian dual algebra $g_1^d$ associated to $(g_1, g, \sigma)$ for the proof of the next proposition

$$g_1^d := \mathfrak{t}_1 \cap g + i(p_1 \cap g) + p_1 \cap q_1\sigma + i(\mathfrak{t}_1 \cap q_1\sigma).$$

The involution $\sigma$ restricted to $g_1^d$ is a Cartan involution. Hence $\mathfrak{t}_1^d := \mathfrak{t}_1 \cap g + i(p_1 \cap g)$ is a maximal compactly embedded subalgebra of $g_1^d$ and the corresponding orthogonal complement is

$$p_1^d := p_1 \cap q_1\sigma + i(\mathfrak{t}_1 \cap q_1\sigma).$$

Let $\mathfrak{a} \subset \mathfrak{t}_1 \cap q_1\sigma \cap 3g_1(b)$ be maximal abelian, then $a^d := i\mathfrak{a} + b$ is maximal abelian in $p_1^d$. For the root system $\Delta_{1}^d := \Delta(g_1^d, a^d)$ we choose the positive roots $\Delta_{1}^{d,+} := \Delta^+(g_1^d, a^d)$ compatible with $\Delta^+(g_1^d, b) = \Delta^+(g_1, b) = \{\alpha|_b \mid \alpha \in \Delta_{1}^{c,+}, \alpha|_b \neq 0\}$. 


 Proposition 4.1. Let the notation be as above, then the following holds:

1. There exists an irreducible finite-dimensional representation \((\pi_2, V_2)\) of \(G_{1C}\) with lowest weight \(-2\rho_+\).
2. Assume that \(g_1 \neq sp(2n, \mathbb{R})\), \(so(2, 2k + 1)\), \(n, k \geq 1\). Then there exists an irreducible finite-dimensional representation \((\pi_1, V_1)\) of \(G_{1C}\) with lowest weight \(-p_+\).
3. The weight space \(V_{m,-m_\rho^+}\) is left pointwise fixed by the identity component of \(M'_C\), where \(M'_C\) is defined by the Langlands decomposition \(P' \simeq M' \times \exp(\mathbb{R}X^0) \times G^1_{1n'}\). For \(m = 4\) it is fixed pointwise by \(M'_C\) and, if \(g_1 \neq sp(2n, \mathbb{R})\), \(so(2, 2k + 1)\), \(n, k \geq 1\), the same is true for \(m = 2\).
4. There is a \(m \in \{1, 2, 4, 8\}\) such that \(\pi_m\) is \(G_C\)-spherical. In this case, let \((\cdot, \cdot)\) be a scalar product, invariant under the analytic subgroup to \(\mathfrak{e}_1 + i\mathfrak{p}_1\), then we can choose \(v_m \in V_{m,-m_\rho^+}\) and \(\xi_m \in V^G_C\) such that \((v_m, \xi_m) = 1\).

Proof. (1), (2) The first two assertions are [ÓO99, Theorem 2.6].

3. Let \(\tilde{a}\) be the orthogonal complement of \(\mathbb{R}X^0\) in \(a_p\) and \(\Delta_0 := \{\alpha \in \Delta_1^c | \alpha(X^0) = 0\}\) then

\[m_C = t^{+}_{1C} + \tilde{a}_C + \sum_{\alpha \in \Delta_0} g_{1C, \alpha}.\]

Every lowest weight vector is invariant under \(t^{+}_{1C} + \tilde{a}\) and elements of root spaces \(g_{1C, \alpha}\) with \(-\alpha \in \Delta_1^{c^+}\). By the invariance of the weights under the Weyl group, for \(\alpha \in \Delta_1^{c^+}\), \(\langle \alpha, \rho_+\rangle = 0\) the weight space to \(-m_\rho^+ + \alpha = s_\alpha(-m_\rho^+ - \alpha)\) is trivial, hence \(m_C\) operates trivial on \(V_{m,-m_\rho^+}\). By the Theorem of Helgason \(\pi_m(M_{min})\), with \(M_{min} := Z_{K_1}(a_p)\), leaves the weight space pointwise fixed if and only if \(\frac{\langle m_\rho^+, \alpha \rangle}{\langle \alpha, \alpha \rangle} \in \mathbb{Z}^+\) for all \(\alpha \in \Delta_1^{c^+}\). For \(\alpha = \gamma_j^c\) this quotient is \(\frac{m}{2}\left(1 + \frac{d(r-1)}{2}\right)\), for \(\alpha = \frac{1}{2}(\gamma_j^c + \gamma_j^c)\) it is \(m\left(1 + \frac{d(r-1)}{2}\right)\), and for \(\alpha = \frac{1}{2}(\gamma_j^c - \gamma_j^c)\) it vanishes. This proofs the invariance under \(M_{min}\), for \(m\) as in the assertion, by looking at the possible combinations for \(d\) and \(r\) ([H78, p. 530ff] or the table in [ÓO99]). By \(M_C = M_{min}(exp(m_C))\) the result now follows.

4. By Helgason’s Theorem \(\pi_m\) is \(G_C\)-spherical if and only if

\[\frac{\langle m_\rho^+, \alpha \rangle}{\langle \alpha, \alpha \rangle} \in \mathbb{Z}^+, \quad \forall \alpha \in \Delta_1^{d^+}.\]

By definition \(2\rho_{1,n}|b\) is a linear combination of elements of \(\Delta_1^{d^+}(p_{1C}, b)\) with positive integer coefficients. Therefore \(2\rho_+\) is a linear combination with positive integer coefficients of elements of \(\Delta_1^{d^+}(g_1, b)\). Now by [B88, p. 362]
the system $\Delta(g_1, b)$ is a root system in the axiomatic sense such that

$$2 \frac{\langle 2\rho_+, \bar{\alpha} \rangle}{\langle \bar{\alpha}, \alpha \rangle} \in \mathbb{Z} \quad \text{for} \quad \bar{\alpha} \in \Delta(g_1, b).$$

For $\bar{\alpha} := \alpha|_b$, with $\alpha \in \Delta^d_1$, and $\bar{\alpha} \neq 0$ by [Ó87, Lemma 2.3] we have

$$\langle \alpha, \alpha \rangle = n\langle \bar{\alpha}, \bar{\alpha} \rangle, \quad n \in \{1, 2, 4\},$$

and $2\alpha \in \Delta^d_1$ if $n = 4$. Since a root $2\alpha$ gives a more severe restriction then $\alpha$ we can assume $n \in \{1, 2\}$, which implies the first assertion. The second assertion then is a consequence of the proof of Helgason’s Theorem [H84, p. 534ff].

**Example.** We consider the causal compactification of $SO(2, n)/SO(1, n)$, as treated in [B97, Example 3.3]. Here $G_1 = SO(2, n + 1)$, i.e.,

$$G_1 = \left\{ \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in SL(n + 3, \mathbb{R}) \left| t^A A - t^C C = I, \quad t^A B = t^C D \right. \right\},$$

with Cartan involution $\theta(g) = t^g^{-1}$, $X^0 = 2(E_{1,n+3} + E_{n+3,1})$, and

$$\sigma = \text{Ad} \begin{pmatrix} \text{id}_{n+2} & 0 \\ 0 & -1 \end{pmatrix}.$$

Then $q_{1}\sigma$ consists of matrices with nonzero entries only in the last row respectively column such that $b = \mathbb{R}X^0$ is maximal abelian in $p_1^d$, i.e., $a^d = b$. For the Riemannian dual algebra $g_1^d$ we get therefore, restricting the roots of $\Delta^+(g_1, a_p) = \{\gamma^c_1, \gamma^c_2, \frac{1}{2}(\gamma^c_1 \pm \gamma^c_2)\}$ to $b$, the positive system $\Delta^+(g_1^d, b) = \Delta^+(g_1, b) = \{\frac{1}{2}(\gamma^c_1 + \gamma^c_2)\}$. By Helgason’s Theorem, applied to $(g_1^d, b)$, the condition for $\pi_m$ to be $G$-spherical is now

$$m \left( 1 + \frac{d(r-1)}{2} \right) \in \mathbb{Z}^+. $$

For our $g_1$, here $r = 2$ and $d = n - 1$ ([H78, p. 530ff] or the table in [ÓÓ99]) such that $\pi_2$ is always $G$-spherical, whereas $\pi_1$ only for $n$ odd.

In a similar fashion one calculates the minimal $m$’s for the other causal compactifications as given in the following table. Here $p$ and $q$ are nonnegative integers with $p + q = n$. In the case $(so(2, q) \oplus so(p + 1), \ so(1, q) \oplus o(p), \ so(2, n + 1))$ we also assume that $p \geq 2$: 

$$m \left( 1 + \frac{d(r-1)}{2} \right) \in \mathbb{Z}^+.$$
For $G_1$ we define $P_1^\pm$, $K_1^\mathbb{C}$, and the functions $p_1^\pm$ and $k_1^\mathbb{C}$ in the same manner as for $G$. Since the map $P_1^+ \times K_1^\mathbb{C} \times P_1^- \to G_1^\mathbb{C}$, $(p^+, k, p^-) \mapsto p^+ k p^-$, is a diffeomorphism onto a dense subset we can define
\[
\zeta_1 : P_1^+ K_1^\mathbb{C} P_1^- \to p_1^+ \quad g \mapsto \exp^{-1} p_1^+(g).
\]
We will use the Harish-Chandra realization $D_1 := \zeta_1(GK_1^\mathbb{C} P_1^-)$ of $G_1/K_1$ in $p_1^+$ and $\zeta_1$ to state our results in a particularly nice form and note therefore:

**Proposition 4.2.** In the Harish-Chandra realization $\hat{S}_1 = \zeta_1(G_1^\mathbb{C})$ and the image $\Phi(G/H)$ of the causal compactification is given by $\zeta_1(Gc)$.

**Proof.** The first assertion is [KW65, Theorem 3.6], the second then follows from Theorem 2.3. \qed

To avoid a clumsy notation we will assume from now on, using the Proposition, that $\Phi(G/H) \subset p_1^+$. Define the canonical cocycle
\[
J_1(g, z) = J_1^1(g, z) := k_1^\mathbb{C}(g \exp z)_{2p_1, n},
\]
where \((\cdot)^{2^{p_1,n}}\) is the central character of \(K_{1\mathbb{C}}\) defined by \(2^{p_1,n}\). More general, assume \(m \geq 1\) such that \((\pi_m, V_m)\) exists then
\[
J_1^{m/2}(g, z) := k_{1\mathbb{C}}(g \exp z)^{m^{p_1,n}}
\]
is defined. If \((\pi_m, V_m)\) is \(G\)-spherical define
\[
\psi_m : p_1^+ \to \mathbb{C}, \quad z \mapsto (\pi_m(\exp(z)c^{-1})v_m|\xi_m).
\]

**Theorem 4.3.** Assume \(m \geq 1\) such that \((\pi_m, V_m)\) exists and is \(G\)-spherical. Then the function \(\psi_m(z)\) is holomorphic on \(p_1^+\) and has the following properties:

1. \(\Phi(G/H) = \{z \in S_1 \mid \psi_m(z) \neq 0\}\).
2. For \(g \in G_1\), \(z \in p_1^+\), such that \(g \cdot z\) is defined, we have
\[
\psi_m(g \cdot z) = J_1^{m/2}(g, z) \psi_m(z).
\]

**Proof.** (1) For \(z = \zeta_1(gc) \in S_1\), with \(g \in G_1\), we have
\[
\psi_m(z) = (\pi_m(p_1^+ gc) c^{-1})v_m|\xi_m) = (\pi_m(gc p_1^+ gc) k_{1\mathbb{C}}(gc)^{-1}c^{-1})v_m|\xi_m).
\]
Since \(\text{Ad}(c)iZ^0 = \frac{1}{2}X^0\), the Cayley transformed group \(\text{Ad}(c)(K_{1\mathbb{C}}P_{1}^-)\) is \(P_{1}^c\), where we denote by \(\text{Ad}(c)\) the inner automorphism \(x \mapsto cxc^{-1}\) of \(G_{1\mathbb{C}}\). In \([B97]\) it is shown that \(GP'\) is the only open \((G, P')\)-double coset in \(G_1\). Then by \([BD92, \text{Lemme 4}]\) we have \((\pi_m(gp)v_m|\xi_m) \neq 0\), for \(p \in P_{1}^c\), if and only if \(g \in G\). (As \(M'/M_0'\) is finite, and using that every component contains an element of the form \(\exp i\lambda X^0\), the cited result is still valid with obvious modifications in its proof, even if \(v_m\) is not \(M_{1\mathbb{C}}\)-fixed. Note also, that we use a lowest weight vector \(v_m\), since the nilradical \(q_{1\mathbb{R}}\) of our parabolic algebra \(p'\) is the sum of root spaces for negative roots.)

(2) Since \(p_1^+\) is \(K_{1\mathbb{C}}\)-invariant and mapped by \(\text{Ad}(c)\) onto \(q_{1\mathbb{R}_{1\mathbb{C}}}\), we have
\[
\psi_m(g \cdot z) = (\pi_m(g \exp z p_1^- (g \exp z)^{-1}k_{1\mathbb{C}}(g \exp z)^{-1}c^{-1})v_m|\xi_m)
\]
\[
= (\pi_m(\exp z p_1^- (g \exp z)^{-1}k_{1\mathbb{C}}(g \exp z)^{-1}c^{-1})v_m|\pi_m(\theta(g)^{-1}) )v_m|\xi_m)
\]
\[
= (\pi_m(\exp z k_{1\mathbb{C}}(g \exp z)^{-1}c^{-1}\text{Ad}(ck_{1\mathbb{C}}(g \exp z))(p_1^- (g \exp z)^{-1}))v_m|\xi_m)
\]
\[
= (\pi_m(\exp z c^{-1}\text{Ad}(c)(k_{1\mathbb{C}}(g \exp z)^{-1}))v_m|\xi_m)
\]
\[
= J_1^{m/2}(g, z)(\pi_m(\exp zc^{-1})v_m|\xi_m).
\]

\(\square\)

**Example.** We want to describe the causal compactification for \(G/H\) of Cayley type. Let \(G_1 = G \times \tilde{G}\), with \(\tilde{G} \subset \tilde{G}_C\) simply connected and \((\tilde{g}, \tilde{t}, \tilde{\theta})\) Hermitian symmetric of tube type. With \(\sigma(g, h) := (h, g)\) the fixpoint group \(G\) of this involution is isomorphic to \(\tilde{G}\). For \(\tilde{a}_p \subset \tilde{p}\) maximal abelian and
\[ \theta = \bar{\theta} \times \bar{\theta}, \text{we have } a_p = \bar{a}_p \times \bar{a}_p \text{ and } b = \{(X, -X) \mid X \in \bar{a}_p\}. \] With \( \Delta := \Delta(\bar{g}, \bar{a}_p) \) we can define \( \bar{\rho}_+ \) and get then \( \rho_+ = (\bar{\rho}_+, -\bar{\rho}_+) \). Given \((\bar{\pi}_m, \bar{V}_m)\), a representation of \( \tilde{G}_C \) with lowest weight \(-m\rho_+\), the representation \( \pi_m := \bar{\pi}_m \otimes \bar{\pi}_m \), where \( \bar{\pi}_m \) is the contragredient representation to \( \pi_m \), has lowest weight \(-m\rho_+\). Moreover every such representation has the \( G \)-fixed vector \( \sum w_i \otimes w_i^* \), where \( \{w_i \mid i = 1, \ldots, \dim \bar{V}_m\} \) is a base of \( \bar{V}_m \) and \( \{w_i^*\} \) its dual. We have now \( c = (\bar{c}, \bar{c}^{-1}) \) and for \((z, w) \in \mathfrak{p}_1^+ \):

\[
\psi_m((z, w)) = \left( \pi_m(\exp z \bar{c}^{-1}) \otimes \pi_m(\exp w \bar{c}) \cdot \bar{v}_m \otimes \bar{v}_m^* \right) \sum w_i \otimes w_i^* \]

\[
= \left( \pi_m((\exp w \bar{c})^{-1} \exp z \bar{c}^{-1}) \otimes 1 \cdot \bar{v}_m \otimes \bar{v}_m^* \right) w_i \otimes w_i^* \]

\[
= (\pi_m(\bar{c}^{-1} \exp(z - w)\bar{c}^{-1}) v_m | v_m) \]

\[
= (\pi_m(\bar{c}^{-2} \exp(z - w)) \bar{\pi}_m(\bar{c}^{-1}) v_m | \bar{\pi}_m(\bar{c}^{-1}) v_m). \]

Here we used \( \mathfrak{t}_1^+ + \bar{a}_p \) as a Cartan algebra contrary to \( \mathfrak{t}_1^+ + \tilde{t}^{-} \) used in [ÓO99]. Therefore the lowest weight vectors are related by the Cayley transform and our \( \psi_m \) is the same function as those constructed in [ÓO99].

5. Some \( L^2 \)-isometries.

We know that \( \Phi(G/H) \subset \hat{S}_1 \) is open and dense. In this section we relate the \( L^2 \)-spaces with respect to invariant measures on these manifolds. The following results can be found in [ÓO99]:

For \( \hat{S}_1 \) in the Harish-Chandra realization the quasi-invariant measure is given by

\[
\int_{\hat{S}_1} f(z) \, d\mu(z) = \int_{K_1/\hat{K}_1 \cap Z_{G_\mathfrak{t}}(X^0)} f(k \cdot \zeta_1(c)) \, dk.
\]

With \( P' = Z_{G_\mathfrak{t}}(X^0)Q_{1\eta}^- \) we can decompose every \( g \in G_1 \) in the form

\[ g = k_1(g) h(g) q^{-}(g), \]

where \( k_1(g) \in K_1, h(g) \in Z_{G_\mathfrak{t}}(X^0), \) and \( q^{-}(g) \in Q_{1\eta}^- \). To \( z \in \hat{S}_1 \) choose \( k \in K_1 \) such that \( z = k \cdot \zeta_1(c) \) and define

\[ J_R(g, z) := h(gk)^{2\rho_+} = \det \left( \Ad(h(gk))_{q_{1\eta}^-} \right)^{-1}, \]

then

\[
\int_{\hat{S}_1} f(g \cdot z) J_R(g, z) \, d\mu(z) = \int_{\hat{S}_1} f(z) \, d\mu(z)
\]

and the relation

\[ k_{1\mathfrak{c}}(g \exp z)^{2\rho_{1,n}} = k_1(gk)^{2\rho_{1,n}} k^{-2\rho_{1,n}} h(gk)^{2\rho_+} \]

holds. Note that the two first factors on the right hand side have modulus one by the compactness of \( K_1 \).
For \( k_{1C} \) we also have the cocycle property

\[
k_{1C}(gh \exp z) = k_{1C}(g \exp (h \cdot z)) k_{1C}(h \exp z),
\]

which gives

\[
J_1^{m/2}(gh, z) = J_1^{m/2}(g, h \cdot z) J_1^{m/2}(h, z)
\]

when \( J_1^{m/2} \) is defined. The following theorem now follows from the cocycle property for \( J_1(\cdot, \cdot) \).

**Theorem 5.1.** (1) The \( G \)-invariant measure on \( \Phi(G/H) \subset \tilde{S}_1 \) is up to normalization given by

\[
\int_{\tilde{S}_1} f(z) |\psi_m(z)|^{-2/m} d\mu(z).
\]

(2) A unitary representation of \( G_1 \) in \( L^2(\tilde{S}_1) \) is given by

\[
(\lambda_0(g)f)(z) := \sqrt{|J_1(g^{-1}, z)|} f(g^{-1} \cdot z).
\]

(3) Identify \( G/H \) with \( \zeta_1(\Phi(G/H)) \) and let \( \lambda \) denote the left regular representation on \( G/H \), then \( f \mapsto f|\psi_m|^{1/m} \) is a \( G \)-equivariant isometry of \( (L^2(\tilde{S}_1), \lambda_0|G) \) onto \( (L^2(G/H), \lambda) \).

If \( g_1 \neq \mathfrak{sp}(2n, \mathbb{R}), \mathfrak{so}(2, 2k + 1) \), the holomorphic square root \( \sqrt{J_1} = J_1^{1/2} \) is well-defined. We get then in the same way as the preceding theorem.

**Theorem 5.2.** (1) If \( g_1 \neq \mathfrak{sp}(2n, \mathbb{R}), \mathfrak{so}(2, 2k + 1) \), then

\[
(\lambda_1(g)f)(z) := \sqrt{J_1(g^{-1}, z)} f(g^{-1} \cdot z)
\]

is a unitary representation of \( G_1 \) in \( L^2(\tilde{S}_1) \).

(2) If further \( \pi_1 \) is \( G \)-spherical then \( f \mapsto f|\psi_1| \) is a \( G \)-equivariant isometry of \( (L^2(\tilde{S}_1), \lambda_1|G) \) onto \( (L^2(G/H), \lambda) \).

In the general case, to define the roots \( \sqrt{J_1(\cdot, \cdot)} \) and \( \sqrt{\psi_m} \), we have to replace \( G_1 \) and \( \Phi(G/H) \) by appropriate coverings. For

\[
\tilde{D} := \{ z \in D_1 \mid \psi_m(z) \neq 0 \},
\]

which is independent of \( m \) by the last section, define a \( m \)-fold covering by

\[
\tilde{\tilde{D}} := \{ (z, x) \in D \times \mathbb{C} \mid \psi_m(z) = x^m \}.
\]

We define then a holomorphic \( m \)-th root \( \sqrt[m]{\psi_m} \) on \( \tilde{\tilde{D}} \) by

\[
\sqrt[m]{\psi_m} : \tilde{\tilde{D}} \to \mathbb{C} \quad (z, x) \mapsto x.
\]

In the same manner we define a double covering \( \tilde{G}_1 \) of \( G_1 \) such that \( \sqrt{J_1(\cdot, \cdot)} \) is defined on \( \tilde{G}_1 \times \tilde{D}_1 \) and equal to 1 on \( [K_1, K_1] \times \{0\} \). More general, as the Ol’shanski semigroup \( \Gamma_1(W_k) \) is homeomorphic to \( G_1 \times iW_k \) and \( \Gamma_1(W_k) \subset \{ \gamma \in G_1C \mid \gamma^{-1}D_1 \subset \tilde{D}_1 \} \) ([HÖOH91]), there is a double
covering $\tilde{\Gamma}_1(W_k)$ with $\sqrt{J_1(\cdot, \cdot)}$ defined on $\tilde{\Gamma}_1(-W_k) \times D_1$ and holomorphic on $\tilde{\Gamma}_1(-W_k)^o \times D_1$.

Let $\kappa : \tilde{\Gamma}_1(-W_k) \to \Gamma_1(-W_k)$ be the canonical projection, then the covering semigroup operates on $D_1$ by projecting first with $\kappa$. Moreover the cocycle relation

$$\sqrt{J_1(\tilde{\gamma} \tilde{\delta}, z)} = \sqrt{J_1(\tilde{\gamma}, \tilde{\delta} \cdot z)} \sqrt{J_1(\tilde{\delta}, z)},$$

with $\tilde{\gamma}, \tilde{\delta} \in \tilde{\Gamma}_1(-W_k)$ and $z \in D_1$ is still valid. Let $\tilde{\Gamma}(\pm W) := \kappa^{-1}(\Gamma(\pm W)) \subset \tilde{\Gamma}_1(\pm W_k)$ be the set lying above $\Gamma(\pm W)$ then by Theorem 4.3 we get the $\Gamma(-W)$- respectively $\tilde{\Gamma}(-W)$-invariance of $D \subset D_1$. We have an operation of $\tilde{\Gamma}(\pm W)$ respectively $\tilde{\Gamma}$ on $\tilde{D}$ by setting

$$\tilde{\gamma} \cdot (z, x) := (\tilde{\gamma} \cdot z, \sqrt{J_1(\tilde{\gamma}, z)} x).$$

Therefore we can define as usual the left action $\tilde{\lambda}$ by

$$\tilde{\lambda}(\tilde{\gamma}) f(z, x) := f(\tilde{\gamma}^{-1} \cdot (z, x))$$

for functions defined on $\tilde{D}$.

For $X \subset D$ let $\tilde{X} \subset \tilde{D}$ be the subset lying above $X$.

**Definition.** Let $X \subset D$ and $f : \tilde{X} \to \mathbb{C}$ be a function.

(1) The function $f$ is odd if $f(z, \xi x) = \xi f(z, x)$ for all $m$-th roots of unity $\xi$ and $(z, x) \in \tilde{X}$.

(2) The function $f$ is even if $f(z, \xi x) = f(z, x)$ for all $m$-th roots of unity $\xi$ and $(z, x) \in \tilde{X}$.

Every even function corresponds to a unique function on $X$ and, by abuse of notation, we will denote both by the the same letter. We note also that we have a $G$-invariant measure on $\widehat{G/H}$, defined as the pullback of the $G$-invariant measure on $G/H$ (and normalized by $m^{-1}$). Therefore the $L^2$-space of odd functions $L^2_{\text{odd}}(\widehat{G/H})$ is a well-defined object.

With these definitions the proof of the last theorem can be generalized now and we get:

**Theorem 5.3.** (1) We have a unitary representation of $\tilde{G}_1$ in $L^2(\tilde{S}_1)$ given by

$$(\tilde{\lambda}_1(\tilde{g}) f)(z) := \sqrt{J_1(\tilde{g}^{-1}, z)} f(\tilde{g}^{-1} \cdot z).$$

(2) If $\pi_m$ is $G$-spherical then $L^2(\tilde{S}_1, \tilde{\lambda}_1|_{\tilde{G}}) \to L^2_{\text{odd}}(\widehat{G/H}, \tilde{\lambda})$, $f \mapsto f \sqrt{\psi_m}$, is a surjective $\tilde{G}$-equivariant isometry.
6. Characterization of $\Phi(\Xi(C^0))$.

Remember that $D_1 = \zeta_1(G_1 K_{1C} P_{1}^-)$ is the Hermitian symmetric space in the Harish-Chandra realization. Since $b \subset q_{1 \sigma} \cap p_{1}$ is maximal abelian, we have $G_1 = G \exp(b) K_1$. This, together with Proposition 2.4(1), gives now

$$D_1 = G \cdot \left\{ \sum x_j E_j' \mid |x_j| < 1 \right\}$$

by a $\mathfrak{sl}(2)$-calculation, cf. [H78, p. 387].

**Proposition 6.1.**

(1) $\Phi(\Xi(C^0)) = \{ z \in D_1 \mid \psi_m(z) \neq 0 \}$.

(2) There is a constant $c \neq 0$ such that

$$\psi_m \left( \sum x_j E_j' \right) = c \prod x_j m_{p_{1,n}}(H_j'j'/2) = c \prod x_j \left( 1 + \frac{d(\tau - 1)}{2} \right)^{\sum \lambda_j'j}.$$

**Proof.** First we note that $\Gamma(-W^o)Z_{G_{1C}}(X^0) = G \exp(-iC^0)Z_{G_{1C}}(X^0)$, which can be proven as in [HÓO91, Prop. 1.4]. Using this, we get

$$\Phi(\Xi(C^0)) = \zeta_1(\Gamma(-W^o) \cdot c) = \zeta_1(G \exp(-i(a \cap C^0)) \cdot c),$$

since $H \subset Z_{G_{1C}}(X^0) \subset \text{Stab}_{G_{1C}}(c) = P_{1C}$ and using Proposition 2.4(5). By a $\mathfrak{sl}(2)$-calculation

(\ast \ast) \quad \exp(\lambda H_j) \cdot E_k = \begin{cases} E_k, & \text{if } j \neq k, \\ e^{2\lambda} E_k, & \text{if } j = k, \end{cases}

and, as $\zeta_1(c) = -\sum E_j = -\sum E_j'$, we finally get from Proposition 2.4(1) and (6) that

$$\Phi(\Xi(C^0)) = G \cdot \left\{ \sum x_j E_j' \mid 0 < |x_j| < 1 \right\} \subset D_1.$$

Conversely, to determine the set $\{ z \in D_1 \mid \psi_m(z) \neq 0 \}$ by Theorem 4.3 it is enough to consider $\{ \psi_m(\sum x_j E_j') \mid |x_j| < 1 \}$. Using Proposition 2.4(1) we can calculate $\psi_m(\sum x_j E_j')$ via $\mathfrak{sl}(2)$-reductions. Thus we assume for the moment $G_{1C} = SL(2, \mathbb{C})$,

$$E_j' = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad E_{-j'} = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad \text{and } H_j' = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},$$

for $j'$ fixed. Then $G_{1C}^\sigma \exp(\mathbb{C}X_{j'}')Q_{1_{1C}}^+ \subset G_{1C}$ is open and dense, defining a $r_{j'} \in \mathbb{C}$ by $\exp(x_j E_j')c^{-1} \in G_{1C}^\sigma \exp(r_{j'} X_{j'}')Q_{1_{1C}}^+$ for almost all $x_j$. To determine $r_{j'}$, choose $(X|Y) := \text{tr}(XY^*)$ as an invariant scalar product on $\mathfrak{g}_{1C}$ and $v \in q_{1_{1C}}^+$ nonzero. Let $g \in G_{1C}^\sigma$ and $q \in Q_{1_{1C}}^-$ be chosen such that $\exp(x_j E_j')c^{-1} = g \exp(r_{j'} X_{j'}')q$. Then we have

$$(\exp(x_j E_j')c^{-1})^{-1} \sigma(\exp(x_j E_j')c^{-1}) = q^{-1} \exp(-2x_j X_{j'}')\sigma(q)$$
and consequently, using \( \sigma(Q_{17\eta C}) = \theta(Q_{17\eta C}) = Q_{17\eta C}^\tau \), we get
\[
(\text{Ad } (\exp(x_j E_{j'} c^{-1}) \sigma(\exp(x_j E_{j'} c^{-1}) v|v)) = e^{-4r_j' (v|v)}.
\]
Inserting the appropriate matrices it follows easily \( r_j' = -\frac{1}{2} \log 2x_j' \) and further
\[
\psi_m \left( \sum x_j E_{j'} \right) = \left( \prod_j e^{-m \rho_+(r_j X_{j'})} \right) (v_m | \xi_m) = c \prod_j x_j^{\frac{m}{2} (1 + \frac{d(r_j-1)}{2})} \lambda_j'.
\]

**Remark.** Using \( C = \text{Ad}(H)(a \cap C) \) together with \( a \cap C = -\sum \mathbb{R}_0^+ iH_j' \) the arguments of the proof show that \( \Xi(C) \subset \mathcal{D} \).

### 7. Some Hardy space isometries.

The classical Hardy space for \( G_1 \) respectively the covering group \( \tilde{G}_1 \) in case \( g_1 = sp(2n, \mathbb{R}) \), \( so(2, 2k + 1) \), is defined as the Hilbert space
\[
H_{cl} := \left\{ f : D_1 \to \mathbb{C} \mid f \text{ is holomorphic and} \right. \\
\left. \sup_{\{0 < r < 1\}} \int_{K_1} |f(rk \cdot c)|^2 \, dk < \infty \right\}
\]
with \( G_1 \)-action
\[
(\lambda(g)f)(z) := \sqrt{J_1(g^{-1}, z)} f(g^{-1} \cdot z)
\]
respectively \( \tilde{G}_1 \)-action
\[
(\tilde{\lambda}(g)f)(z) := \sqrt{J_1(g^{-1}, z)} f(g^{-1} \cdot z)
\]
([PK94, XIII,3]). By Theorem 5.2(1) respectively Theorem 5.3(1), the operation of taking boundary values is a \( G_1 \)- respectively \( \tilde{G}_1 \)-equivariant isometry into \( L^2(\tilde{S}_1) \).

**Theorem 7.1.** We identify \( \Xi(C^\circ) \) with \( \Phi(\Xi(C^\circ)) \). If \( g_1 \neq sp(2n, \mathbb{R}) \), \( so(2, 2k + 1) \) and \( \pi_1 \) is \( G \)-spherical then \( I : H_{cl} \to H_2(C) f \mapsto f \psi_1|_{\Xi(C^\circ)} \) is a \( G \)-equivariant isometry.

**Proof.** In \( H_2(C) \) the action is given by left translation, i.e., for \( f \in H_{cl} \) we get
\[
(\lambda(g)I(f))(z) = f(g^{-1} \cdot z) \psi_1(g^{-1} \cdot z)
\]
the second equality by Theorem 4.3. The map is also an isometry by Theorem 5.2(2), as taking boundary values is an isometry for the Hardy spaces. \( \square \)
Let us first assume in this case both \( \tilde{m} = 1 \). As stated in Section 3 hold. One proves now in the same manner as the theorem above:

**Theorem 7.2.** If \( \pi_m \) is \( G \)-spherical then
\[
\tilde{I} : H_{cl} \rightarrow \tilde{H}_{2,odd}(C) \ f \mapsto f \sqrt[\varphi_m]{|E(C^o)|}
\]
is a \( \tilde{G} \)-equivariant isometry. Let us look closer at the different cases \( m = 1, 2, 4 \).

**m=1:** In this case both \( \varphi_1 \) and \( \sqrt{J_1} \) exists, so all coverings split in a trivial way. In particular \( L^2_{\text{odd}}(G/H) \simeq L^2_{\text{even}}(G/H) \) and similarly also \( \tilde{H}_{2,odd}(C) \simeq \tilde{H}_{2,even}(C) \simeq H_2(C) \). By the table before Proposition 4.2 the following \((g, h, g_1)\)-triples correspond to this case:

| (su(p, q) \oplus u(p, q), su(p, q), su(n, n)) | n even |
| u(p, q), so(p, q), sp(n, \mathbb{R}) | n even |
| so(2, n - 1) \oplus so(2), so(1, n - 1), so(2, n + 1) | n = 3 (mod 4) |
| so^*(2n), so(n, \mathbb{C}), su(n, n) | n = 3 (mod 4) |
| (2n, \mathbb{R}), (2n, \mathbb{C}), su(2n, 2n) | n even |
| so(2, q) \oplus so(p + 1), so(1, q) \oplus so(p), so(2, n + 1) | n = 3 (mod 4) |
| (g, h, g \times g) for (g, h) of Cayley type | g \neq so(2, 2k+1), sp(2n, \mathbb{R}) |
| (so(2, n), so(1, n), so(2, n + 1)) | n odd |

**m=2:** Let us first assume \( g_1 \neq sp(2n, \mathbb{R}), so(2, 2k+1) \) such that \( \sqrt{J_1} \) exists as a holomorphic function on \( \Gamma_1(-W_k^1) \times D_1 \). Those are the \((g, h, g_1)\)-triples:

| (su(p, q) \oplus u(p, q), su(p, q), su(n, n)) | n odd |
| u(2p, 2q), sp(p, q), so^*(4n)) | n odd |
| u(p, q), so(p, q), sp(n, \mathbb{R}) | n odd |
| so(2, n - 1) \oplus so(2), so(1, n - 1), so(2, n + 1) | n = 1 (mod 4) |
| (\epsilon_{6(-14)} \oplus so(2), \epsilon_{4(-20)}, \epsilon_{7(-25)}) | n = 1 (mod 4) |
| so^*(2n) \oplus so^*(2n), so^*(2n), so^*(4n)) | n odd |
| so(2, q) \oplus so(p + 1), so(1, q) \oplus so(p), so(2, n + 1) | n = 1 (mod 4) |

Let \( E := \sum E_j = -\zeta_1(c) \). By the equation
\[
\psi_2(g \cdot z) = J_1(g, z) \psi_2(z)
\]
and the fact that $\Gamma(-W)$ acts transitively on $\Xi(C)$ we can define a global square root of $\psi_2$ on $\Xi(C)$ by

$$\sqrt{\psi_2}(z) := \sqrt{J_1(\gamma^{-1}, -E)},$$

with $\gamma$ chosen such that $z = \gamma^{-1} \cdot (-E)$. Clearly this square root is holomorphic on $\Xi(C_o)$.

**Lemma 7.3.** For

$$\Xi(C)_+ := \left\{ \left( \gamma \cdot (-E), \sqrt{J_1(\gamma, -E)} \right) \mid \gamma \in \Gamma(-W) \right\}$$

and

$$\Xi(C)_- := \left\{ \left( \gamma \cdot (-E), -\sqrt{J_1(\gamma, -E)} \right) \mid \gamma \in \Gamma(-W) \right\}$$

we have:

1. $\Xi(C)_+ = \Gamma(-W) \cdot (-E, 1)$ and $\Xi(C)_- = \Gamma(-W) \cdot (-E, -1)$.
2. $\Xi(C) = \Xi(C)_+ \cup \Xi(C)_-$ and the canonical projection $\kappa_2 : \Xi(C)_+ \to \Xi(C)$ is a diffeomorphism, biholomorphic on $\Xi(C)_o$.

**Proof.** It is clear that $\Xi(C)_+, \Xi(C)_- \subset \Xi(C)$ and that $\Xi(C)_+ \cap \Xi(C)_- = \emptyset$.

Let $\xi = (z, x) \in \Xi(C)$ and $\gamma \in \Gamma(-W)$ such that $z = \gamma \cdot (-E)$ then

$$x^2 = \psi_2(z) = \psi_2(\gamma \cdot (-E)) = J_1(\gamma, -E) \psi_2(-E) = J_1(\gamma, -E).$$

Thus $\xi = (z, \sqrt{J_1(\gamma, -E)}) \in \Xi(C)_+$ or $\xi = (z, -\sqrt{J_1(\gamma, -E)}) \in \Xi(C)_-$ and in particular $\Xi(C) = \Xi(C)_+ \cup \Xi(C)_-$.

To define the inverse map to $\kappa_2$, choose for $z \in \Xi(C)$ a $\gamma \in \Gamma(-W)$ such that $z = \gamma \cdot (-E)$. Then $\kappa_2^{-1}$ is given by

$$z \mapsto (z, \sqrt{J_1(\gamma, -E)}),$$

which is a holomorphic map on $\Xi(C_o) = \Gamma(-W_o) \cdot (-E)$, since locally we may choose $\gamma$ using a holomorphic section. \qed

The following is now clear:

**Proposition 7.4.** (1) The restriction from $\Xi(C_o)$ to $\Xi(C)_o$ together with the canonical projection $\kappa_2[\Xi(C)_o] : \Xi(C)_o \to \Xi(C)$ induces an isomorphism of $\Gamma(W)$-modules

$$\tilde{H}_{2,\text{odd}}(C) \simeq \tilde{H}_{2,\text{even}}(C) \simeq H_2(C).$$

(2) The restriction from $\tilde{G}/H$ to $G/H := \tilde{G}/H \cap \Xi(C)_+$ together with the canonical projection $\kappa_2[G/H] : G/H \to G/H$ induces an isomorphism of $G$-modules

$$L^2_{\text{odd}}(\tilde{G}/H) \simeq L^2_{\text{even}}(\tilde{G}/H) \simeq L^2(G/H).$$

(3) Taking boundary values in the $L^2$-norm intertwines the $G$-actions on the respective modules.
If \((g, h, g_1) = (so(2, 2k), so(1, 2k), so(2, 2k + 1))\) or \((g, h, g \times g)\) is one of the remaining Cayley type cases the preceding construction does not work. However, using the fact that \(g_1 = g \times g\), for the Cayley type cases it is possible to define a global square root \(\sqrt{J_1(\cdot, \cdot)}\) on \(\Gamma(-W)\). Therefore analogous results to Lemma 7.3 and Proposition 7.4 hold, cf. [ÔÔ99, Lemma 5.5, Lemma 6.5].

\textbf{m=4:} For these cases \(\sqrt{J_1(\gamma, z)}\) does not exists as a globally defined map in the variable \(\gamma \in \Gamma(-W)\), as can be seen from the occurring \(g_1\) for the corresponding \((g, h, g_1)\)-triples:

<table>
<thead>
<tr>
<th>((u(p, q), so(p, q), sp(n, R)))</th>
<th>((so(2, n-1) \oplus so(2), so(1, n-1), so(2, n+1)))</th>
<th>((sp(n, R) \oplus sp(n, R), sp(n, R), sp(2n, R)))</th>
<th>((so(2, q) \oplus so(p+1), so(1, q) \oplus o(p), so(2, n+1)))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n) even</td>
<td>(n) even</td>
<td>(n) even</td>
<td>(n) even</td>
</tr>
</tbody>
</table>

From the equation
\[
\psi_4(\gamma \cdot (-E)) = J_1^2(\gamma, -E) \psi_4(-E) = (J_1(\gamma, -E))^2,
\]
valid for \(\gamma \in \Gamma(-W)\), it follows that we can define a holomorphic square root of \(\psi_4\) on \(\Xi(C)\). But to define the needed function \(\sqrt[4]{\psi_4}\) we have to go to a double covering. By the above, for \((\tilde{\gamma} \cdot (-E), x) \in \tilde{\Xi}(C)\), i.e., \(x^4 = \psi_4(\tilde{\gamma} \cdot (-E))\), we have \(x^2 = \pm J_1(\tilde{\gamma}, -E)\). Therefore we define in this case
\[
\tilde{\Xi}(C)_+ := \{(\tilde{\gamma} \cdot (-E), x) \mid \tilde{\gamma} \in \Gamma(-W), x^2 = J_1(\tilde{\gamma}, -E)\} \subset \tilde{\Xi}(C)
\]
and
\[
\tilde{\Xi}(C)_- := \{(\tilde{\gamma} \cdot (-E), x) \mid \tilde{\gamma} \in \Gamma(-W), x^2 = -J_1(\tilde{\gamma}, -E)\} \subset \tilde{\Xi}(C).
\]
Then \(\tilde{\Gamma}(-W)\) acts on \(\tilde{\Xi}(C)_+\) as subsets of \(\tilde{\Xi}(C) \subset \tilde{D}\) by
\[
\tilde{\gamma} \cdot (z, x) = (\tilde{\gamma} \cdot z, \sqrt{J_1(\tilde{\gamma}, z)} x).
\]
Note that for \(z \in \Xi(C)\) there are two elements \(\tilde{\gamma}, \tilde{\delta} \in \tilde{\Gamma}(-W)\) with \(z = \tilde{\gamma} \cdot (-E) = \tilde{\delta} \cdot (-E)\) and \(\sqrt{J_1(\tilde{\gamma}, -E)} = -\sqrt{J_1(\tilde{\delta}, -E)}\). Using this, the proof of Lemma 7.3 now generalizes word-by-word to give:

\textbf{Lemma 7.5.}

1. \(\tilde{\Xi}(C)_+ = \tilde{\Gamma}(-W) \cdot (-E, 1)\) and \(\tilde{\Xi}(C)_- = \tilde{\Gamma}(-W) \cdot (-E, -1)\).
2. We have
\[
\tilde{\Xi}(C) = \tilde{\Xi}(C)_+ \cup \tilde{\Xi}(C)_-
\]
and the canonical projection \(\kappa_4 : \tilde{\Xi}(C)_+ \to \Xi(C)\) is a double covering, holomorphic on \(\tilde{\Xi}(C)_+\).
We have on $\widetilde{G}/H_+ := \kappa_+^{-1}(G/H)$ the space of $L^2$-functions $L^2(\widetilde{G}/H_+)$ and on $\widetilde{\Xi}(C)_{\omega} = \kappa_+^{-1}(\Xi(C))$ the Hardy space $\widetilde{H}_2(C)_+$, as a space of holomorphic functions defined in the same way as $\widetilde{H}_2(C)$. Using roots of unity we can define the subspaces $L^2_{\text{odd}}(\widetilde{G}/H_+)$ respectively $\widetilde{\Xi}(C)_{\omega}$ of odd functions.

**Proposition 7.6.** (1) The restriction from $\widetilde{\Xi}(C)_{\omega}$ to $\widetilde{\Xi}(C)_{\omega}+$ induces an isomorphism of $\widetilde{\Gamma}(W)$-modules

$$\widetilde{H}_{2,\text{odd}}(C) \simeq \widetilde{H}_{2,\text{odd}}(C)_+.$$ 

(2) The restriction from $\widetilde{G}/H$ to $\widetilde{G}/H_+$ induces an isomorphism of $G$-modules

$$L^2_{\text{odd}}(\widetilde{G}/H) \simeq L^2_{\text{odd}}(\widetilde{G}/H_+).$$ 

The proof is obvious. We can in particular draw the conclusion from those considerations that we will need maximally a double covering of $\Xi(C)$ for identifying the Hardy space.

For the characterization of the image we give first the extension of $\Phi_\delta$ to a function on $\Phi(\Xi(C)) \subset D_1 = G \cdot \{ \sum x_j E_j \}$. 

**Lemma 7.7.** For $g \in G$, define $g = k(g) \exp(p(g))$ by the Cartan decomposition. Let $\{ \nu_{\mu',r} \}$ be a base of weight vectors of $V_\delta$, with $\nu_{\mu',r}$ of weight $\mu'$, and define $a_{\mu',r}$ by $\delta(k) \nu = \sum a_{\mu',r}(k^{-1}) \nu_{\mu',r}$. Identifying $\Xi(C)$ with $\Phi(\Xi(C))$, there is a constant $c \neq 0$ such that

$$ \Phi_\delta \left( g \cdot \sum x_j E_j \right) = c \sum_{\mu',r} a_{\mu',r}(k(g)) \prod_{j'} x_j^{-\mu'(H_{j'}^2)/2} \left\langle \delta \left( f \left( g, \sum x_j E_j \right) \nu_{\mu',r}, \nu_0 \right) \right\rangle ,$$

with

$$ f \left( g, \sum x_j E_j \right) = k_H \left( \text{Ad} \left( \exp \left( -\frac{1}{2} \sum (\log x_j + \pi i) H_{j'} \right) p(g)^{-1} \right) \right)$$

and log the principal branch continued continuously to $-\mathbb{R}^+$ from the upper half plane.

**Proof.** By Equation $(**)$ and Proposition 2.4(1) we have

$$ g \cdot \sum x_j E_j = \zeta_1 \left( g \exp \left( \frac{1}{2} \sum (\log x_j + \pi i) H_{j'} \right) e \right) \cdot$$
Therefore
\[ \Phi_\delta \left( g \cdot \sum x_{j'} E_{j'} \right) \]
\[ = \left( \nu, \bar{\delta} \left( k_H \left( \exp \left( -\frac{1}{2} \sum (\log x_{j'} + \pi i) H_{j'} \right) \right) \right) \right) \nu^0 \]
\[ = \left( \delta(k(g))^{-1} \nu, \bar{\delta} \left( \exp \left( \left( \frac{1}{2} \sum (\log x_{j'} + \pi i) H_{j'} \right) f \left( g, \sum x_{j'} E_{j'} \right) \right) \right) \nu^0 \]
\[ = c \sum_{\mu', r} a_{\mu', r}(k(g)) \prod_{j'} x_{j'}^{-\mu'(H_{j'} / 2)} \left( \delta \left( f \left( g, \sum x_{j'} E_{j'} \right) \right) \right) \nu_{\mu', r}, \nu^0 \right) . \]

\[ \Box \]

For \( f \in H_2(C) \), the inverse map to \( I \) is given by extending the holomorphic function \( f/\psi_1 \) to \( D_1 \). This extension is possible if and only if \( f/\psi_1 \) is locally bounded near \( D_1 \setminus \Xi(C^o) \). By Theorem 3.5(5) it is enough to check this for the generating functions \( f = \Phi_\delta \). Now by Theorem 4.3, Proposition 6.1, and the last lemma
\[ \left( \Phi_\delta / \Psi_1 \right) \left( g \cdot \sum x_{j'} E_{j'} \right) = \sum_{\mu'} \sum_{r} b_{\mu'} \left( g, \sum x_{j'} E_{j'} \right) \prod_{j'} x_{j'}^{-\mu' + \rho_1,n) (H_{j'} / 2)} , \]

where \( b_{\mu'} \) is locally bounded on \( G \times D_1 \).

**Theorem 7.8.** \( H_\delta \subset I(H_d) \iff (\mu + \rho_1,n)(H_{j'}) \leq 0 \) for all \( j' \).

**Proof.** Equating \( \Phi_\delta(\sum x_{j'} E_{j'}) \) by Lemma 7.7, we get the necessary condition \( (\mu' + \rho_1,n)(H_{j'}) \leq 0 \) for all \( \mu' \) with \( a_{\mu', r}(1) \neq 0 \) and \( \langle \nu_{\mu', r}, \nu^0 \rangle \neq 0 \). By [H84, p. 535ff] for the highest weight \( \mu \) of \( \delta \) both \( \nu_{\mu,1} \neq 0 \) and \( \langle \nu_{\mu,1}, \nu^0 \rangle \neq 0 \), showing that the given condition is necessary.

For sufficiency, let \( \mu' \) be a weight of \( (\delta, V_\delta) \) then \( \mu' \in \text{conv}(W(\mathfrak{t}, t) \cdot \mu) \subset i\mathfrak{t}^* \). Applying [B88, Lemma 1.1] to the Lie algebra \( \mathfrak{t}_C \) with involution \(-\sigma\), we can assume \( W(\mathfrak{t}, t) \subset W(\mathfrak{t}_1, t_1) \), where \( W(\mathfrak{t}_1, t_1) \) is the Weyl group of the root system \( \Delta(t_1, t_1) \). As we already have seen \( \rho_1,n \in (\mathfrak{g}(\mathfrak{t}_1)_C)^* \subset (t_1)_C^* \) such that now \( W(t, t) \rho_1,n = \rho_1,n \) and further
\[
(w \cdot \mu + \rho_1,n)(H_{i'}) = w \cdot (\mu + \rho_1,n)(H_{i'}) = (\mu + \rho_1,n)(w^{-1} H_{i'}). \]

We note that \( i(\mathfrak{a} \cap C^o) = \mathbb{R}^+ H_{i'} \subset i\mathfrak{a} \) is the Weyl chamber for the roots \( \Delta^+_1 |a \). Indeed, since \( \gamma_i(H_{j'}) = 2\delta_{i,j} \), we deduce from the Remark following Proposition 2.4 that the co-roots for \( \Delta^+_1 |a \) are the vectors \( \{ \frac{1}{2}(H_{i'} + H_{j'}) | 1 \leq i' \leq j' \leq r(t) \} \). This means that \( i(\mathfrak{a} \cap C^o) \) is the set of all linear combinations of co-roots with positive coefficients, which — together with \( \langle \alpha, \beta \rangle \geq 0 \) for all \( \alpha, \beta \in \Delta^+_1 |a \) — implies the assertion.
Now, as $W(t_1, t_1)$ permutes the noncompact roots, we get
\[ \left( W(t, t)(\Delta^+_{1, n}|a) \right) |a \subset \Delta^+_{1, n}|a. \]
Expressing this with co-roots we get
\[ w^{-1}H^\prime_i \in \sum \mathbb{R}_0^+ H^\prime_j, \] such that by our equation above the given condition is sufficient for the boundedness of $\Phi_\delta/\Psi_1$.

Of course, the same condition determines the image of $\tilde{I}$ in $\tilde{H}_{2, odd}(C)$.

This theorem allows us now to determine the image of the classical Hardy space in $H_2(C)$ respectively $\tilde{H}_{2, odd}(C)$ as described by the root inequalities of Theorem 3.3 and Proposition 3.4.

**Example.** We consider $(g, h, g_1) = (sp(n, \mathbb{R}) \oplus sp(n, \mathbb{R}), sp(n, \mathbb{R}), sp(2n, \mathbb{R}))$ as treated in [B97, Section 7.4]. Here
\[ g_1 = \left\{ \begin{pmatrix} A & B \\ \bar{B} & \bar{A} \end{pmatrix} \mid A, B \in M(2n \times 2n, \mathbb{C}) \right\} \]
and
\[ g = \left\{ \begin{pmatrix} A_1 & 0 & B_i & 0 \\ 0 & A_4 & 0 & B_4 \\ \bar{B}_1 & 0 & \bar{A}_1 & 0 \\ 0 & \bar{B}_4 & 0 & \bar{A}_4 \end{pmatrix} \in g_1 \mid A_i, B_i \in M(n \times n, \mathbb{C}) \right\}. \]

Further, $t_{1|C}$ is spanned by
\[ H_j = \frac{1}{2} \begin{pmatrix} E_{jj} & E_{jj} & 0 & 0 \\ E_{jj} & E_{jj} & 0 & 0 \\ 0 & 0 & -E_{jj} & -E_{jj} \\ 0 & 0 & -E_{jj} & -E_{jj} \end{pmatrix}, \]
\[ H_{j+n} = \frac{1}{2} \begin{pmatrix} E_{jj} & -E_{jj} & 0 & 0 \\ -E_{jj} & E_{jj} & 0 & 0 \\ 0 & 0 & -E_{jj} & E_{jj} \\ 0 & 0 & E_{jj} & -E_{jj} \end{pmatrix} \]
for $j = 1, \ldots, n$, whereas a base for $a_C$ is given by the vectors $H^\prime_j = H_j + H_{j+n}$. Since $g_1$ is a normal Lie algebra the multiplicity of all roots in $\Delta_1$ is one. Defining $\gamma_j := \frac{1}{2}(\gamma_j + \gamma_{j+n})$ we get by restricting the roots of $\Delta^+_1$ to $a_C$
\[ \Delta^+ = \left\{ \frac{1}{2}(\gamma_i + \gamma_j) \mid 1 \leq i \leq j \leq n \right\} \cup \left\{ \frac{1}{2}(\gamma_i - \gamma_j) \mid 1 \leq i < j \leq n \right\}, \]
and all these roots have multiplicity 2. With $\Delta^+_n = \left\{ \frac{1}{2}(\gamma_i + \gamma_j) \mid 1 \leq i \leq j \leq n \right\}$ by Proposition 2.4(6) and the definition of $c_{\min}$ we get $a \cap C = c_{\min}$. Therefore, by the Remark following Proposition 3.4 the Hardy space $\tilde{H}_2(C)$ comprises the whole holomorphic discrete series. To describe these in more
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detail, with $\mu$ the highest weight of $\delta$ with respect to $\Delta_k^+ = \{ \frac{1}{2} (\gamma_i' - \gamma_j') \mid 1 \leq i < j \leq n \}$ we have for $H_\delta \subset \tilde{H}_{2,\text{odd}}(C)$

$$\mu = \sum m_j \gamma_j', \quad m_1 \geq m_2 \geq \ldots \geq m_n, \quad m_j \in \mathbb{Z} + \frac{1}{2}.$$

To apply Theorem 3.3(1) we calculate

$$\rho = \frac{1}{2} \sum_{\alpha \in \Delta^+} \dim g_{\mathbb{C},\alpha} \alpha = \sum_{1 \leq i \leq j \leq n} \frac{1}{2} (\gamma_i' + \gamma_j') + \sum_{1 \leq i < j \leq n} \frac{1}{2} (\gamma_i' - \gamma_j')$$

$$= (n + 1) \sum_{j=1}^{n} \gamma_j' - \sum_{j=1}^{n} j \gamma_j'.$$

Inserting into $\langle \mu + \rho, \alpha \rangle < 0$, for $\alpha \in \Delta_n^+$, we derive the condition

$$H_\delta \subset \tilde{H}_{2,\text{odd}}(C) \iff -n > m_1 \geq m_2 \geq \ldots \geq m_n.$$

We show next that $\tilde{I}$ is actually surjective. In fact, with

$$\rho_{1,n} = \frac{1}{2} \left( \frac{2n + 1}{2} \right) (\gamma_1 + \cdots + \gamma_{2n})$$

the condition of Theorem 7.8 reduces to

$$\langle \mu, \gamma_j' \rangle \leq -\frac{2n + 1}{4} \quad \text{or} \quad m_j \leq -\frac{2n + 1}{2}$$

such that, $m_j + \frac{1}{2}$ being an integer, the embedding $\tilde{I}$ is onto. Another discussion of this example can be found in [K097].

Similar to the given example this “best possible” case, with $H_2(C)$ respectively $\tilde{H}_{2,\text{odd}}(C)$ being the direct sum of all holomorphic discrete series representations and $I$ respectively $\tilde{I}$ onto, occurs for the $(g, h, g_1)$-triples

- $(sp(n, \mathbb{R}) \oplus sp(n, \mathbb{R}), sp(n, \mathbb{R}), sp(2n, \mathbb{R}))$
- $(sp(2n, \mathbb{R}), sp(n, \mathbb{C}), su(2n, 2n))$
- $(g, h, g \times g)$ for $(g, h)$ of Cayley type
- $(so(2, n), so(1, n), so(2, n + 1)).$

Note that these are exactly the cases with $a \neq t_{17}^-$.  

**Example.** We discuss next the compactifications described by [B97, Cor. 5.3]. These are the $(g, h, g_1)$-triples

- $(su(p, q) \oplus u(p, q), su(p, q), su(n, n))$, $(u(2p, 2q), sp(p, q), so^*(4n))$,
- $(u(p, q), so(p, q), sp(n, R))$, $(so(2, n - 1) \oplus so(2), so(1, n - 1), so(2, n + 1))$,
- $(\varepsilon_{0(-14)} \oplus so(2), f_4(-20), \varepsilon_{7(-25)}).$
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Here $\gamma'_j = \gamma_{j'}$, i.e., $H'_j = H_{j'}$, and $\mathfrak{z}(\mathfrak{g}) = \sum \epsilon_j i H_j$, where without loss of generality $\epsilon_j = 1$ for $j \leq p$ and $\epsilon_j = -1$ for $j > p$. By the explicit form of

$$\sigma = \text{Ad} \left( \exp \frac{\pi}{2} \sum \epsilon_j i H_j \right)$$

the action of this involution on the root spaces $\mathfrak{g}_{1C,\alpha}$ can be determined easily and gives us

$$\Delta_k = \left\{ \pm \frac{1}{2} (\gamma_i - \gamma_j) \mid i < j \leq p \text{ or } p < i < j \right\} \text{ and }$$

$$\Delta_n = \left\{ \pm \frac{1}{2} (\gamma_i + \gamma_j) \mid i \leq p < j \right\}.$$  

The weight spaces for $\gamma \in \Delta$ are the same as for $\gamma \in \Delta_1$, especially all have the same dimension $d$, such that

$$\rho = \frac{d}{4} \left[ \sum_{i<j \leq p} (\gamma_i - \gamma_j) + \sum_{p<i<j} (\gamma_i - \gamma_j) + \sum_{i<p<j} (\gamma_i + \gamma_j) \right] = \frac{d}{4} (r + 1) \sum_{j=1}^{r} \gamma_j.$$  

With $\Delta^+_k = \left\{ \frac{1}{2} (\gamma_i - \gamma_j) \right\}$ the highest weight has the form $\mu = \sum n_j \gamma_j$ with $n_1 \geq n_2 \geq \ldots \geq n_p$ and $n_{p+1} \geq \ldots \geq n_{r}$. Alternatively, with $\mu = d\chi_\delta + \mu_s$ we can describe the highest weight with $d\chi_\delta = \lambda\left( \frac{1}{2r} \sum \epsilon_j \gamma_j \right)$ and $\mu_s = \sum s_j \gamma_j$, where $\lambda \in \mathbb{R}$ and the $s_j$ are integers with $s_1 \geq s_2 \geq \ldots \geq s_p$ and $s_{p+1} \geq \ldots \geq s_r$. (The $s_j$ are also restricted by $\sum \epsilon_j s_j = 0$, since $\mu_s$ is zero on $\mathfrak{z}(\mathfrak{g})$.) As $d\chi_\delta$ integrates to a representation $\chi_\delta \in \hat{Z}$ respectively $\tilde{\chi}_\delta \in \tilde{Z}$ we have $\lambda \in \mathbb{Z}$ respectively $\lambda \in \frac{1}{2} \mathbb{Z}$. Finally, to get a representation $\delta = \chi_\delta \otimes \delta_s$ the representations $\chi_\delta$ and $\delta_s$ must be equal on the central subgroup $D = Z \cap G_s$ respectively $\tilde{D}$ for the covering group. We call this the $(D)$-condition.

With $\rho$ as above we get from Theorem 3.3(1)

$$n_i + n_j < -\frac{d}{2} (r + 1), \text{ for } i \leq p < j,$$

which is by the form of $\mu$ equivalent to $n_1 + n_{p+1} < -\frac{1}{2} (r + 1)$, and from Proposition 3.4 the condition of $W$-admissibility

$$n_j \leq 0, \text{ for } j = 1, \ldots, r.$$

To summarize, the Hardy space $H_2(C)$ ($\tilde{H}_2(C)$) is determined by $(n_1, \ldots, n_r) \in \mathbb{Z}^r + \left( \frac{1}{2} \mathbb{Z}(1, \ldots, 1) \right)$ with

(1) the $(D)$-condition,
(2) $0 \geq n_1 \geq \ldots \geq n_p$ and $0 \geq n_{p+1} \geq \ldots \geq n_r$,
(3) $n_1 + n_{p+1} < -\frac{d}{2} (r + 1)$.  

For the covering case $\tilde{H}_{2,\text{odd}}(C)$ is the subspace spanned by those holomorphic discrete series representations which are not representations for $G$.

We remark that this Hardy space is strictly smaller than the Hardy space $H_2(C_{\text{min}})$ respectively $\tilde{H}_{2,\text{odd}}(C_{\text{min}})$. Indeed, by Theorem 3.3, Proposition 3.4, and the following Remark, it is clear that this “maximal” Hardy space is the direct sum $\bigoplus_{\delta_s, \chi \in \hat{Z}(\delta_s)} C_{\chi} \otimes H_{\delta_s}$, where the $\delta_s$ exhaust the holomorphic discrete series and $\hat{Z}(\delta_s)$ is the set of unitary characters which fulfill with $\delta_s$ the $(D)$-condition, i.e., $\chi \otimes \delta_s$ is a representation of $G$ respectively $\tilde{G}$. To see that this is a bigger space than $H_2(C)$ we calculate, with $\Delta_+^{\text{ad}}$ as above,

$\mathfrak{a} \cap C_{\text{min}}^0 = -i \sum_{a \leq p < b} \mathbb{R}^+(H_a + H_b)$.

Therefore the condition of admissibility for the minimal cone is $n_a + n_b \leq 0$, for $a \leq p < b$, or equivalently $n_1 + n_{p+1} \leq 0$ compared with $n_1 \leq 0$ and $n_{p+1} \leq 0$ for the cone $C$.

The image of the classical Hardy space is described by

$n_j \leq -\frac{1}{2} \left(1 + \frac{d(r-1)}{2}\right)$, for $j = 1, \ldots, r$.

To give a more explicit example, we specialize further to the case $G/H = S(U(1,1) \times U(1,1))/SU(1,1)$, cf. [B97, Section 6.5] for the realization. Here $H_j = (E_{j,j} + E_{j+2,j+2}) \in \mathfrak{su}(2,2) = \mathfrak{sl}(4,\mathbb{C})$ and

$\mathfrak{a} = \mathfrak{t} \cap \mathfrak{q} = \mathbb{R} \begin{pmatrix} i & -i \\ -i & i \end{pmatrix} + \mathbb{R} \begin{pmatrix} i & i \\ -i & -i \end{pmatrix}$,

where the first summand is equal to $j(\mathfrak{g})$. Let $\mu \in i(\mathfrak{t} \cap \mathfrak{q})^*$ be the highest weight for a holomorphic discrete series representation of $G/H$. Identifying $\mathfrak{t} \cap \mathfrak{q}$ with its dual, we write

$\mu = a \begin{pmatrix} 1 & -1 \\ -1 & 1 \end{pmatrix} + b \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}$,

such that the first summand gives the central character $d\chi_\delta$ and the second $\mu_s$. We have the integrability conditions $a, b \in \mathbb{Z}$, and the $(D)$-condition gives $a + b \in 2\mathbb{Z}$. Further

$\Delta_+ = \Delta_+^{\text{ad}} = \left\{ \frac{1}{2}(\gamma_1 + \gamma_2) \right\}$

and $\rho = \frac{1}{2}(\gamma_1 + \gamma_2)$. Thus Theorem 3.3(1) gives us $b < -1$ and of course no restriction on the “central parameter” $a$. 
However we have also the condition of $W$-admissibility. Rewriting this in terms of the parameters $a$ and $b$ shows that $W$-admissibility is equivalent to $|a| \leq -b$.

For the determination of the image of the classical Hardy space in $H_2(C)$ it is straightforward from the definition that $\rho_{1,n} = H_1 + H_2$ (with our identification of $t$ and $t^*$). Then the determining equations ($\mu + \rho_{1,n})(H_i) \leq 0$ are equivalent to $|a| \leq -b - 1$. The image of the classical Hardy space therefore misses the two half lines $a + b = 0$ and $a - b = 0$. We remark that this differs from [KÖ96, Figure 3] where the missing half lines lie on one side of the cone.

One can deal with the remaining cases as above. With notation as in the preceding examples, we summarize the results as follows:

$(g, \mathfrak{h}, g_1) = (\mathfrak{so}^*(2n) \oplus \mathfrak{so}^*(2n), \mathfrak{so}^*(2n), \mathfrak{so}^*(4n))$: The Hardy space $H_2(C) = H_2(C_{\text{min}})$ is parametrized by $0 \geq n_1 \geq \ldots \geq n_n$ with $n_i + n_j < -2n + i + j$, for $i \neq j$, and $I(H_{cl})$ is given by $n_1 \leq -n$.

$(g, \mathfrak{h}, g_1) = (\mathfrak{so}(2n), \mathfrak{so}(n, \mathbb{C}), \mathfrak{su}(n, n))$: The Hardy space $H_2(C) = H_2(C_{\text{min}})$ is parametrized by $0 \geq n_1 \geq \ldots \geq n_n$ with $n_i + n_j < -n + \frac{i + j}{2}$, for $i \neq j$, and $I(H_{cl})$ is given by $n_1 \leq -\frac{n}{2}$.

$(g, \mathfrak{h}, g_1) = (\mathfrak{so}(2,q) \oplus \mathfrak{so}(p + 1), \mathfrak{so}(1,q) \oplus \mathfrak{o}(p), \mathfrak{so}(2, n + 1))$: $H_2(C)$ respectively $\tilde{H}_{2,\text{odd}}(C)$ is parametrized by $0 \geq n_1 \geq n_2$ with $n_1 + n_2 \leq -\frac{1}{4}(n + q - p)$ and $I(H_{cl})$ or $\overline{I}(H_{cl})$ is given by $n_1 \leq -\frac{1}{4}(n + 1)$. Note that for this case the decomposition of $(g, \mathfrak{h}, \tau)$ into irreducible symmetric algebras gives not a decomposition of the causal structure.

We remark at the end that our results give now the Cauchy-Szegö kernel $K_I(\cdot, \cdot)$ for the subspace $I(H_{cl}) \subset H_2(C)$ respectively $\overline{I}(H_{cl}) \subset \tilde{H}_{2,\text{odd}}(C)$. Indeed, with $\{\varphi_n\}$ an orthonormal base of $H_2(C)$ the kernel is generally given by

$$K(z, w) = \sum \varphi_n(z) \overline{\varphi_n(w)},$$

such that

$$K_I(z, w) = \sqrt[\rho]{\psi_m(z)} K_{cl}(z, w) \sqrt[\rho]{\psi_m(w)},$$

where the kernel $K_{cl}$ for the classical Hardy space is known ([FK94, Prop. X.1.3]). Note also that this kernel is invariant by deck transformations of the covering $\Xi(C) \to \Xi(C)$. Therefore, when we have an isomorphism of Hardy spaces as in Proposition 7.4, we get the corresponding image of the kernel by simply projecting down.
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