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Abstract

Field Programmable Gate Arrays (FPGAs) have many modern applications. A feature of FPGAs is that they can be reconfigured to suit the computation. One such form of reconfiguration, called partial reconfiguration (PR), allows part of the chip to be altered. The smallest part that can be reconfigured is called a frame. To reconfigure a frame, a fixed number of configuration bits are input (typically from outside) to the frame.

Thus PR involves (a) selecting a subset $C \subseteq S$ of $k$ out of $n$ frames to configure and (b) inputting the configuration bits for these $k$ frames. The, recently proposed, MU-Decoder has made it possible to select the subset $C$ quickly. This thesis involves mechanisms to input the configuration bits to the selected frames.

Specifically, we propose a class of architectures that, for any subset $C \subseteq S$ (set of frames), constructs a path connecting only the $k$ frames of $C$ through which the configuration bits can be scanned in. We introduce a Basic Network that runs in $\Theta(k \log n)$ time, where $k$ is the number of frames selected out of the total number $n$ of available frames; we assume the number of configuration bits per frame is constant. The Basic Network does not exploit any locality or other structure in the subset of frames selected. We show that for certain structures (such as frames that are relatively close to each other) the speed of reconfiguration can be improved. We introduce an addition to the Basic Network that suggests the fastest clock speed that can be employed for a given set of frames. This enhancement decreases configuration time to $O(k \log k)$ for certain cases. We then introduce a second enhancement, called shortcuts, that for certain cases reduces the time to an optimal $O(k)$. All the proposed architectures require an optimal $\Theta(n)$ number of gates.

We implement our networks on the CAD tools and show that the theoretical predictions are a good reflection of the network’s performance.

Our work, although directed to FPGAs, may also apply to other applications; for example hardware testing and novel memory accesses.
Chapter 1
Introduction

Reconfigurable devices, notably Field-Programmable Gate Arrays (FPGAs) have gravitated to a mainstream role in the modern computing landscape, for example, in image and video processing [1, 2, 3, 4], networking and network security [5], embedded systems [6, 7, 8], high-speed trading [9, 10], and as accelerators in high-performance computing [11, 12, 13, 14]. One important feature of some FPGAs is (dynamic) partial reconfiguration, where a portion of the FPGA can be reconfigured during run-time [15, 16]. A key determinant of the usefulness of dynamic partial reconfiguration is its speed [17]. In this work we propose an approach and a set of methods that could significantly speed up partial reconfiguration.

For the purpose of partial reconfiguration, the configurable fabric of an FPGA is divided into frames [18]; in this thesis we will use the term “frame” to mean the smallest unit that can be partially reconfigured; that is, even if a portion of a frame is to be reconfigured, the entire frame must be reconfigured. In an FPGA each frame is divided into configuration units and the number of these units determines the size of that frame. Frame size can (theoretically) be from one single configuration element to several thousand units per frame [19]. Configuration elements can be thought as ON/OFF switches that are reconfigured to change the function and/or connectivity of the chip. A frame is reconfigured by applying a configuration bit to each of its configurable elements. The configuration bits originate outside the frame (often outside the chip). Since the number of configuration bits needed (even for a single frame) is much larger than the number of wires/pins available to convey them, a large number of these bits are serially shifted in through a scan path traversing the configurable elements of a frame.

Typically a software interface maps each user-defined partially reconfigurable (PR) module to a set of frames. Usually, at most one PR module may be associated with
a frame; however, a single PR module may span across multiple frames. This, coupled with the fact that frame sizes and shapes many not be well-matched to the PR module’s ideal proportions, often causes a somewhat loose fit between the PR modules and frames encompassing them. Consequently, many more elements may need to be reconfigured than are directly associated with the PR module.

In general, the smaller the frame (lower granularity/higher resolution), the better the fit between frames and the PR region. Figure 1.1 illustrates the effect of frame’s shape and size on the efficiency of the reconfiguration. The PR region colored as blue, is constant (15%) for all the cases. It is important to note that although cases (b) and (c) have the same number of total frames (8 frames), the total configuration area is different in each case; solely due to difference in the shape of the frames. Clearly as the size of a frame decreases, the overall configuration area decreases while keeping the PR area constant (compare cases (c), (d), and (e).)

Thus, using smaller frames could alleviate the problem of such an “unfocused” reconfiguration. However, this would result in a larger number of frames being selected. For all practical purposes, a typical FPGA selects and reconfigures one frame at a time; in this approach, using a large number of small frames would not be economical.

The MU-Decoder [21, 22], proposed recently, allows for multiple frames to be selected simultaneously. It uses knowledge of the computation to speedily (in $O(\log n)$ time) select a subset of frames for reconfiguration. In particular, if a subset $C$ with $k$ elements is to be selected out of $n$ frames of $S$ for reconfiguration, then the MU-Decoder could select all $k$ frames in a handful of iterations; in contrast, the standard method (using a one-hot-decoder) uses $k$ iterations to select all frames. We now illustrate the benefit of simultaneously configuring small frames.

Suppose an FPGA has $f$ configurable bits divided into $n_1$ frames (with $d_1 = \frac{f}{n_1}$ bits per frame). Suppose an instance of partial reconfiguration changes $b$ configurable elements and on an average a fraction $\alpha_1$ of a frame is used. Then the $b$ configurable elements occupy
Figure 1.1: An illustration showing the effect of frame granularity on partial reconfiguration. The two colored regions show the area that needs partial reconfiguration which remains the same for all cases. The shape and size of the frames is altered for each case and the reconfigured area and the number of reconfigured frames are reported. Figure is taken with permission from [20].
\[ k_1 = \frac{b}{\alpha_1 d_1} \] frames. Let \( c_1 \) be the overhead for configuring each frame (frame address, checksum bits etc.). Then in a regimen that accesses one frame at a time the bitstream size is roughly

\[ B_1 = (d_1 + c_1) k_1 = d_1 \left( \frac{b}{\alpha_1 d_1} \right) + c_1 k_1 = \frac{b}{\alpha_1} + c_1 k_1. \]

On the other hand if the \( f \) bits are divided into a much larger number \( n_2 \) of frames each with \( d_2 = \frac{f}{n_2} \) bits, the the average utilization of the frame in partial reconfiguration will be a much higher fraction \( \alpha_2 \). Moreover, if all \( k_2 = \frac{b}{\alpha_2 d_2} \) frames are configured simultaneously with one-time overhead \( c_2 \), then the bitstream size for partial reconfiguration here is roughly

\[ B_2 = d_2 k_2 + c_2 = d_2 \left( \frac{b}{\alpha_2 d_2} \right) + c_2 = \frac{b}{\alpha_2} + c_2. \]

To compare the two cases we first observe that \( c_2 \) and \( c_1 k_1 \) are comparable. This is because the overhead has an approximately linear relationship with the size of the bitstream. Now, \( B_1 \) can be significantly larger than \( B_2 \) based on how much the number of frames has increased and their size decreased. That is,

\[ B_1 - B_2 \approx b \left( \frac{1}{\alpha_1} - \frac{1}{\alpha_2} \right), \quad \alpha_1 \ll \alpha_2 \]

The bitstream size is a good measure of the time needed for partial reconfiguration [17]. That is \( B_1 - B_2 \) is a measure of how much faster the system with smaller frame size can be. The difference in the two approaches could be further amplified by the fact that the MU-Decoder [21, 22], used to simultaneously access all frames requiring reconfiguration has small time overheads (compared to multiple single-frame accesses in the conventional approach).

To utilize this capability of the MU-Decoder to quickly select multiple frames for reconfiguration, however, the configuration bitstream should be directed to only those frames that need reconfiguration. Specifically if a subset of \( k \) frames (from a total of \( n \) frames)
need to be reconfigured, then the problem is to generate a scan path that weaves through just the \( k \) elements requiring reconfiguration. In addition, this path must be generated quickly, and it must allow fast clocking of the configuration bitstream. Finally, the scan path must be generated automatically in hardware, given just the subset of frames to be reconfigured.

**Contribution of this work:** In this thesis, we propose several networks that generate such scan paths. For a system with \( n \) frames, all of these networks have \( O(n) \) size\(^1\) (asymptotically the best possible). In broad terms the networks we propose work as follows. Given a subset of frames to reconfigure, the network autonomously constructs a path through the selected frames, in some cases also determines the maximum clocking speed for this path. This phase of the networks’ operation is called “preprocessing.” In the next phase (configuration phase) the configuration bits of the \( k \) selected frames are input. The simplest network (the Basic Network) scans in the bitstream in \( O(k \log n) \) time, where \( k \) is the number of frames to be configured. More complex networks (those with Clock Recommendation and Shortcuts) run in \( O(\log n \log \log \log \log n + kT_0) \) time, where \( T_0 \) can be quite small, depending on the distribution of the \( k \) elements over the \( n \) elements; here \( \log n \log \log \log n \) is the preprocessing time and \( kT_0 \) is the time for inputting bits. These networks also produce a clock speed recommendation (consistent with \( T_0 \)) that the bitstream source can use. Table 1.1 at the end of this chapter summarizes the results in this thesis. It should be noted that typically \( \log n \ll k \ll n \). Therefore, the preprocessing times of Table 1.1 or the \( O(\log n) \) delay of the MU-Decoder are not very significant overheads when compared to the \( \Omega(k) \) reconfiguration time. In particular, with \( \log n \ll k \ll n \) the PR time converges to \( O(k) \) for the networks with Clock Recommendation and Shortcuts which is asymptotically optimal. Moreover, if the selected frames for reconfiguration are close to each other (as is usually the case), the clock period \( T_0 \) becomes constant. We also present results from an

\(^1\)In this thesis we assume a gate with constant fan-in and fan-out has constant delay and size. Likewise a flip-flop or latch is also assumed to have constant delay and size. The delay of a network is the delay along its longest path. The size of the network is the number of gates and flip-flops in it.
implementation on the the Cadence suite of CAD tools to back our theoretically derived performance estimates (reconfiguartion time and hardware cost).

**Related work:** There is not much related work on selecting subset of frames, other than the one-hot-decoder [23] (which is a folklore logic component) and the MU-Decoder [21]. On scan paths, there is a lot of work in the context of hardware testing [24, 25, 26, 27]; however, generate scan paths that are relatively static and are not suitable for the \( \binom{n}{k} \) possibilities associated with the problem we address, where \( n \) is in millions and \( k \) potentially in hundreds. More broadly, reconfigurable computing itself is discussed in detail [28]. It has recognized the benefit of fast reconfiguration from the power of theoretical models to self reconfiguration [29, 30, 31]. Other ideas such as configuration compression [32, 33, 34] also reduce the time to input bits, but spend additional time to expand the bits out before actual reconfiguration is performed. We are not aware of any work on a dynamically configurable scan path, as proposed in this work.

**Organization of thesis** In the next chapter we define the problem and describe the overall structure of our solution. In Chapter 3 we describe the Basic Network constructed on an underlying binary tree. In Chapter 4 we augment the tree in the Basic Network with shortcut connections across leaves. This admits faster clock speeds for the configuration bitstream, without significant network cost. Chapter 5 deals with the clock recommendation network. We first analyze two extreme situations for the distribution of the \( k \) elements to be configured among the set of \( n \) elements. For the first of these, a random distribution, there is not much improvement in the clock speed. The second, contiguous distribution, admits (on an average) a clock speed that is independent on \( n \). Chapter 5 introduces a hardware method to output a clock speed recommendation that is customized to the particular set of \( k \) elements to be configured. Chapter 6 details the Header Network that is essential to exploiting faster clock speeds; Chapter 2 explains the need for the Header Network. Chapter 7 details the implementation of the networks, presents simulation results,
and derives model equations for network performance. In Chapter 8 we summarize our results and identify directions for future work.
Table 1.1: A summary of the results in this thesis for constructing a scan path of \( k \) elements out of \( n \) elements.

<table>
<thead>
<tr>
<th>Network</th>
<th>Distribution</th>
<th>Network cost</th>
<th>Preprocessing time</th>
<th>Scan time per bit</th>
<th>Partial reconfiguration time (total)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic Network (Chapter 3)</td>
<td></td>
<td>( O(n) )</td>
<td>( O(\log n) )</td>
<td>( O(\log n) )</td>
<td>( O(k \log n) )</td>
</tr>
<tr>
<td>Clock Recommendation Network (Chapter 5)</td>
<td>Random (average time)</td>
<td>( O(n) )</td>
<td>( O(\log n \log \log \log n) )</td>
<td>( O(\log n) )</td>
<td>( O(\log n \log \log \log n + k \log n) )</td>
</tr>
<tr>
<td></td>
<td>Contiguous (avg. time)</td>
<td>( O(n) )</td>
<td>( O(\log n \log \log \log n) )</td>
<td>( O(\log k) )</td>
<td>( O(\log n \log \log \log n + k \log k) )</td>
</tr>
<tr>
<td>Shortcuts Network (Chapter 4)</td>
<td>Random (avg. time)</td>
<td>( O(n) )</td>
<td>( O(\log n \log \log \log n) )</td>
<td>( O(\log n) )</td>
<td>( O(\log n \log \log \log n + k \log n) )</td>
</tr>
<tr>
<td></td>
<td>Contiguous</td>
<td>( O(n) )</td>
<td>( O(\log n \log \log \log n) )</td>
<td>( O(1) )</td>
<td>( O(\log n \log \log \log n + k) )</td>
</tr>
</tbody>
</table>


Chapter 2
Problem and Approach

In this chapter we describe the problem addressed in this thesis and outline the traditional approach and the proposed solution.

Consider an FPGA with \( n \) frames with \( d \) bits per frame (each of which requiring one configuration bit). Let \( S = \{0, 1, 2, \ldots, n - 1\} \) be the set of frames. Given a subset \( C \subseteq S \) of \( k \) frames, the goal is to configure the frames of \( C \) by sending in \( kd \) configuration bits from outside the chip through a small number of input lines (bandwidth limited interface). This “partial reconfiguration” must be done as quickly as possible.

2.1 Scanning in Bits

A frame may be viewed as a collection of \( d \) flip-flops each holding one configuration bit; we will call them configuration flip-flops. One way to input these \( d \) configuration bits through a single input pin is to connect the configuration flip-flops as a \( d \)-bit shift register and then clock in the \( d \) configuration bits through the input. We will call this a \( d \)-bit scan of width 1. This can be generalized to use \( w \geq 1 \) pin as follows. Let \( m = d/w \) be an integer. Simply send the bits in through \( w = d/m \) pins each scanning an \( m \)-bit scan of width 1. This, more general approach is called a \( d \)-bit scan of width \( w \). Figure 2.1 shows 6-bit scans of width 1 and 2. The key feature of a scan is that there must be a logical path that connects the appropriate configuration flip-flops as a shift register for a \( d \)-bit scan of width \( w \); we will call this set of shift registers as the \( d \)-bit scan-path of width \( w \).

2.2 FPGA Partial Reconfiguration (PR)

Coming back to an FPGA with \( n \) frames and \( d \) bits per frame, partial reconfiguration of an FPGA amounts to reconfiguring the configuration flip-flops of a selected subset of
Figure 2.1: A 6-bit scan of width (a) $w = 1$ and (b) $w = 2$ pins. Dashed line shows the boundary of a frame.

$k$ frames (where $1 \leq k \leq n$). We seek to perform this quickly and cost-effectively. This involves the following two steps:

(a) Selecting a subset $C$ of $k$ frames for reconfiguration;

(b) Inputting $kd$ configuration bits for the selected frames.

We now describe the traditional approach to partial reconfiguration and contrast it with the proposed approach.

### 2.3 Traditional Method

The traditional method for partial reconfiguration uses a one-hot decoder to select one frame at a time. Assuming that the FPGA can use only one pin for partial reconfiguration (i.e. $w = 1$), a $d$-bit bitstream is then shifted in in $d$ clock cycles through a scan path inside the selected frame. When all bits are in their intended location (flip-flops), a signal
instructs the frame to read the bits for reconfiguration. The data path from the input pin to the selected frame is similar to those used in memory to access an addressed location [35]. If the one-hot decoder requires $t_{sel}$ for selecting a frame, then the total time needed for reconfiguring $k$ frames with this method is

$$k \left( t_{sel} + d \right). \quad (2.1)$$

With $w$ pins, PR can be done in $\frac{d}{w}$ clock cycles as explained earlier. Here, the total time needed to perform PR on $k$ frames is

$$k \left( t_{sel} + \frac{d}{w} \right). \quad (2.2)$$

In an FPGA, the total number of frames, $n$, can be in order of millions and the number of reconfigured frames $k$ in order of thousands. The number of pins of an FPGA, on the other hand, is very limited ($w \ll k$) due to packaging limitations. Therefore, it is not possible to perform PR on a substantial number of frames in parallel (all at the same time). On the other hand, we have seen that allowing $w$ pins does not fundamentally change the standard process of PR and we can reconfigure the internal flip flops in parallel. As a result, without loss of generality, we will assume that the FPGA has one pin allocated ($w = 1$) for partial reconfiguration.

### 2.4 Proposed Approach

The proposed approach uses a MU-Decoder instead of a one-hot-decoder to simultaneously select a subset of $k$ frames to reconfigure. The operation of the MU-Decoder is described in earlier work [22]. In this thesis, we assume the availability of the MU-Decoder and describe the problem of inputting configuration bits.

This capability of the MU-Decoder to quickly select a subset of frames to reconfigure can be utilized to speed up PR by eliminating the overheads of selecting each frame, one
by one, using a one-hot decoder. This, however, creates the problem of delivering the reconfiguration bitstream to only those selected frames. A static method to send bits to the selected frames amounts to total reconfiguration as the unselected frames would not be distinguished from the selected.

The proposed method involves an architecture constructs a dynamic physical scan path that “weaves” through only those frames that have been selected. Now we describe the proposed approach in detail.

Let \( S = \{0, 1, \cdots, n - 1\} \) be a set of configurable elements (frames) and let \( C \subseteq S \) be a \( k \)-frame subset requiring partial reconfiguration. The strategy is to construct a “primary” \( k \)-bit scan path that traverses only the selected frames (see Figure 2.2); we will detail this later. For simplicity and without loss of generality, let us assume that each frame requires \( w \) configuration bits (\( w \) is the width of the scan path). To accommodate \( d > w \) configuration bits per frame of \( C \), we could use secondary scan \( d \)-bit scan path as shown in Figure 2.2.

As noted earlier, the objective is to construct a circuit that connects (only) the \( k \) elements of \( C \) in a \( k \)-bit scan path in which elements of \( C \) represent flip-flops (sequential elements) and all hardware between flip-flops is combinational (see Figure 2.3). The circuit has \( k \) flip-flops (say \( F_0, F_1, \cdots, F_{k-1} \)) connected serially with \( \pi_i \) as the combinational path from \( F_{i-1} \) (if it exists) to \( F_i \); \( 0 \leq i < k \). Let \( t_i \) denote the delay of path \( \pi_i \). Then ignoring flip-flop set-up/hold times and safety margins, the minimum time between two clock pulses for this circuit is

\[
T_0 = \max\{t_0, t_1, \cdots, t_{k-1}\}
\]

(2.3)

and the maximum clock frequency is \( f = \frac{1}{T_0} \). On such a circuit, \( k \) bits can be scanned in in \( kT \) time. We will call \( T \), the delay of the scan path. We will also call sets \( S \) and \( C \) as the scan set and the configuration set, respectively. We have assumed that \( |S| = n \) and \( |C| = k \).

We propose an architecture that, when given set \( C \subseteq S \), configures itself to dynamically form a scan path with small delay that traverses the elements of \( C \). Figure 2.4 shows the
overall structure of the architecture. The scan-path network establishes the combinational paths $\pi_1, \pi_2, \ldots, \pi_{k-1}$ based on the scan set $C$. In fact it can also establish $\pi_0$. However for the particular network proposed in Chapter 3, $T_0 = \Theta(\log n)$ and this causes the delay of the entire scan path to be $\Theta(\log n)$ because the length of all possible combinational paths in that network is $O(\log n)$. If this delay is acceptable, then the header path network is not necessary. Otherwise, the header path network establishes a fast path $\pi_0$ to the first element of $C$. This, in turn, opens up the possibility of speeding up the configuration bitstream clock.

Each of the scan-path and header-path networks has two “planes,” the data and control planes. The data plane is what is highlighted in Figure 2.4. This plane is entirely combinational (except for the configuration flip-flops) and has the path connecting the flip-flops corresponding to elements of $C$, through which the configuration bitstream is to be scanned.
Figure 2.3: A schematic of the scan path for an example, in which \( k = 5 \) out of 16 elements have been selected; \( \pi_0 - \pi_4 \) represent combinational paths.

Figure 2.4: Structure of the proposed architecture; the example of Figure 2.3 has been used here. The data path is shown highlighted. Control connections are shown dashed. The control plane primarily generates signals to set up the path(s) in the data plane. The control plane of the scan-path network may, optionally, also generate a clock speed recommendation based on the path-lengths in the data plane which will be covered later in Chapter 5. The control plane may contain sequential elements, but the configuration bitstream does not traverse this plane.

The main tasks performed by these networks are (a) configure header path \( \pi_0 \), (b) configure the scan path \( \pi_1, \pi_2, \ldots, \pi_{k-1} \) (c) generate clock recommendation. The bitstream can be scanned in as soon as these actions are completed. While the header and scan paths can be established in parallel, the clock recommendation cannot be generated until the scan path has been established. This is because the clock rate depends on the delays of the
combinational segments of the scan path. If the three tasks above require \( t_h, t_s, t_c \) time, respectively (for header, scan and clock), then the minimum time before the bitstream can be scanned in is \( \max\{t_h, t_s + t_c\} \). If the clock recommendation is to have clock cycle of duration \( T_0 \), then the total time needed for partial reconfiguration is

\[
\max\{t_h, t_s + t_c\} + kT_0.
\] (2.4)

Here, \( \max\{t_h, t_s + t_c\} \) is the preprocessing time and \( kT_0 \) is the time to scan in the \( k \) bits. Preprocessing time is the time to set up the scan path and generate the clock speed recommendation, but, in general, any time spent to initialize the network and prepare it for the data is considered as the preprocessing or initialization time. In this work, the total time to input \( kd \) configuration bits will be used as the performance measure for the proposed architectures. For certain cases, our method achieves the “optimal” \( O(kd) \) time.

The proposed architectures also have a gate cost of \( \Theta(n) \) which is optimal considering that \( n \) configuration flip-flops are needed.

The various parts of the networks described in following chapters are coordinated by a “Master Controller” whose function includes the following:

1. Start the preprocessing once a request to partially reconfigure is received after frames have been selected for reconfiguration; and

2. Detect the end of preprocessing and send a signal to the configuration server to send in the configuration bits.
Chapter 3
The Basic Network

The Basic Network is the underlying architecture that makes the dynamic reconfiguration possible using our approach. Given a subset of frames to reconfigure, the Basic Network provides a physical path that “weaves” through only those frames that need reconfiguration. The configuration bitstream can then be shifted in through the path to reconfigure the selected frames. Later on, we will propose other modifications to the Basic Network (such as the networks with clock recommendation and shortcuts); therefore, the Basic Network is a crucial building block for our proposed designs. The Basic Network (as the other proposed networks) has two planes: the \textit{data plane} and the \textit{control plane}. As we discussed in the previous chapter, the data plane is responsible for delivering the configuration bits to the flip-flops corresponding to the selected frames and the control plane is responsible for providing the control signals to set up the data path in the data plane. We now describe the data and control planes.

3.1 Basic Network Data Plane

As described in Chapter 2, a key attribute of the network is to allow for paths connecting elements of all \(2^n - 1\) possible non-empty subset of frames, while keeping the combinational delay of the path segment between frames low. To this end, the approach used is similar to that of Roy \textit{et al.} \cite{Roy}. Consider the binary tree shown in Figure 3.1. It consists of “internal nodes” and “leaf nodes” through the subset of which the final configuration bitstream is going to pass. In Figure 3.1, internal nodes are shown as triangles and leaf nodes as circles at the bottom. Leaves that have been selected for reconfiguration are highlighted. We will call them “active” leaf nodes.
Figure 3.1: An example path in the Basic network. The underlying tree is shown dotted. The header path $\pi_0$ is shown separately (starting at the root). A “trailer” path terminating at the root is also shown dashed; this has no impact on the scan path delay. However, allowing this path restricts the number of internal configurations of a tree node to the ones shown in bold.

Each internal node $x$ in the underlying tree has three pairs of ports, $p_i(x)$, $p_o(x)$, $\ell_i(x)$, $\ell_o(x)$, $r_i(x)$, $r_o(x)$ (see Figure 3.3); one pair connects to the parent of $x$ and the remaining pairs connect to the left and right children of $x$. Let $x$ be the left child of node $y$; that is, $y$ is the parent of node $x$. Then port $p_i(x)$, that represents the input port of $x$ from its parent $y$, connects from $\ell_o(y)$, the output port of $y$ to its left child $x$. Similarly $p_o(x)$ connects to $\ell_i(y)$ and ports $\ell_i(x), \ell_o(x), r_i(x), r_o(x)$ to the left and right children of $x$. By internally connecting input ports to output ports within each node, a path can be established within the tree (much like buses are constructed on a Reconfigurable Mesh [28]). For example in Figure 3.1, the root internally connects $p_i$ to $\ell_o$ for path $\pi_0$ to be constructed from the input bitstream down to root's left child.

The internal nodes of the Basic Network make internal connections to establish paths between leaves. Figure 3.2 shows the configurations of the internal nodes of the Basic Network needed for our purpose. Figure 3.2 (a) represents a node where descendants are not part of any path. Figure 3.2 (b) and (c) represent a situation where all selected frames
Figure 3.2: The different configurations of the internal nodes. These variations are shown in bold in Figure 3.1.

lie to one of the “sides” of the node. In Figure 3.2 (d) both sides of the node have selected frames, so the path needs to traverse the left side first and then cover the right before returning to the parent. It should be noted that other possible internal configurations (such as traversing from the parent to the right and then the left, or making a U-turn at an internal node) will not be needed for our approach (see Section 3.2).

Figure 3.3 shows a possible design for the internal structure of a tree node in the data plane that accommodates the four configurations of Figure 3.2. For an output port on the top (to parent) and right (to right child) “sides” of the node, there is a multiplexer that selects at most one of the two inputs from the other two sides of the node; this includes the possibility of selecting neither input port through a tri-state gate.

As shown in Table 3.1, by appropriately setting the control lines, $c_0(x)$, $c_1(x)$, $c_2(x)$, $c_3(x)$, and $c_4(x)$, the four configurations for the internal connections can be realized. It is clear that once the multiplexers and tri-state gates are properly configured, the scan path is ready (see Figure 3.1) to shift in the bitstream; we will show later in Section 3.2 that the path traverses only the selected leaves.

So far we have seen this tree structure constructs a datapath that is completely combinational. The leaf nodes at the bottom of the tree are the only sequential elements in this architecture. Each leaf node is implemented using a simple D flip-flop in order to be able to store the final values when the bitstream is completely shifted in; meaning the first configuration bit has reached the last active leaf of the network. Each stored bit will then
reconfigure the corresponding frame. As a result, we might interchangeably use the term “frame” to refer to the leaf nodes and vice versa.

Recall that we assumed (without loss of generality) that each frame needs only one configuration bit. If a frame needs more than one configuration bit, we can still employ a similar idea as stated below. Let each leaf node require $d$ configuration bits. Now, there are two options for sending in the configuration bitstream to a frame, while utilizing the same Basic Network architecture: the serial bits option and parallel bits option. Figure 3.4 shows these methods. In the first method, the configuration bits of each frame are placed one after another in a sequence and the bitsream entering each frame is serially shifted through in $d$ clock cycles (see Figure 3.4 (a)). In order to accomplish reconfiguration, the length of the required bitstream in this case is $B_s = B \cdot d$, where $B$ is the length of original bitstream. In the parallel method, the width of original bitstream has to increase to $d$ bits.
so they can be delivered in parallel, $d$ at a time per clock cycle (Figure 3.4 (b)). Clearly, one could have a hybrid method where the $d$ bits of a frame are sent $b$ bits at a time where $1 \leq b \leq d$.

![Figure 3.4: An example of the two proposed methods for implementing frames with more than one configurable bits ($d = 4$). Dashed line shows the boundary of a frame. The two methods are (a) serial method where the bitstream is a 1-bit data line and is shifted through each flip-flop of the frame, (b) parallel method where the bitstream has a width of $d$ and configures the flip-flops all at once in 1 clock cycle.](image)

### 3.2 Basic Network Control Plane

The control plane of the scan-path network too has an underlying tree of the form shown in Figure 3.1. At the leaves are the $n$ elements of the scan set $S$. The $k$ elements of the configuration set $C$ are distinguished by a flag $f_i$ that is 1 if and only if $i \in C$ meaning that frame $i$ needs reconfiguration. Consider any internal node $x$ in the underlying binary tree. Notice from Figure 3.1 that if none of the leaves of $x$ are in $C$, then none of the ports of $x$ are internally connected. The other three internal configurations of interest can also be similarly categorized as shown in Table 3.1. We use the following notation in the
table. We denote by $T_x, T_x^l, T_x^r$, the subtrees rooted at $x$, its left child and its right child, respectively. A tree $T$ will be said to be active if and only if there is a leaf $i$ in $T$ such that $i \in C$; recall that the leaves of the tree are elements of $S$. The global conditions that

<table>
<thead>
<tr>
<th>global condition</th>
<th>local condition</th>
<th>control signals</th>
<th>internal configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_x$ is not active</td>
<td>0 0 0</td>
<td>0 * * 0 0</td>
<td></td>
</tr>
<tr>
<td>$T_x^l$ is not active, but $T_x^r$ is</td>
<td>0 1 1</td>
<td>1 1 1 1 0</td>
<td></td>
</tr>
<tr>
<td>$T_x^r$ is not active, but $T_x^l$ is</td>
<td>1 0 1</td>
<td>1 0 * 0 1</td>
<td></td>
</tr>
<tr>
<td>Both $T_x^l$ and $T_x^r$ are active</td>
<td>1 1 1</td>
<td>1 1 0 1 1</td>
<td></td>
</tr>
</tbody>
</table>

characterize the internal configurations of a node can be reduced to simple local conditions by propagating “indicator bits,” described below.

Each leaf $i$ sends its flag $f_i$ as the indicator bit to its parent; recall that $f_i = 1$ if and only if $i \in C$ (simply meaning that the frame needs to be reconfigured). We call a node active iff it receives a 1 indicator bit. Let each control node $x$ receive indicator bits $\alpha_x$
and $\beta_x$ from its left and right children. Then it uses the internal configuration shown in Table 3.1 to generate the values of the control signals $c_0(x), c_1(x), \cdots, c_4(x)$ of Figure 3.3 and also sends indicator bit $\gamma_x = (\alpha_x \text{ OR } \beta_x)$ to its parent. In this case, it is obvious that a 1 will propagate through the control nodes’ OR gates up to the node $x$ even if $f_i = 1$ for only one of $x$’s descendant leaves. Therefore, the local conditions of Table 3.1 reflect the global condition and the scan path will be constructed. Figure 3.5 shows the internal structure of the Basic Network’s control node $x$. Table 3.1 was used as a truth table to derive the control signals $c_i(x)$ for this circuit. The values marked with “*” are “don’t care” which have no effect on the output if take either value of 0 or 1 but are chosen in a way to result in a simpler circuit.

The Basic Network also has a control. This unit, as the name suggests, is a module that orchestrates the operation of the whole network. It provides an interface between different modules of an architecture and also to the outside. The term “outside” in this context can mean any other module with which the main module is interacting. In Basic Network, the controller is a part of the control plane and has three inputs $\text{start} \_ \text{init}$, $\text{reset}$, $\text{clk}$, and an output $\text{done} \_ \text{init}$ (see Figure 3.6). Its main function is to generate a $\text{done} \_ \text{init}$ when the
paths in the tree have been completely set and the network is ready for the data to be shifted. In other words, \textit{done} will be set to 1 when the initialization phase is done. To achieve this function, the controller can be implemented using a Finite State Machine (FSM) that operates as follows. In its initial state, the FSM waits for a \textit{start} signal (that initiates PR) to begin the operation. Upon receiving \textit{start}, an internal log \( \log n \)-bit counter starts counting and the FSM stays in this state until the counter counts up to \( \log n \). The reason behind designing such counter is that the time it takes for the indicator bits to propagate to the root of the scan tree has a \( O(\log n) \) combinational delay. That is because the longest combinational path that the indicator bits of the control plane, namely \( f_i \) flags, have to pass to reach the root of the tree from the leaves is proportional to \( \log n \) OR gate delays. Therefore, the time it takes for a \( \log n \)-bit counter to count up to \( \log n \) (with a carefully chosen clock to be slightly greater than an OR gate delay) is going to give a good estimate of initialization time. After the counter finishes the count, the FSM goes to its final state where it sets the output signal \textit{done} to 1 indicating that the Basic Network is ready for the bitstream. The \textit{done} signal is passed on to the unit responsible for dispensing the configuration bitstream. Figure 3.6 shows a block diagram of the Basic Network. Tree nodes of the data plane ("data nodes") are labeled as "DN\( i \)" and those of the control plane ("control nodes") "CN\( i \)" where \( i \) is node index. The connection between CN\( i \) and DN\( i \) consists of the five control signals \( c_0(i), c_1(i), \ldots, c_4(i) \). Leaf nodes are labeled as "DFF\( i \)" (as it consists of a D flip flop).

Observe that each node of the control and data planes uses a constant amount of logic, so its cost and delay are both constants meaning they do not change with the number of frames \( n \) (which we call the size of the network). Since the number of internal nodes in the network is \( n - 1 \), the hardware cost of the Basic Network is \( \Theta(n) \). Note that the height of a binary tree with size \( n \) is \( \log n \). Therefore, the control plane determines all the control inputs with \( O(\log n) \) combinational delay as said earlier. The scan path also generates a path out of the last element of \( C \) (shown dashed in Figure 3.1), but as observed earlier, it
Figure 3.6: Block diagram of the Basic Network of size $n = 4$. Notice that the MU-Decoder mentioned in Chapter 1 is used at the input of the Basic Network and it allows for random selection of flag bits $f_i$ when provided with (for example) a log $n$-bit input $\text{flag\_config}$. 
is of no consequence to the speed of operation of the scan-path because this path is placed after the last sequential element of the logic; it exists only due to the uniformity in the internal node design.

Notice that the header path $\pi_0$ of the scan path has $\Theta(\log n)$ delay. Other paths $\pi_j$ (for $0 < j < k$) have $O(\log n)$ delay in the worst case, but can be substantially shorter (for example, path $\pi_2$ of Figure 3.1); we also address path lengths in Chapters 4, 5, and 6. Therefore, we have the following result.

**Lemma 1** For any $1 \leq k \leq n$, let scan set $S$ and configuration set $C$ have $n$ and $k$ elements, respectively. There exists a scan-path network that can generate a scan-path through the elements of $C$, such that its hardware cost is $\Theta(n)$, its delay is $\Theta(\log n)$ and the scan-path clock cycle time is $\Theta(\log n)$.

This result is without the header-path network and clock recommendation (Chapters 5 and 6). Lemma 1, coupled with the fact that $t_h = t_c = 0$ in Equation (2.4), gives the following result.

**Theorem 2** There exists a scan-path network of size $\Theta(n)$ that can configure any set of $k$ elements out of a set of $n$ elements in $\Theta(k \log n)$ time.

**Remark:** The above results are for the Base Network described in this chapter.
Chapter 4
The Shortcuts Network

In Chapter 3 (the Basic Network), we used a balanced binary tree as the underlying structure. This has the disadvantage of a large $O(\log n)$-delay path when two adjacent elements of $C$ lie on different halves of $S$, even if the indices differ by a small amount (for example, if $\frac{n}{2} - 1, \frac{n}{2} \in C$, then the topological distance between them would be $2\log n$).

In this chapter, we augment the tree in the Basic Network by adding an edge between adjacent leaves (see Figure 4.1). This requires additional “leaf switches” that determine whether a path is going up the tree or directly moving right to the next leaf (using the shortcut). This would, for example, reduce the distance between $\frac{n}{2} - 1$ and $\frac{n}{2}$ to 1. In fact,

Figure 4.1: An example path in the Shortcuts Network. The underlying tree is shown dotted. The new set of switches at the leaves are shown as squares (see also Figure 4.2) and the connection between these switches is shown in green. The header path $\pi_0$ is omitted for clarity. Observe that the first two leaves and the last three leaves in the configuration set are connected by shortcut edges. The connection from leaf 2 to leaf 3 traverses the tree edges (length 10 from “circle-to-circle”); in contrast, the shortcut path between these two leaves has length 13.
for the case where $C$ has contiguous elements of $S$ (see Section 5.1), the scan path delay is a constant. However, for other pairs of leaves, for example $\frac{n}{3}$ and $\frac{n}{2}$, the path in the original tree is better. Note that adding a shortcut network does not change the worst case delay since there is still uncertainty about how the elements of $C$ are distributed among the leaves of the tree; the worst case delay is still $2\log n$ and consequently we will need a $O(\log n)$-cycle clock. However, having shortcuts added to the Basic Network improves the probability of a faster clock in some cases. In Chapter 5, we will introduce yet another augmentation to the Basic Network that will enable it to detect such situations in which the clock can be improved.

4.1 Shortcuts Network Data Plane

As said earlier, the Shortcuts Network is an enhancement to the Basic Network to improve its performance. The Shortcuts Network’s data plane consists of $n$ leaf switches at the base of a tree structure (Figure 4.1). Whenever appropriate, these switches enable the data path to skip the “tree path” and instead use a faster route through the “shortcut path” to reach the next active leaf. The rest of the data plane is identical to that of the Basic Network including the tree structure and the leaf nodes. Figure 4.2 shows the structure of the switch at each leaf $x$. The switch receives three inputs $p_i(x)$ (from its parent), $s_i(x)$ (the shortcut input from its left) and $f_i(x)$ (from the “frame” that the leaf represents). Table 4.1 shows the eight configurations of leaf switches that are required in order to satisfy all the possible states of the datapath; all except the case in Table 4.1(g) are illustrated in Figure 4.1. By appropriately setting the control signals $c_i(x)$ for $0 \leq i \leq 4$, the eight configurations of a leaf switch can be realized. The proper values of these control signals are also shown in Table 4.1. The value shown as “*” is a don’t care value and can be chosen arbitrarily. Also, for the cases (b) and (c) (the first and the last leaves), there are two possible cases depending on the configuration set. The control signals for both cases (i.e., shown with solid and dashed lines) are written before and after a slash. Furthermore,
for cases (a) and (h) in which the corresponding leaf is inactive, the signal $c_0$ is chosen to be a don’t care instead of a zero. That is because the parent of this switch is an internal node with already “disconnected” ports, therefore, choosing “∗” for $c_0$ would not affect the function of the switch. In the Section 4.3, we will cover how these control signals are produced in the control plane.

4.2 Selecting the Right Path

In this section we describe a method by which a pair of selected adjacent leaves in $C$ can decide which path to use, the one with tree edges or the one with the, newly added, shortcut edges.
Table 4.1: Configurations of a leaf switch

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Remarks / Control Signals</th>
<th>Configuration</th>
<th>Remarks / Control Signals</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>shortcut passing through</td>
<td>(e)</td>
<td>end of shortcut path, beginning of tree path</td>
</tr>
<tr>
<td></td>
<td>$c_0 = \ast, c_1 = 1, c_2 = 0, c_3 = \ast, c_4 = 0$</td>
<td></td>
<td>$c_0 = 1, c_1 = 0, c_2 = 1, c_3 = 1, c_4 = \ast$</td>
</tr>
<tr>
<td>(b)</td>
<td>last leaf</td>
<td>(f)</td>
<td>end of tree path, beginning of shortcut path</td>
</tr>
<tr>
<td></td>
<td>$c_0 = \ast, c_1 = \ast, c_2 = 1, c_3 = 1/0, c_4 = \ast$</td>
<td></td>
<td>$c_0 = 0, c_1 = 1, c_2 = 1, c_3 = 0, c_4 = 1$</td>
</tr>
<tr>
<td>(c)</td>
<td>first leaf</td>
<td>(g)</td>
<td>end and beginning of tree paths</td>
</tr>
<tr>
<td></td>
<td>$c_0 = 0/1, c_1 = 1/0, c_2 = \ast, c_3 = \ast, c_4 = 1/\ast$</td>
<td></td>
<td>$c_0 = 1, c_1 = 0, c_2 = 1, c_3 = 0, c_4 = \ast$</td>
</tr>
<tr>
<td>(d)</td>
<td>end and beginning of shortcut paths</td>
<td>(h)</td>
<td>no path</td>
</tr>
<tr>
<td></td>
<td>$c_0 = 0, c_1 = 1, c_2 = 1, c_3 = 1, c_4 = 1$</td>
<td></td>
<td>$c_0 = \ast, c_1 = 0, c_2 = 0, c_3 = \ast, c_4 = \ast$</td>
</tr>
</tbody>
</table>
The idea is to propagate control information through both the tree and shortcut paths and select the shorter one. Let \( i_1, i_2 \) be a pair of adjacent elements of \( C \). As in Chapter 3, \( i_1 \) and \( i_2 \) each send an indicator bit up the tree until they meet at their lowest common ancestor. Here, we also require these indicator bits to come back down the tree. That is, the bit from \( i_1 \) reaches \( i_2 \) and vice versa. Additionally, \( i_1 \) and \( i_2 \) each also sends a different indicator bit along its shortcut edge. Assume that the control plane of each internal node has flip-flop(s) to shift information up and down the tree. Similarly, let each leaf have flip-flop(s) to shift information along the shortcut edges. It is important to note that since the flow of the bitstream (in the reconfiguration phase) is from \( i_1 \) to \( i_2 \) later, node \( i_1 \) has to decide how to set its switches (via control signals \( c_i \) in Figure 4.2) in order to send the data in the correct direction (i.e. via the shorter path); similarly, \( i_2 \) has to properly set its control signals to receive the data from the shorter path. That is why \( i_1 \) and \( i_2 \) both need to send the control information to each other through the tree and shortcut edges. Figure 4.3 illustrates this idea.

Figure 4.3: The procedure of selecting the right path between two adjacent elements of \( C \), \( i_1 \) and \( i_2 \); (a) \( i_1 \) sends a bit forward along both tree and shortcut paths and based on which one has arrived faster \( i_2 \) sets its input switches accordingly; (b) \( i_2 \) sends a bit in the opposite direction along both paths and \( i_1 \) sets its output switches accordingly; (c) the path in the data plane has been set and is ready for the bitstream. In this illustration the shortcut path has been shown to be shorter. The other path could also have been the shorter one in a different example. Parts (a) and (b) need not be done one after the other.
We now describe how $i_1$ sends information to $i_2$ along both paths, and how $i_2$ picks the shorter one; the reverse direction is similar. Let the lowest common ancestor of $i_1$ and $i_2$ be $x$ at level $\ell$. The tree path between $i_1$ and $i_2$ has length $2\ell$ and the shortcut path has length $|i_2 - i_1|$. Upon receiving a “start” signal from the master controller, leaf $i_1$ sends a 1 to its parent and this 1 shifts along the path through the lowest common ancestor node $x$ and then back down to $i_2$. Note that the internal nodes have already been set up to construct the paths in the tree using the same method as described in Section 3.2. Similarly, leaf $i_1$ sends another 1 through the shortcut edge to neighboring leaf $i_1 + 1$ and then to $i_2$. Both 1’s shift through the path, one node at a time, through a sequence of flip-flops until they reach $i_2$ after $2\ell$ and $|i_2 - i_1|$, clock cycles, respectively. Node $i_2$ has a finite-state machine (FSM) (see Figure 4.4) that accepts inputs from the top (tree edge) and side (shortcut edge); let these inputs be $a$ and $b$, respectively. The FSM starts at an idle state where it waits for a “start” signal to be issued. Upon receiving the start signal $s$, the FSM goes to a wait state in which it waits for the two control signals from the top and the side to arrive. It selects one of two states “tree” or “shortcut” depending on which 1 reaches $i_2$ first. If both 1’s reach at the same clock cycle, then the FSM can pick any one of the two states (the FSM in Figure 4.4 selects the tree path). After selecting a state, the FSM stays in that state regardless of any changes in the inputs. Additionally, there is a fourth asynchronous input reset which takes the FSM back to its idle state. This is indicated as the starting state in Figure 4.4. Clearly, this FSM (which is present at every leaf) has constant size and delay and does not change the asymptotic network complexity.

4.3 Shortcuts Network Control Plane

Now that we covered the idea behind selecting the right paths, we will describe the implementation of a circuit to perform this task. The process of selecting the right path takes place in the control plane of the Shortcuts Network (the data plane is still combina-
As in the Shortcuts Network’s data plane, the control plane also consists of two main components: a tree structure and a set of leaf switches.

Again, let $i_1$ and $i_2$ be a pair of adjacent elements of $C$. As stated earlier, the tree structure is responsible for shifting indicator bits to give each one an estimate of the delay of that path. Therefore, the tree has to have the ability to shift the indicator bits in both directions; namely forward as in sending from $i_1$ to $i_2$ and backwards in the opposite direction. The internal structure of each node in the tree is similar to that of Figure 3.3. The only exception is that here we use flip flops at each output port in order to be able to shift the information along the tree (see Figure 4.5); in contrast Section 3.1 used a combinational circuit. Each internal node (labeled (f) as in “forward”) is accompanied by a complementary circuit (marked with dashed boundary and labeled (b) as in “backward”) which uses the exact same structure but in a reversed direction to enable sending the indicator bits in both directions.

As in the data plane, we have leaf switches at the base of the tree in the control plane. These switches are responsible for shifting the indicator bits in both directions and determining the shorter path by using the local FSM described in Section 4.2. Figure 4.6 illustrates the internal structure of the leaf switch $x$ in the control plane of the Shortcuts
Network. The module labeled as \((f)\) is responsible for shifting the indicator bits forward (to the right) through the shortcut path. It also uses the aforementioned FSM to determine the shorter path between the tree path and its corresponding shortcut path entering from the left. Like the internal control node of the tree, this module is also paired with an identical switch but in the reverse direction; namely, the switch \((b)\) shifts the bits from the right to the left and also determines the shorter path between the incoming tree path and the shortcut path on its right side.

Forward leaf switch \(x^f\) at leaf \(x\) has two input ports “upper” (from tree) and “side” (from shortcut), \(u^f_i(x)\) and \(s^f_i(x)\), respectively. It also has two output ports \(u^f_o(x)\) and \(s^f_o(x)\) to the tree and the side, respectively. Port \(u^f_i(x)\) is connected to the input of the FSM and \(s^f_i(x)\) is fed to a flip-flop before entering the FSM. That is because we want to count \(x\) itself in contributing to the total delay. The FSM gets its start signal \(w\) when both \(\text{start}\) and \(f(x)\) are asserted where \(\text{start}\) is the signal issued by the controller to initiate the delay assessment phase; and \(f(x)\) is the flag indicating the corresponding frame is active. If \(f(x) = 1\), then the leaf switch initiates the indicator bits through the output ports \(u^f_o(x)\) and \(s^f_o(x)\) and also determines the faster path using the FSM; otherwise, neither is performed and the “inactive” switch just shifts along the incoming indicator bits. As mentioned earlier, the function of leaf switch \(x^b\) (marked as \((b)\) in Figure 4.6) is identical to \(x^f\) but in the opposite direction. The leaf switch at leaf \(x\) in the control plane ultimately generates two outputs \(g^f\) and \(g^b\) which along with the flag signal \(f(x)\) will determine the values of the control signals \(c_i(x)\) of the leaf switch \(x\) in the data plane (Figure 4.2) as follows:

\[
\begin{align*}
\overline{c_0(x)} &= c_1(x) = g^b(x) + \overline{f(x)} \\
c_2(x) &= c_4(x) = f(x) \\
c_3(x) &= g^f(x)
\end{align*}
\]
The advantage of the Shortcuts Network will become clearer after the discussion of Clock Recommendation in Chapter 5 (see Theorem 10). Additionally, preliminary analysis of the tree structure showed that adding shortcuts at other levels of the tree is not beneficial.
Figure 4.5: The internal structure of node \( x \) in the control plane of the Shortcuts Network. The module shown as dashed represents the internal node of a tree that shifts the indicator bits “backwards,” from \( i_2 \) to \( i_1 \).
Figure 4.6: The internal structure of leaf switch $x$ in the control plane of the Shortcuts Network. The module (b) represents the leaf switch that shifts the indicator bits “backwards” and its internal structure is the mirror image of (f). The leaf switch also generates an output $g_f(x)$ (resp. $g_b(x)$) which indicates the shorter path between the path coming down from the tree and the shortcut path entering from the left (resp. right).
Chapter 5
Clock Recommendation

Chapter 6 will effectively establish that the maximum clock rate for scanning in the bitstream is independent of the header path, \( \pi_0 \), depending only on the delays of the remaining paths \( \pi_1, \pi_2, \ldots, \pi_{k-1} \) in the scan path network. As the example in Figure 3.1 shows, some of these paths may be very short (length of 2 for \( \pi_2 \)) and others quite long (length \( 2 \log n \) for path \( \pi_3 \)); in fact any path between adjacent nodes of \( \mathbb{C} \) that are in separate halves of the tree is of length \( 2 \log n \) in the Basic Network which is the longest possible combinational path length in this architecture; however, in the Shortcuts Network they could be closer. The maximum clock rate is inversely proportional to the length of the longest path.

In this chapter we first identify situations where a lower clock rate can be employed by investigating two cases of selecting a configuration set from the scan set, namely, (a) “random distribution” and (b) “contiguous distribution” of the configuration set elements. Then, we will derive a network that can prescribe the correct clock rate to use in bringing in the configuration bits. We call this the “Clock Recommendation Network.” Both the Basic and Shortcuts Networks are considered.

5.1 Random Distribution

There are \( \binom{n}{k} \) ways to select a \( k \)-element configuration set \( \mathbb{C} \) from an \( n \)-element scan set \( \mathbb{S} \). Here we assume that all these ways are possible with equal probability \( \frac{1}{\binom{n}{k}} \); that is, the elements of the configurable set \( \mathbb{C} \) are randomly distributed over the scan set \( \mathbb{S} \). For any specific choice of \( \mathbb{C} \), the scan-path delay (when mapped as in Chapter 3) can range from 2 to \( 2 \log n \); for simplicity, and without loss of generality, we assume the delay of each path connecting two nodes (including a node on one end) to be 1. Otherwise, assuming
this delay to be a constant value $D$ will only scale the path delay by this constant value. Therefore, assuming $D = 1$ does not affect the main principle here.

In this section we derive the average path length over all $\binom{n}{k}$ choices for $C$. For any given $2 \leq k \leq n$, let the average maximum path length be $A(n, k)$. If a particular $C$ includes elements from both halves of $S$, then the scan-path delay is $2 \log n$ (as this path must traverse the root of the tree). Let $\sigma_{n,k}$ be the probability that $C$ spans both halves of $S$. Then

$$A(n, k) = \sigma_{n,k} (2 \log n) + (1 - \sigma_{n,k}) \cdot A\left(\frac{n}{2}, k\right)$$

(5.1)

If $k > \frac{n}{2}$, then clearly $\sigma_{n,k} = 1$ and $A(n, k) = 2 \log n$. Suppose that $1 < k \leq \frac{n}{2}$. The probability that $C$ is restricted to one of the halves of $S$ is

$$1 - \sigma_{n,k} = 2 \frac{\binom{n/2}{k}}{\binom{n}{k}} = 2 \prod_{j=0}^{k-1} \left(\frac{n-2j}{2n-2j}\right) \leq \frac{1}{2^{k-1}};
$$

the last inequality follows from the fact that for any $x \geq 2y \geq 0$, $\frac{x - 2y}{2x - 2y} \leq \frac{1}{2}$. That is,

$$\sigma_{n,k} \geq \left(1 - \frac{1}{2^{k-1}}\right) \geq \frac{1}{2}.$$  

From this and Equation (5.1) we have

$$A(n, k) \geq \sigma_{n,k} (2 \log n) \geq \log n.$$  

Since the worst case delay is $2 \log n$, we have the following result.

**Lemma 3** The average scan-path delay on the Basic Network for a random distribution of configurable elements over an $n$-element scan set is $\Theta(\log n)$.  

Lemma 3
If a Shortcuts Network is used then for a random distribution, the average shortcuts path between two elements of $C$ is $\frac{n}{k}$. Thus, we have the following lemma.

**Lemma 4** The average scan-path delay on the Shortcuts Network for a random distribution of configurable elements over an $n$-element scan set is $\Omega\left(\min\left(\log n, \frac{n}{k}\right)\right)$. ■

Comment: Since $k$ is typically quite small,

$$\min\left(\log n, \frac{n}{k}\right) = \Theta\left(\log n\right).$$

### 5.2 Contiguous Distribution

Lemma 3 shows that in the random case, there is little hope for significantly reducing the scan-path delay. However in most applications, the configurable elements are placed close to each other due to *spatial locality* of frames to be reconfigured. For example if a partial reconfiguration module spans multiple frames, then these frames would be contiguous.

In this section we consider the case where all $k$ elements of $C$ are contiguous elements of $S$.

Here, there are only $n - k + 1$ possibilities with only $k - 1$ of these spanning both halves of $S$. Figure 5.1 demonstrates the possible positions for the distribution of $k$ contiguous elements over the $n$ elements of set $S$.

Therefore for $k \leq \frac{n}{2}$ and with $\alpha = k - 1$, here we have $\sigma_{n,k} = \frac{k - 1}{n - k + 1} = \frac{\alpha}{n - \alpha}$ and $1 - \sigma_{n,k} = \frac{n - 2\alpha}{n - \alpha}$. From this and Equation (5.1) we have

$$A(n, k) = 2 \left(\frac{\alpha}{n - \alpha}\right) \log n + \left(\frac{n - 2\alpha}{n - \alpha}\right) \cdot A\left(\frac{n}{2}, k\right)$$

$$= 2 \left(\frac{\alpha}{n - \alpha}\right) \log n + \left(\frac{n - 2\alpha}{n - \alpha}\right) \cdot \left[ 2 \left(\frac{\alpha}{n - \alpha}\right) \log \frac{n}{2} + \left(\frac{n - 2\alpha}{n - \alpha}\right) \cdot A\left(\frac{n}{4}, k\right) \right]$$

$$= 2^{1} \left(\frac{\alpha}{n - \alpha}\right) \log n + 2^{2} \left(\frac{\alpha}{n - \alpha}\right) \log \frac{n}{2} + \left(\frac{n - 2\alpha}{n - \alpha}\right) \cdot A\left(\frac{n}{4}, k\right)$$

$$= \sum_{j=0}^{u} \left(\frac{2^{j+1}\alpha}{n - \alpha}\right) \log \frac{n}{2^{j}} + \left(\frac{n - 2^{u+1}\alpha}{n - \alpha}\right) \cdot A\left(\frac{n}{2^{u+1}}, k\right).$$
Let $2^u \leq \frac{n}{k} < 2^{u+1}$. Then $A\left(\frac{n}{2^{u+1}}, k\right) \leq 2 \log k$. Now Equation (5.2) can be written as the following for $n \geq 4$.

$$A(n, k) \leq \sum_{j=0}^{u} \left(\frac{2^{j+1}\alpha}{n-\alpha}\right) \left[(\log n) - j\right] + 2 \log k$$

$$\leq \left(\frac{\alpha}{n-\alpha}\right) \left[2^{u+2}(\log n - u + 1)\right] + 2 \log k$$

For $\sqrt{n} \geq k \geq 1$, it is easy to show that $\frac{\alpha}{n-\alpha} = \frac{k-1}{n-k+1} \leq \frac{k}{n}$. Additionally, since $u \leq \log n - \log k < u + 1$ we have

$$\left(\frac{\alpha}{n-\alpha}\right) \left[2^{u+2}(\log n - u + 1)\right] \leq \frac{4k}{n} \left[2^{u}(\log n - u + 1)\right]$$

$$\leq \frac{4k}{n} \left[\frac{n}{k}(\log n - u + 1)\right]$$

$$\leq \frac{4k}{n} \left[\frac{n}{k}(\log k + u + 1 - u + 1)\right]$$

$$\leq 4 \log k + 8.$$
Thus,

\[ A(n, k) \leq 6 \log k + 8. \]

So far, we have assumed that \( k \leq \sqrt{n} \). If \( k > \sqrt{n} \), then \( A(k, n) \leq 2 \log n \leq 4 \log k \). Thus we have the following result.

**Lemma 5** The average scan-path delay for a contiguous distribution of \( k \) configurable elements over an \( n \)-element scan set in the Basic Network is \( O(\log k) \). ■

**Lemma 6** The average scan-path delay for a contiguous distribution of \( k \) configurable elements over an \( n \)-element scan set in the Shortcuts Network is constant. ■

### 5.3 Clock Recommendation

Lemmas 3 through 6 illustrate extreme cases for the distribution of the configuration elements. Many practical cases would lie in between, possibly closer to the contiguous distribution case as argued earlier. Therefore, there is a good chance that a fast clock could be used for many cases. This requires the module generating the clock to know the acceptable clock speed for the scan-path. In this section, we derive a circuit that returns a measure of the delay of the scan path; this can be used to select an appropriate clock rate for scanning in the configuration bitstream.

Recall that the scan path consists of \( k \) flip-flops with combinational paths \( \pi_0, \pi_1, \ldots, \pi_{k-1} \) to their inputs. Let \( t_i \) denote the delay of path \( \pi_i \). As will be shown in Chapter 6, \( t_0 \) can be assumed to be 1. Therefore, the scan-path delay is \( t_s = \max\{t_i : 1 \leq i < k\} \). It is easy to observe from Figure 3.1 on page 17 that if the highest level that path \( \pi_i \) reaches is \( \ell_{\text{max}} \), then its delay is \( 2\ell_{\text{max}} \); here \( \ell_{\text{max}} \) is the maximum height of a lowest common ancestor. Thus by detecting a node \( x \) of the tree where the path connecting two adjacent elements of the configuration set \( C \) turns from the left child to the right child, one can ascertain the level of \( x \), and hence, the delay of that path. Now, if a circuit can find the highest level at which
exists a node with such property exists, then that would indicate the maximum admissible clock rate. Additionally, even though this level can be as large as $\log n$ (a $\log \log n$-bit quantity), each node should remain of constant size so that the entire network can be of size $\Theta(n)$. Now we will describe such a network that we call the Clock Recommendation Network.

Again, we use a tree structure similar to that of the Basic Network (Figure 3.1 on page 17). Each node $x$ first sets a flag $\rho_x$ to 1 if and only if the path turns from its left child to its right child; all this requires is setting $\rho_x = (\alpha_x \text{ AND } \beta_x)$ (see Table 3.1). For subsequent discussion we will term these nodes as turn nodes. Care must also be taken to ignore the dummy last path $\pi_k$.

Next at clock cycle $t \geq 0$, each node $x$, with left and right children $y$ and $z$, respectively, generates a bit $\xi_t^x$ as follows:

$$
\xi_0^x = \rho_x \quad \text{and for } t > 0, \quad \xi_t^x = \left(\xi_{t-1}^x \text{ OR } \xi_{t-1}^y \text{ OR } \xi_{t-1}^z\right).
$$

Observe that if $\xi_t^x = 1$, then for all $t' > t$, we have $\xi_{t'}^x = 1$.

Figure 5.2 shows the internal structure of node $x$. Note that at $t \leq 0$ before the clock assessment phase begins $\text{start} = 0$, therefore, the D flip flop stores the value of $\rho_x$ on its output. When signal $\text{start}$ hits ($t > 0$), the circuit changes its mode to generate the output $\xi_t^x$ as expected. Also, it is important to note that for every node located at the first level above the leaves, $\xi_{t-1}^y = 0$ and $\xi_{t-1}^z = 0$ for every $t$. Since these signals are input to a 3-input OR gate, having this gate is unnecessary for the nodes at $\text{level}(x) = 1$ and the output of the flip flop can be directly fed to the Multiplexer.

For any node $x$, let $\text{Desc}(x)$ be the set of descendants of $x$ (including $x$ itself). Let $\text{Turn}(x) = \{y \in \text{Desc}(x) : \rho_y = 1\}$ be the subset of descendants of $x$ that are turn nodes. For any node $x$, let $\text{level}(x)$ be its level. Let the turning level, $L(x) = \max\{\text{level}(y) : y \in \text{Desc}(x) \setminus \text{Turn}(x)\}$. 
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Figure 5.2: The internal structure of node $x$ in the Clock Recommendation Network. Signals \textit{start} and \textit{reset} are the outputs of the controller unit which will be covered later in this chapter.

$\text{Turn}(x)$, of node $x$ be the level of the highest turning descendant of $x$. The following lemma is easy to prove by induction on the level $\ell$ of the nodes.

\textbf{Lemma 7} For any node $x$ with turning level $L(x)$, bit $\xi^t_x = 1$ iff $t \geq \text{level}(x) - L(x)$.

For the root $r$ of the tree, $L(r) = \ell_{\text{max}}$ is the level reached by the highest delay path. The sequence of bits produced by the root ($\xi^t_{\text{root}}$) over $\log n$ steps is

$$C = \underbrace{0, 0, \ldots, 0}_{\log n - \ell_{\text{max}}} \underbrace{1, 1, \ldots, 1}_{\ell_{\text{max}}}.$$

Observe that $C$ is a unary representation of $\ell_{\text{max}}$. A separate $O(\log n)$-state finite state machine (FSM) can accept a $\log n$-bit sequential input $C$ from the root and convert this to the
corresponding log log n-bit binary number; this FSM is just a special purpose O(log log n)-bit counter with C as its enable or clock. The log log n-bit output is a measure of the delay of the scan-path and can be used to derive the maximum clock rate for scanning in the configuration bitstream. Figure 5.3 shows the overall architecture of the Clock Recommendation Network for n = 8. The flags f_i entering the tree are the same as those in Figure 3.6 and indicate the active nodes. The sequence of bits produced by the root enters the Clock Assessment module which is a special purpose FSM.

Figure 5.3: Block diagram of the Clock Recommendation Network of size n = 8. Internal nodes are shown as IN_i. Signals shown as dashed with the same labels are all feeding from the same source. Those labeled as c and r are connected to the global clock and reset respectively; and those labeled as s are connected to the Master Controller’s output done. The output of the Master Controller done_init (marked with star) indicates that the nodes in the Basic Network are all set and the Clock Recommendation unit should start its operation.
5.4 Clock Generation with Shortcuts

The clock generation network for the Basic Network tree can be modified as follows to suit the Shortcuts Network (Chapter 4). First, the selected tree paths are processed as in Section 5.3; that is, merged and pipelined out through the root of the tree. Next, the shortcut paths are processed in a similar way (as explained below). The controller decides on the faster of the two. To output the shortcuts clock we proceed as follows. All leaves in a shortcut path are flagged with a 1 (initialization) and leaves that are not on a shortcut path are initialized to 0. Since the shortcuts have already been determined (see Section 4.2 on page 28) we can readily flag them. Note that since we have selected the shorter among tree and shortcut paths, a shortcut path cannot be longer than $2 \log n$; thus, $2 \log n$ time suffices for the process described here. The bit in each path (say from its beginning of the path) is shifted up the tree with paths merged as before (see Section 5.3). After $2 \log n$ steps all bits of shortcut paths have departed from the leaves. After an additional $\log n$ steps, the sequence of at most $2 \log n$ bits representing the longest shortcut path has been output through the root of the tree. This can be encoded as before using an $O(\log \log n)$ bit counter. The maximum of the lengths of the tree and shortcut paths determines the clock speed. A separate global FSM sequences the $\Theta(\log n)$ steps needed for clock generation.

The log log $n$-bit counter can be built with a clock cycle proportional to log log log $n$. The cost of the FSM is clearly $O(n)$. Thus we have the following result.

**Lemma 8** For any $n$, there exists a $O(\log n \log \log \log n)$-delay, $O(n)$ cost network that outputs the scan-path delay for any configurable set of an $n$-element scan set.

Comment: This lemma holds for both the Basic and Shortcuts Networks.

From Equation (2.4) on page 15, Lemmas 1 (page 25) and 8 (page 45), we have the following theorems.

**Theorem 9** There exists a scan-path network of size $\Theta(n)$ that can configure any set of $k$ elements out of a set of $n$ elements in $\Theta(\log n \log \log \log n + kT_0)$ time, where $T_0$ is the
minimum clock cycle needed for the scan-path network. For a contiguous distribution of the $k$ elements of the configuration set, this network uses an average value of $T_0 = O(\log k)$.

Remark: If the proposed techniques are used to reduce frame sized for a more focused reconfiguration, then $n$ could be in the order of millions and $k$ in the order of hundreds. Thus $k$ can be expected to be larger than $\log n \log \log \log n$. Thus the time given by Theorem 9 is of the order of $kT_0$, the ideal number of cycles to input the bitstream on the proposed network.

**Theorem 10** There exists a scan-path network with shortcuts that is of size $\Theta(n)$ and which can configure any set of $k$ elements out of a set of $n$ elements in $\Theta(\log n \log \log \log n + kT_0)$ time, where $T_0$ is the minimum clock cycle needed for the scan-path network. For any contiguous distribution of the $k$ elements of the configuration set, this network uses a constant value of $T_0$.

Remark: In Theorems 9 and 10, the delay of header path $\pi_0$ is omitted. As stated earlier, $\pi_0$ imposes a $O(\log n)$ delay and the network proposed in Chapter 6 (the Header Network) addresses the problem of eliminating such a bottleneck delay.
Chapter 6
Header Network

In this context, the header path is defined as a path that starts at the input of the configuration bitstream and ends at the first element of the configuration set $\mathbb{C}$ (set of $k$ selected frames out of $n$ total frames.) Recall that in the Basic Network's data plane, the header-path $\pi_0$ is always of delay $\Theta(\log n)$ (see Figure 3.1). That is because of the fact that the number of levels from root to the leaves of an $n$-leaf binary tree is $\log n$, causing the header path to have the aforementioned combinational delay. Consequently, the delay of the scan-path cannot be improved (even if other paths have a smaller delay) based on Equation 2.3 from Chapter 2. In this section, we outline a method for reducing the delay of the header path $\pi_0$ to enable delays less than $\log n$.

The approach is to (1) determine the first element of configuration set $\mathbb{C}$ (the header leaf), and then (2) use a fast network to broadcast the configuration bitstream to all leaves, with the understanding that only the header leaf will accept it.

6.1 Determining the Header Leaf

Let $\vec{F} = \langle f_i : 0 \leq i < n \rangle$, where $f_i = 1$ if and only if $i \in \mathbb{C}$; this is the characteristic vector representing the configuration subset $\mathbb{C} \subseteq \mathbb{S}$. Suppose that $\vec{G} = \langle g_i : 0 \leq i < n \rangle$ is the prefix OR vector of $\vec{F}$, where $g_0 = f_0$ and for $i > 0$, $g_i = (f_i \text{ OR } g_{i-1})$. Consider Figure 6.1 which shows a simple implementation of a prefix OR by cascading $n$ OR gates. Notice that any arbitrary picked output can be written as

$$g_i = \sum_{i=0}^{i} f_i.$$  

It is easy to see that if $i_0$ is the header leaf, then $g_i = 1$ if and only if $i_0 \leq i < k$. Therefore, the prefix OR vector of $\vec{F}$ will result in $\vec{G} = \{00\ldots0011\ldots11\}$ where the
Figure 6.1: An example illustrating prefix OR of $n$ bits by cascading $n-1$ OR gates. The worst case delay is $n-1$ OR gate delays (critical path is highlighted).

First occurring 1 is $g_{i_0}$. Notice that in this circuit, the worst case delay path starts at $f_0$ and ends at $g_{n-1}$ and has a combinational delay of $n-1$ OR gate delays which is considered very slow.

Now, let $h_0 = g_0$ and for $i > 0$, $h_i = (g_i \text{ EX-OR } g_{i-1})$. Clearly given $\vec{G}$, $h_i$ can be determined with $n-1$ EX-OR gates and one EX-OR gate delay. Figure 6.2 shows the circuit of this function. It is obvious that $h_i = 1$ if and only if $i = i_0$. In other words, we will have $\vec{H} = \langle h_i : 0 \leq i < n \rangle = \{00 \ldots 00100 \ldots 00\}$ where the header leaf is the only bit that is 1. As stated earlier, the delay of the circuit shown in Figure 6.1 is not acceptable.

Figure 6.2: An illustration of EX-OR of $n$ bits.

for our design since we desire to improve the delay of the header path from $O(\log n)$. As a result, a better approach is needed to determine $\vec{G}$, given $\vec{F}$. This follows a well known approach for solving recurrences [37] that is illustrated in Figure 6.3 for our context.
Consider a binary tree with $n$ leaves at the bottom holding the values of $\vec{F}$. The computation proceeds in two phases on the tree. In the first phase, leaf $i$ assumes the value $f_i$ and each internal node $x$ holds the logical OR $\gamma_x$ (say) of the values of all leaves in its subtree. The bits within circles in Figure 6.3 show these values for an example; we have used a slightly different example than the ones used before to illustrate the procedure better. This computation is identical to that used to generate the $\gamma_x$ values and establish the scan path (see Table 3.1).

The second phase proceeds from the root down to the leaves in $\log n$ steps (one per level) starting from the children of the root (level $\log n - 1$). Let nodes $x$ and $y$ be the left and right children of the root, respectively. In the first step of the second phase, $x$ sends $\gamma_x$ to $y$. If $\gamma_x = 1$, then $y$ instructs all leaves $i$ of its subtree to set $g_i = 1$; otherwise, nodes at level $\log n - 2$ or lower proceed recursively as described below. Consider a node $x$ at level $\log n - t$ (where $1 < t \leq \log n$) that is the left child of its parent $z$. Let $y$ be the right child of $z$ (that is, the sibling of $x$). If $z$ has not instructed its leaves to set $g_i = 1$, then at
step $t$, nodes $x$ and $y$ proceed recursively as described earlier; namely, node $x$ sends $\gamma_x$ to $y$, then if $\gamma_x = 1$, then $y$ instructs its leaves to set $g_i = 1$; otherwise level $t - 1$ proceeds recursively. The value generated at the leaves after any sibling communication is $g_i$. The recursion terminates at the leaves.

Figure 6.3 illustrates the second phase. In level 3, the left child of the root sends a 1 to the right child, which instructs all its leaves to set $g_i = 1$. (This is indicated in the figure as tree edges, as opposed to an edge from a left child to its sibling. All leaves $i$ for which we set $g_i = 1$ due to this step are enclosed in a box.) For level 2, the leftmost node similarly sends a 1 to its sibling which too causes all its leaves to set $g_i = 1$. At level 1, the leftmost node sends a 0 to its sibling, and both their descendants proceed recursively.

For the first pair of leaves $\gamma_0 = \gamma_1 = 0$; leaf node 0 sets $g_0 = \gamma_0 = 0$ and sends a $\gamma_0 = 0$ to leaf node 1, which sets $g_1 = \gamma_1 = 0$. The second pair of leaves have $\gamma_2 = 1$ and $\gamma_3 = 0$. Here leaf node 2 sets $g_2 = \gamma_2 = 1$ and sends $\gamma_2 = 1$ to leaf node 3. Because the received bit $\gamma_2 = 1$, leaf node 3 sets $g_1 = 1$ (even though $\gamma_3 = 0$). A formal proof of correctness of this method in a more generalized form appears in Dharmasena and Vaidyanathan [37].

We observe that while the algorithm for Phase 2 is cast recursively, it can be easily unfolded into a circuit with $\Theta(\log n)$ delay and $\Theta(n)$ gates as outlined below. At the end of Phase 1, each tree node $x$ holds $\gamma_x$, the OR of the bits at the leaves of the subtree rooted at $x$; Figure 6.3 shows these values within the circles representing nodes. Recall (see Table 3.1) that node $x$ receives $\alpha_x$ and $\beta_x$ from its left and right children and determines $\gamma_x = \alpha_x \text{ OR } \beta_x$. Phase 2 proceeds from the root down to the leaves and node $x$ receives an input $\delta_x$ from its parent; in addition, it has input $\alpha_x$ received during Phase 1. Node $x$ produces outputs $\zeta^\ell_x$, $\zeta^r_x$ to its left and right child, respectively. In this notation, if the left and right child of $x$ are $u$ and $v$, respectively, then $\zeta^\ell_x = \delta_u$ and $\zeta^r_x = \delta_v$. For the root,
Figure 6.4: An example illustrating the non-recursive implementation of a prefix OR of \( n \) bits. A node \( x \) drawn in bold is one with \( \alpha_x = 1 \). The bits on an edge from a node \( x \) to its left and right children are the values of \( \zeta^\ell_x \) and \( \zeta^r_x \), respectively. Given the values of \( g_i \), the circuit of Figure 6.2 is used to produce the \( h_i \) values that gives the header leaf (marked with red circle in the last row).

Assume that \( \delta_{\text{root}} = 0 \). The outputs of node \( x \) are assigned as follows:

\[
\begin{align*}
\zeta^\ell_x &= \delta_x \\
\zeta^r_x &= \alpha_x \text{ OR } \delta_x.
\end{align*}
\]

Let leaf \( i \) receive input \( \eta_i \) from its parent \( j \); here \( \eta_i = \zeta^\ell_j \text{ OR } \zeta^r_j \). Finally, leaf \( i \) computes \( g_i = f_i \text{ OR } \eta_i \). Figure 6.4 illustrates these ideas. The internal structure of the internal (tree) node \( x \) and leaf \( i \) of the prefix OR tree are shown in Figure 6.5.

Finally, by putting together the prefix OR tree and the EX-OR circuit shown in Figure 6.2, the Header Network can be constructed. Figure 6.6 shows the block diagram of a simple Header Network with \( n = 4 \).
6.2 Constructing the Header Path

It was noted earlier that once we have determined the header leaf \( i \) (indicated by flag \( h_i = 1 \)) the bitstream can be broadcast to all leaves with the understanding that leaf \( i \) will act on it if and only if \( h_i = 1 \). Such a “broadcast network” would be no more complex than the clock distribution network used to clock the chain of shift registers spanning the scan path. Thus, if the header leaf can be determined, then the header path \( \pi_0 \) can be constructed to (virtually) have constant delay. Consequently, the delay of the scan path is now independent of \( \pi_0 \).

Figure 6.7 illustrates a modification that operates with lower power. Here all parts of the broadcast network, except the one corresponding to \( \pi_0 \), are disabled. The control signals needed for this network can be generated alongside the generation of \( h_i \) as the following.

Let \( d \) be the degree (number of children of each node) of the proposed network with \( n \) leaves. This will result in a \( \log_d n \)-level tree. The process starts at the leaves which hold the \( h_i \) values. Each leaf sends its \( h_i \) value to its parent. Each internal node \( x \) at the first level generates a signal \( c_x \) from the OR of the received bits from its \( d \) children. This signal controls the tristate present at node \( x \). Each node also sends \( c_x \) to its parent and the process
repeats for every level recursively until the $c_{root}$ is generated at the root; a process identical to that of Basic and Header Networks for generating the $\gamma_x$ values. Figure 6.7 shows this network of tristate gates with fan-out 4 (the degree of the tree structure). In practice, such a (non-broadcasting) network can support a fan-out that is larger than that of a clock distribution (broadcast) network and can, as argued earlier, be assumed to be of constant delay. Furthermore, although we elaborated on how to construct a fast header path in this section, later on when we use Verilog HDL in order to implement the design, we will use behavioral code to describe such a network. Therefore, the synthesis tool will decide on how to construct the header path in the most efficient way. In most cases, the computer’s solution for such broadcasting networks is similar to that of the clock distribution network.
Figure 6.7: An example of establishing the header path $\pi_0$ using tristate buffers. The active path is shown in bold.

(also known as the “Clock Tree”) spanning the designs to deliver the clock signals to those elements with a clock input. Therefore, the synthesis tool will most probably use a similar network for the header path in our case.

Lemma 11 For any set of $k$ elements selected out of $n$ elements, there exists a Header Network that determines a constant delay path to the first of the selected elements. This network uses $\Theta(n)$ gates and has a delay of $\Theta(\log n)$. 

\[ \square \]
Chapter 7
Synthesis and Modeling

In the previous chapters, we developed the proposed ideas theoretically (algorithmically) and detailed possible logic level implementation. An analysis determined that the cost of each of the proposed networks is $O(n)$ with $n$ being the total number of frames or as we will simply call it, the “size” of the network. Additionally, we also argued that for some cases the time to input $k$ configuration bits is $\Theta(k)$. However, knowing only the order of the cost and delay does not indicate the magnitude of the constants hidden by the notation. To better estimate these constants and factor in practical constraints, we utilize the available synthesis tools and implement the proposed ideas to derive equations that model the cost and delay of the networks as a function of $n$. The networks we synthesize are the following:

**The Basic Network:** This is the tree illustrated in Figure 3.6 (page 24). The MU-Decoder shown in this figure is only for illustrating the idea of selecting a set of $k$ elements; but to simplify the synthesis that module is replaced by a standard decoder with $\log n$ inputs and $n$ outputs.

**The Basic Network with Clock Recommendation:** This consists of the Basic Network, the Header Network (Chapter 6), and the Clock Recommendation Network (Section 5.3, page 41).

**The Shortcuts Network:** This includes the Basic Network augmented with shortcut links (Chapter 4) along with the Header and the Clock Recommendation Network of Section 5.4 (page 45).

The proposed networks are implemented using Verilog HDL and synthesized through the Cadence environment described below. All digital implementations (synthesis) use
tools from Cadence Design Systems suite, namely, (a) Cadence Encounter® RTL Compiler (version RC14.24) for netlist generation and (b) Cadence Encounter Digital Implementation System (EDI) for Place and Route (PAR) [38]. The technology file used is the open access 45nm Process Design Kit (PDK) and cell library “FreePDK45” jointly developed by Oklahoma State University (OSU) and North Carolina State University (NCSU)[39]. Also, MATLAB [40] is used for the interpolation of the data points and mathematical modeling.

We now describe the structure of this chapter. Section 7.1 discusses the implementation (synthesis) of the various networks, whose aim is to determine the delay, area, and power of implementations for different sizes. Section 7.2 includes plots of the derived data from the synthesis phase. Section 7.3 details the modeling phase where the data from Section 7.2 is fitted to obtain an equation modeling the performance of the different networks. Figure 7.1 shows an overarching view of the entire synthesis and modeling phases. To a large extent, the approach in this chapter is similar to that of Raghavendra Kongari’s MS thesis [41].

7.1 Synthesis Architecture and Design Flow

The synthesis phase has two stages: (a) netlist generation and (b) place and route (PAR). The top half of Figure 7.1 shows these stages. The netlist generation stage revolves around the RTL Compiler which, given a Verilog code, produces a digital circuit represented as a netlist accompanied by timing, area, and power reports. In particular, the timing report is expressed in terms of a \textit{slack} relative to a clocking constraint. For example, let the clock period of a network be set to 500 ps. Now, assume that the RTL Compiler synthesizes the network with a clock period of 480 ps and a slack of +20 is reported indicating that the clock constraint could be tightened. Similarly, a negative slack indicates an estimate of additional clocking time needed for proper implementation.

The number of synthesis runs for each network is in the order of hundreds (approximately 40 different sizes per each network and several iterations per each size); therefore, it is not possible to perform them manually and without automation. Therefore, we use Tcl
Figure 7.1: An illustration of the design flow.
scripts for each implementation phase. The RTL Compiler Tcl script presents the Verilog code (say for the Basic Network) to the RTL Compiler successively for different network sizes (n from \(2^4\) to \(2^{14}\)). For each n it examines the timing report to determine if the clock can be tightened. Using a binary search type of algorithm similar to that of Raghavendra’s [41] (see Figure 7.2), the Tcl script initiates several synthesis trials for a fixed n until a slack of 0 (or nearly 0 for some cases) is achieved. This ensures the best possible clock period for the network, hence generating a “time-optimized” netlist. At the end of this stage, an output netlist file (with “.v” extension) and a timing constraint file (with “.sdc” extension) are generated and saved for the next stage. Figure 7.3 shows an example logic diagram (i.e. the netlist) generated by RTL Compiler for the Basic Network with \(n = 16\) excluding the master controller and the decoder. Table 7.1 shows an example report produced by the RTL Compiler Tcl script on the output terminal while performing synthesis on the Basic Network with \(n = 16\). Note that the synthesis tool uses the algorithm shown in Figure 7.2 to achieve zero slack after four iterations.

Table 7.1: Example report generated by the RTL Compiler Tcl script for the Basic Network with \(n = 16\).

<table>
<thead>
<tr>
<th>Module</th>
<th>Effort</th>
<th>Size (n)</th>
<th>Area (µm²)</th>
<th>Power (mW)</th>
<th>Clock (ns)</th>
<th>Slack (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 basic_tree</td>
<td>high</td>
<td>16</td>
<td>1509</td>
<td>15863</td>
<td>50000</td>
<td>49057</td>
</tr>
<tr>
<td>2 basic_tree</td>
<td>high</td>
<td>16</td>
<td>1935</td>
<td>1316403</td>
<td>471</td>
<td>-244</td>
</tr>
<tr>
<td>3 basic_tree</td>
<td>high</td>
<td>16</td>
<td>1857</td>
<td>910900</td>
<td>707</td>
<td>-32</td>
</tr>
<tr>
<td>4 basic_tree</td>
<td>high</td>
<td>16</td>
<td>1498</td>
<td>715040</td>
<td>825</td>
<td>0</td>
</tr>
</tbody>
</table>
Figure 7.2: Flow chart of the algorithm used in the RTL Compiler Tcl script to optimize the networks with respect to the clock period (i.e., time-optimized). [41].
Figure 7.3: Example schematic for the Basic Network with $n = 16$. The master controller and the decoder are not included.
At the end of the netlist generation stage, the netlist and timing constraint files are generated for each size and stored so that the SoC Encounter Tcl script can access them for the place and route stage. In the PAR stage, all the physical aspects of the circuit such as wire lengths, parasitic elements (e.g. capacitances), voltage drops, power leaks, etc., are considered while they are not taken into account in the previous stage. As in the netlist generation, the PAR stage is also automated with a Tcl script that uses iterations to make sure the final output meets the timing constraints. In particular, the SoC Encounter Tcl script iterates through different network sizes and performs the following tasks automatically (a) adjusts the paths of the input files and sets other applicable variables (e.g. the distance between the power grids), (b) performs the steps of physical design (such as floor planning, power planning, placing, routing, clock tree generation, timing analysis and optimization), (c) generates the reports and archives them properly, (d) extracts the desired timing, area, and power values from report files, and ultimately (e) generates a report file and accumulates all the extracted results for all sizes. Also for each size, the script checks the value of the “worst negative slack” in the reports and initiates iterations to resolve the negative slack by relaxing the clock period. Figure 7.4 shows an example layout of the Shortcuts Network with \( n = 16 \), generated at the end of the PAR stage.

### 7.2 Synthesis Results

As detailed in Section 7.1, each network (Basic, Basic with Clock Recommendation, and Shortcuts Network) was implemented for a range of values of \( n \) (network size) and optimized for time using Tcl scripts. For each implementation we collected data on clock period \( (T) \), area \( (A) \), and power \( (P) \) and plotted the each one with respect to size \( (n) \). \( n \) is set by the script such that \( n \in \{ \lfloor 2^{i/4} \rfloor : 16 \leq i \leq 56 \} \). This will result in the sizes to be powers of 2 (from \( 2^4 \) to \( 2^{14} \)) plus three more data points distributed exponentially in between each two powers of 2 (e.g. \( \lfloor 2^{8.25} \rfloor = 304 \), \( \lfloor 2^{8.5} \rfloor = 362 \), and \( \lfloor 2^{8.75} \rfloor = 430 \) between 256 and 512). \( T \) plotted here is the best achievable clock period for each network.
Figure 7.4: Example layout for the Shortcuts Network with $n = 16$ generated in SoC Encounter.
Considering the the worst case delay of $O(\log n)$ in our theoretical analysis, we expect all our designs to have logarithmic delay with respect to size. Therefore, each of the timing graphs are also expressed in logarithmic scale. Figures 7.5 to 7.16 show the results for the proposed networks. Dashed lines show the curves fitted to the data from Section 7.3.

Although we will quantitatively examine the growth terms of these graphs in Section 7.3, it is easy to see that the differences in cost and performance between the Basic Network and the Basic Network with clock recommendation is reasonably small (see Figures 7.17 to 7.19). This and other performance comparisons between networks are made in the Section 7.4.

### 7.3 Modeling Stage

At the end of the synthesis stage, we have a set of reports containing data for clock period, area, and power for each network and each $n$ generated by the SoC Encounter Tcl script. For example for the Basic Network with clock recommendation, Table 7.2 shows a part of the data also captured in the plots of Figures 7.9 to 7.12. The idea is to use this data to derive functions $T_B(n)$, $A_B(n)$, and $P_B(n)$ that indicate the clock period, area, and power of the Basic Network as a function of its size $n$. We use the Curve Fitting Toolbox™ (CFT) in MATLAB to curve fit this data. For the Basic Network, the theoretical estimate for the clock period is $O(\log n)$. However, a layout with $n$ leaves and $\log n$ levels could include wires of length $O(n)$ and $O(\log n)$ which could lead to a delay proportional to these terms. Using a similar rationale, area and power may be proportional to $n^2$, $n \log n$, or $\log^2 n$. Thus, we included $1$, $\log n$, $n$, $\log^2 n$, $n \log n$, and $n^2$ as target growth terms. After the first attempt in the CFT, some of these growth terms had nearly 0 coefficients so we repeat the curve fitting without them. Specifically for $T_B(n)$, the initial general equation was

$$T_B(n) = a \cdot n^2 + b \cdot n \log n + d \cdot n + c \cdot \log^2 n + e \cdot \log n + f$$
Figure 7.5: Clock period ($T$) results for the Basic Network as a function of size $n$. Dashed line shows the result of the curve fitting from Section 7.3 (similar for Figures 7.6 to 7.16).

Figure 7.6: Clock period ($T$) results for the Basic Network as a function of log $n$ (logarithmic x-axis).
Figure 7.7: Area ($A$) results for the Basic Network as a function of size $n$.

Figure 7.8: Power ($P$) results for the Basic Network as a function of size $n$. 
Figure 7.9: Clock period ($T$) results for the Basic Network with clock recommendation as a function of size $n$.

Figure 7.10: Plot for Basic Network with clock recommendation, clock period $T$ vs. logarithmic size $\log n$. 
Figure 7.11: Area ($A$) results for the Basic Network with clock recommendation as a function of size $n$.

Figure 7.12: Power ($P$) results for the Basic Network with clock recommendation as a function of size $n$. 
Figure 7.13: Clock period \((T)\) results for the Shortcuts Network as a function of size \(n\).

Figure 7.14: Clock period \((T)\) results for the Shortcuts Network as a function of \(\log n\) (logarithmic x-axis).
Figure 7.15: Area ($A$) results for the Shortcuts Network as a function of size $n$.

Figure 7.16: Power ($P$) results for the Shortcuts Network as a function of size $n$. 
Table 7.2: A part of the final report generated at the end of the synthesis stage for the Basic Network with clock recommendation.

<table>
<thead>
<tr>
<th>Size ($n$)</th>
<th>Clock Period</th>
<th>Area ($\mu m^2$)</th>
<th>Power (mW)</th>
<th>Slack (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>724</td>
<td>2.346</td>
<td>37566.0571</td>
<td>14.29416028</td>
<td>0.091</td>
</tr>
<tr>
<td>861</td>
<td>2.359</td>
<td>41111.1493</td>
<td>15.82467362</td>
<td>0.089</td>
</tr>
<tr>
<td>1024</td>
<td>2.368</td>
<td>46603.8365</td>
<td>17.81097354</td>
<td>0.002</td>
</tr>
<tr>
<td>1217</td>
<td>2.529</td>
<td>65977.0098</td>
<td>22.27043528</td>
<td>0.020</td>
</tr>
<tr>
<td>1448</td>
<td>2.694</td>
<td>76604.3083</td>
<td>24.78037995</td>
<td>0.022</td>
</tr>
<tr>
<td>1722</td>
<td>2.454</td>
<td>82379.5141</td>
<td>29.05829671</td>
<td>0.023</td>
</tr>
<tr>
<td>2048</td>
<td>2.644</td>
<td>89545.2558</td>
<td>31.89152006</td>
<td>0.006</td>
</tr>
<tr>
<td>2435</td>
<td>2.783</td>
<td>127298.5636</td>
<td>41.17718596</td>
<td>0.003</td>
</tr>
<tr>
<td>2896</td>
<td>2.832</td>
<td>145527.5835</td>
<td>45.48067184</td>
<td>0.067</td>
</tr>
<tr>
<td>3444</td>
<td>2.898</td>
<td>160145.3399</td>
<td>50.11557636</td>
<td>0.011</td>
</tr>
<tr>
<td>4096</td>
<td>2.920</td>
<td>183548.8616</td>
<td>54.78606798</td>
<td>0.006</td>
</tr>
</tbody>
</table>

which after curve fitting resulted in

$$T_B(n) = (1.859 \times 10^{-12}) n^2 + (1.061 \times 10^{-9}) n \log n + (0.009228) \log^2 n +$$

$$+ (3.552 \times 10^{-14}) n + (0.09339) \log n + 0.357.$$  

It's clear that the $n^2$, $n \log n$, and $n$ terms have nearly 0 coefficients and $T_B(n) = c \cdot \log^2 n + e \cdot \log n + f$ would be a better fit. Therefore, the updated equation was again run through the CFT to obtain:

$$T_B(n) = 0.01035 \log^2 n + 0.08205 \log n + 0.3848. \quad (7.1)$$

Similarly after adjustments of coefficients, the curve fitting for $A_B(n)$ and $P_B(n)$ yields the following equations:

$$A_B(n) = 35.73n + 2.004 \log^2 n + 176.1 \quad (7.2)$$
We repeat this process for the Basic Network with clock recommendation (BC) and the Shortcuts Network (S) to obtain \( T_{BC}(n) \), \( A_{BC}(n) \), \( P_{BC}(n) \), \( T_S(n) \), \( A_S(n) \), and \( P_S(n) \) as follows:

\[
T_{BC}(n) = 0.0168 \log^2 n + 0.007154 \log n + 0.6665 \quad (7.4)
\]

\[
A_{BC}(n) = 46.96n + 25.9 \log^2 n \quad (7.5)
\]

\[
P_{BC}(n) = 0.01126n + 0.06487 \log^2 n \quad (7.6)
\]

\[
T_S(n) = 0.0008621n + 0.3106 \log n - 0.419 \quad (7.7)
\]

\[
A_S(n) = 298.2n - 585.9 \log^2 n + 5656 \log n - 1.363 \times 10^4 \quad (7.8)
\]

\[
P_S(n) = 0.06621n + 1.08 \log n + 3.473 \quad (7.9)
\]

### 7.4 Comparison of Network Costs

From Equations 7.1 to 7.9, generally, we have the following results:

(a) the implemented networks have a polylogarithmic delay (clock period) as it was expected from the theoretical analysis. The only exception is the \( n \) term (with a relatively small coefficient) that has appeared in Equation 7.7 for the Shortcuts Network’s
clock period. The reason behind having such term is that the synthesis tool is not aware of the network’s function. Specifically, the Shortcuts Network is designed so that the length of a shortcut path cannot exceed \( \log n \). However, there exists a virtual combinational shortcut path of length \( n \) that connects all the leaves. Therefore when performing timing analysis, the synthesis tool will take into account those paths with \( O(n) \) length.

(b) The area and power of the synthesized networks are \( O(n) \) (linear) as expected.

Note that the constants of the derived equations will change when synthesizing with a different technology. Therefore, these equations only provide a sense of relative performance and cost. For example from Equations 7.1 and 7.4, it can be seen that adding the clock recommendation to the Basic Network has a relatively small effect on its delay. Figures 7.17, 7.18, and 7.19 show comparative the plots for clock period (\( T \)), area (\( A \)), and power (\( P \)) of the synthesized networks, respectively.

![Figure 7.17: Clock period \( T \) as a function of \( n \) for the synthesized networks.](image-url)
Figure 7.18: Area $A$ as a function of $n$ for the synthesized networks.

Figure 7.19: Power $P$ as a function of $n$ for the synthesized networks.
Chapter 8
Concluding Remarks

In this thesis, we addressed the problem of making a path to efficiently scan a configuration bitstream into a set of $k$ selected frames out of $n$ total frames. As solutions to this problem, we proposed a class of $\Theta(n)$ cost networks as the following: (a) the Basic Network which uses an underlying binary tree to set a physical scan path connecting the selected frames and scans in the bitstream in $\Theta(k \log n)$, (b) the Shortcuts Network which uses an additional path along the frames to shortcut the tree paths whenever appropriate and can scan the $k$-bit configuration bitstream in $\Theta(\log n \log \log \log n + kT_0)$ time, where $T_0$ can be as small as a constant and at most $O(\log n)$, (c) the Clock Recommendation Network, an augmentation to the previous networks which gives an estimate of the best possible admissible clock period, and (d) the Header Network, another enhancement to the proposed networks which channels a direct path to the first selected frame and eliminates the bottleneck of $O(\log n)$ delay. Without the Header Network, it is not possible to exploit the benefits of the Shortcuts and Clock Recommendation networks.

We theoretically showed that the proposed networks work very well by having an optimal cost of $\Theta(n)$; and in some cases, the optimal delay of $\Theta(k)$. We also synthesized the proposed networks and confirmed having polylogarithmic delays and linear costs (area and power) by deriving a mathematical model of delay and cost as a function of network size. It is important to note that the control and data planes are not distinguished in the synthesis. While the control plane includes detailed circuitry, for example, to choose the shorter path between tree or shortcuts in the Shortcuts Network, the additional delay it introduces should not be taken into account when measuring the reconfiguration speed. Thus, the delays are expected to be even less for the data plane and it might be beneficial to perform synthesis for the data plane and the control plane separately.
The work opens up several directions for future research. For example, we can study the same ideas on a non-binary tree (e.g. a ternary or even an $m$-ary tree). Also, investigating a combination of random and contiguous distribution of $k$ selected frames over $n$ can be helpful. Moreover, using latches instead of flip-flops in the path-length assessment phase of the Shortcuts Network may be beneficial to give a better sense of the (combinational) path delays due to tree and shortcut edges. Additionally, we can try optimizing the networks with respect to area (or power) to include the cases where manufacturing cost is the primary priority.
References


Vita

Arash Ashrafi was born in March of 1990, in Tehran, Iran. He received his primary and secondary education from Rouzbeh High School in Tehran. After high school, Ashrafi received admission to the School of Electrical and Computer Engineering at the University of Tehran, the highest-ranked university in Iran. In December 2013, he received his Bachelor’s degree in Electrical Engineering from University of Tehran. After his graduation, he came to the United States of America to pursue a master’s degree in Electrical Engineering. In January 2014, he joined the Department of Electrical and Computer Engineering at Louisiana State University, Baton Rouge, Louisiana. He worked as graduate research assistant from September 2014 to May 2016 with the supervision of Dr. R. Vaidyanathan. He will attain his Master of Science degree in Electrical Engineering in the spring of 2016.