






FIGURE 5.5: Resource Registry Portlet

credential expires every time the user logs out of the portal but the my-proxy credential remains

active for seven days by default. This credential is used by other GridPortlets such as the job

submission portlet and file transfer portlet.

FIGURE 5.6: Grid Credentials Portlet

The Grid File Browser portlet changes its view depending on the VO to which the user belongs.

This is a very useful portlet as it provides a easy GUI for transferring files across grid. This portlet

allows the HPC user to move files from CCT Grid to LONI and vice-versa. This portlet allows

the user to browse through the files on any grid resource, copy, move, delete, upload, download,

view files and directories or make a new directory. Also this portlet provides a list of all the file

management activities that are carried by user on the grid. Figures 5.7 shows exclusive CCT and

LONI views whereas Figure 5.8 shows the view for a HPC user.

48



FIGURE 5.7: (i) Grid File Browser Portlet - CCT (ii) Grid File Browser Portlet - LONI

FIGURE 5.8: Grid File Browser Portlet - HPC

The most important portlet in GridPortlets is the job submission portlet. This portlet changes

its view depending on the user’s VO. This allows users to submit their jobs via a GUI rather than

using a complicated command line interface. This portlet provides a complete list of jobs that have

been submitted by the user in the past. It allows the user to submit a previous job while changing

variables such as number of CPUs required, memory required and choosing from the available

queues and schedulers, etc. The three views of this portlet are shown in Figures 5.9 and 5.10.

FIGURE 5.9: (i) Job Management Portlet - CCT (ii) Job Management Portlet - LONI
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FIGURE 5.10: Job Management Portlet - HPC

5.2.5 Allocations Portlet

This is a JSR-168 complaint portlet developed to access allocation information from the Gold

database. It gives users their allocation information such as the project name, allocation deposited,

balance available, start date and the end date of the allocation. If a user does not have any active

allocations, the portlet displays a link to request allocations for the appropriate VO. This portlet

has three different views depending the user class. The three views are as shown in Figures 5.11

and 5.12.

FIGURE 5.11: (i) Allocation Portlet - CCT (ii) Allocation Portlet - LONI

FIGURE 5.12: Allocation Portlet - HPC
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5.2.6 MRTG Portlet

This is a GridSphere portlet that interfaces with LONI MRTG interface to display the traffic across

all LONI routers. This portlet is exclusively developed for LONI and is accessed only by LONI

users; CCT users do not see it. This portlet has two drop down menus as shown in Figure 5.13, one

to select one of the six LONI partner schools and the second to choose the interface from LONI to

one of the routers belonging to that particular school. It displays daily, weekly, monthly and annual

network statistics of incoming and outgoing traffic of that router. This is a very useful portlet for

users to determine the network conditions and predict the best time to carry out tasks that require

high bandwidth.

FIGURE 5.13: LONI MRTG Portlet
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5.2.7 RancidConfig Portlet

This is custom JSR-168 complaint portlet developed exclusively for LONI network administrators.

This is a private portlet that can be viewed only by a specific group, the network administrators.

This portlet allows the users to choose one of the routers and view the configuration of that router.

It also allows users to download the configuration to the local machine. Work is in progress to add

search and compare functions to the existing portlet. Router configurations are backed up using

CVS every night. It is proposed to implement CVS browser functionality into this portlet so that

the administrators have access to all the versions of the router configurations. The current state of

the portlet is shown in Figure 5.14.

FIGURE 5.14: LONI RancidConfig Portlet

5.2.8 AboutHPGC Portlet

This is an information portlet deployed on the guest page of the HPGC Portal, as shown in Figure

5.15. This portlet gives a brief description of the HPGC Portal and the partners associated with it.

It is a static portlet developed from one of the out-of-the-box GridSphere template portlets.

5.2.9 Weekly News Update Portlet

This is a custom JSR-168 compliant portlet developed to display important news and outages as

shown in Figure 5.16. This portlet shows news items from files that are in a specific format.
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FIGURE 5.15: AboutHPGC Portlet

Every news item has a start date and an expiration date and only currently active news items are

displayed. This portlet displays news items in vertical scrolling motion. High priority news items

gets displayed first in the order. We have developed a PHP interface to add and edit the news

items. 1

FIGURE 5.16: Weekly News Portlet

1“Short for Hypertext Pre-processor) is a server-side, HTML embedded scripting language used to create dynamic
Web content. PHP scripts can be embedded in HTML code and use similar syntax to the Perl and C programming
languages.” [27]
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6 Conclusions and Future Work
6.1 Advantages of Integrating CCT and LONI HPC Portals

As discussed in Chapter 2, there are many advantages in integrating High Performance Computing

Portals. Through this thesis work, we successfully integrated the CCT HPC and LONI Grid portals.

The users belonging to either or both organizations will have the following advantages in using the

HPGC portal for their grid related tasks.

• Uers of both CCT and LONI HPC will have to access just one portal instead of two separate

portals in order to carry out their grid tasks with an easy to use GUI.

• All the required portlets are available in one place, to let these users carry out their grid tasks

without any effort across both CCT and LONI grid machines.

• Once a user has a CCT or LONI user account, he/she automatically has access to the portal,

since it is LDAP-enabled and supports both CCT and LONI LDAPs. There is no additional

step for requesting a login for portal.

• The GridPortlets in the HPGC portal allow users to copy and move files from CCT HPC ma-

chines to LONI machines. This can save a lot of time for users carrying out their tasks across

both the grids simultaneously. The HPGC Portal also allows users to submit jobs on both the

grids with the same credential that is retrieved in the portal.

• The HPGC portal provides information about the resources, allocations, software installed,

scheduled outages and other useful information about both the grids which avoids browsing

through various web pages on multiple web sites to get this information.
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6.2 Related Work

As part of the research, a survey of other related high performance computing portals, such as

TeraGrid and SURAGrid, has been conducted.

6.2.1 TeraGrid Portal

The TeraGrid Portal (shown in Figure 6.1) was developed using the GridSphere Portal Framework.

It has a combination of out-of-the-box and custom portlets deployed in the portal. The TeraGrid

FIGURE 6.1: TeraGrid Portal Login Page [23]

Portal also uses the GPIR Resource browser portlet developed by GridPort to provide the load,

queue, memory and other system related information about all the TeraGrid resources. It has a

custom HPC queue prediction portlet (see Figure 6.2) that helps user predict the wait time on each

of the grid resources based on the number of processors needed for the job to run and approximate

runtime. The Teragrid portal also has portlets like remote visualization, portlet showing user about

his/her accounts on all Teragrid resources,etc. It also has a ticketing system integrated within the

portal that users can use to report problems. It also has an allocation request page displayed in the

portal. Also it provides documentation on portal as well as resource information. The TeraGrid

portal can incorporate some of the portlets in the HPGC portal such as GridPortlets that allow users
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to submit jobs to machines easily. Also the LDAP authentication might be useful to tie in the portal

login to the authentication mechanism of the various TeraGrid sites. The HPGC portal can make

use of the batch queue prediction and the ticketing system portlets that have been integrated into

the TeraGrid portal.

FIGURE 6.2: TeraGrid HPC Queue Prediction Portlet [23]

6.2.2 SuraGrid Portal

The SURAGrid Portal is a completely functional Portal with a large user base from different SURA

partners. It was developed using the Grid Portal Framework. The portlets deployed were developed

as part of the GridPort ToolKit.[17] The portal has grid based portlets (see Figure 6.4) such as

FIGURE 6.3: SURAGrid Portal Login Page [25]
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proxy management, resource browser and configuration, job submission and file management,

developed by the GridPort team. Users request a login by filling in a form. Then the SURAGrid

team then verifies the user’s authenticity and creates a login (see Figure 6.3). Complete user

documentation that describes the portal as well as basic information about the SURAGrid resources

are provided as part of the portal. The HPGC portal in it’s current state is more advanced than the

SURAGrid portal and it can provide a number of features that will be useful to SURAGrid portal

users such as LDAP authentication against the SURAGrid LDAP and partner site LDAPs, job

submission and file management from the GridPortlets which are more advanced than the ones

provided with GridPort for example the SURAGrid job submission portlet provides a very simple

form interface which is not very useful for selecting queues etc. The allocation portlet will be

useful once SURAGrid adopts some form of allocation management for the compute resources.

FIGURE 6.4: SURAGrid Portal after user Logs in [25]

6.2.3 Comparison

Table 6.1 shows the comparison of various features of the SURAGrid and Teragrid portals with

the HPGC portal. This table gives an idea of the few important requirements of an HPGC portal

and how these have been addressed in the various portals. The table shows that the HPGC portal

uses LDAP for user management which appears to be the best solution in terms of scalability and
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convenience for users. The job submission and file management portlets are also the most advanced

in the HPGC portal as they are part of the GridPortlets which have been modified to incorporate

VO-based views. Resource Monitoring in all three portals makes use of the GPIR service. The

HPGC portal GPIR portlet has been modified to display up-time and VO specific resources. The

HPGC and TeraGrid portals also provide allocation portlets that allow users to view the status

of their allocations on the compute resources. The HPGC portal also provides the MRTG and

RancidConfig portlets that allow users to monitor network and router statistics. The NWS portlet

which is part of the TeraGrid portal provides valuable batch queue prediction and is a portlet that

will be incorporated into the HPGC portal in future.

TABLE 6.1: Comparison of HPC Portals

HPGC Portal TeraGrid Portal SURAGrid Portal
User Management LDAP Custom GridSphere Database
Job Submission GridPortlets(modified) None GridPort
File Management GridPortlets(modified) None File Listing
Resource Monitoring GPIR(modified) and GPIR GPIR(modified)

GridLab Testbed Portlet
Allocation Management Custom Portlet Custom Portlet None
Network Monitoring Rancid and MRTG Portlets None None
Batch Queue Prediction Work in Planning(NWS) NWS None

6.3 Other Related Solutions

As part of the thesis work, research was conducted to investigate other solutions that provide user

and certificate management such as PURSE[28]. It was decided to use LDAP as the solution

because the current functionality provided by PURSE is limited by the fact that the MyProxy

server can only store one certificate per user. This limits the ability to identify users that belong to

multiple VOs. Since the HPGC portal uses LDAP for authentication and it is possible to bind to

multiple LDAP servers, it becomes easy to identify users belonging to multiple VOs.
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6.4 Conclusion

As part of this thesis work, we have successfully developed the HPGC portal that will help the

LSU grid community in carrying out their grid tasks more efficiently using this GUI-based easy-

to-use portal. The VO-based implementation of the portal views is a unique solution that can be

scaled to add more VOs without much effort. This can be a starting point for major collaborations.

Three major challenges were overcome and solutions were developed that can be used to provide

VO-based services to portal users.

The integration of multiple HPC Portals not only helps bring together grid communities but it is

also cost effective in terms of hardware and maintenance. It helps the developers and administrators

of the portal to concentrate on a single infrastructure and make it more reliable and highly available.

6.5 Future Work

The HPGC portal was designed to integrate the CCT and LONI VOs. Hence some of the code in

the HPGC portal uses the CCT and LONI elements such as the LDAP servers, DNs etc. Although

the code has been written such that these are easy to modify, future work might be to put these con-

figuration parameters into XML files that the portal can read and thus make it easier to change the

configuration without having to recompiling the source. Also certain changes may be considered

to the GridSphere core so as to be able to provide better support for handling VOs such modifying

the User object to include VOs and also the resource registry. Integrating notification mechanism

in GPIR browser portlet to send out SMS, email or instant message as per user’s preference to no-

tify availability of large number of processors, change in the load, etc. Another important change

would be to add a VO field to the User object, so that we would not need to use the organization to

determine the VO. This will give the users flexibility to be in multiple VOs and VOs will be able
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to represent application and project groups such as LONI, CCT, LSU, HPC, SCOOP, UCoMS etc.

Some additional features can be added to the HPGC portal that would be helpful to the users

such as integrating a ticketing system with the portal can be very useful, as users would not need

to go to a different website to report the problems and also will be able to view all their tickets

and statuses in one place. It is suggested that GridSphere implements the LDAP module that is

developed as part of this thesis work. This makes it easy for future upgrades to the HPGC portal

and other portals that utilized these features. As part of this work we also realized that having roles

associated with portlets allows better access control than having roles associated with groups.

Hence adding this feature will make GridSphere better suited for a VO-based portal solution.
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