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Abstract

In this dissertation, we introduce compact absorption switches consisting of plasmonic metal-dielectric-metal (MDM) waveguides coupled to multisection cavities. The optimized multisection cavity switches lead to greatly enhanced modulation depth compared to optimized conventional Fabry-Perot cavity switches. We find that the modulation depth of the optimized multisection cavity switches is greatly enhanced compared to the optimized conventional Fabry-Perot cavity switches due to the great enhancement of the total electromagnetic field energy in the cavity region.

We then investigate how to improve the computational efficiency of the design of nanoplasmonic devices. More specifically, we show that the space mapping algorithm, originally developed for microwave circuit optimization, can enable the efficient design of nanoplasmonic waveguide devices which satisfy a set of desired specifications. Space mapping utilizes a physics-based coarse model to approximate a fine model accurately describing a device. Here the fine model is a full-wave finite-difference frequency-domain (FDFD) simulation of the device, while the coarse model is based on transmission line theory. We demonstrate that, when the iterative space mapping algorithm is used, it converges fast to a design which meets all the specifications. In addition, full-wave FDFD simulations of only a few candidate structures are required before the iterative process is terminated. Use of the space mapping algorithm therefore results in large reductions in the required computation time when compared to any direct optimization method of the fine FDFD model.

We finally introduce a method for the sensitivity analysis of active nanophotonic waveguide devices to variations in the dielectric permittivity of the active material. More specifically, we present an analytical adjoint sensitivity method for the power transmission coefficient of nano optical devices, which is directly derived from Maxwell’s equations, and is not based on any specific numerical discretization method. We apply the derived formula to
calculate the sensitivity of the power transmission coefficient with respect to the real and imaginary parts of the dielectric permittivity of the active material for two-dimensional and three-dimensional plasmonic devices, and compare the results with the ones obtained by directly calculating the sensitivity.
Chapter 1
Introduction

1.1 Historical background and motivation

Moore’s law has predicted the advancement of semiconductor devices for almost half a century so far. Although the main observation of Moore’s law is related to the number of transistors in dense integrated circuits, it could also have implications for the reduction of cost and power consumption in integrated circuits. Not only this law was applicable to the CMOS integrated technology, but it has also been shown that previous computational technologies followed almost the same trend (Figure 1.1) [1].

Considering integrated circuits as the fifth generation of computational technologies, one of the most promising technologies which could be called as the sixth generation is photonics [2]. Because of its potentially small size, high speed, and low power consumption many companies and research institutions are investigating photonic integrated circuits (PICs) as the next generation technology which can still satisfy Moore’s law. Nevertheless, any technology encounters its own problems and photonics is not an exception. Diffraction limit of light is a significant problem which puts an upper bound to the integration of photonic devices [3, 4]. For telecommunication wavelengths the smallest photonic device which can efficiently guide and modulate light cannot have dimensions smaller than almost 200 nm [5]. Figure 1.2(a) clearly demonstrates this limitation for conventional dielectric waveguides [4]. This issue challenged researchers to find a way to break this diffraction limit.

Metallic nanophotonics and plasmonics have merged recently to overcome the above mentioned significant obstacle because they have the potential to lead to nanoscale devices not limited by diffraction. The interface between a metal and a dielectric supports the so-called surface plasmon-polariton (SPP) modes of electromagnetic waves cou-
pled to the collective oscillations of the electron plasma in the metal. When the operating frequency approaches the surface plasmon frequency, the field profile of these modes is highly confined in a deep subwavelength region at the metal-dielectric interface [6, 7, 8, 9, 10, 11, 12, 13, 4, 14, 3]. Therefore, the emerging area of plasmonics enables manipulating light at the nanoscale, and could potentially address the technological challenge described in the previous paragraph. In Figure 1.2(b) plasmonic metal nanowires with different core diameters are demonstrated. This figure shows that, in contrast to the behavior of dielectric fibers [Figure 1.2(a)], when the diameter of the nanowire $d$ is decreased below the wavelength of the SPP, not only the modal size does not increase but it also experiences a strong localization [4]. This feature significantly helps to achieve higher order of miniaturization and integration of optical devices. The only new hurdle with metallic nanophotonic devices is the unavoidable ohmic loss which is introduced because of the metallic layer.

![Graph illustrating the scaling of computational technologies over time. Integrated circuits represent the fifth generation of scaling. To continue the scaling into the future a new technology platform should be investigated.](image)

Figure 1.1: Graph illustrating the scaling of computational technologies over time. Integrated circuits represent the fifth generation of scaling. To continue the scaling into the future a new technology platform should be investigated. (Adapted from Moore’s Law: The Fifth Paradigm [1]).
As for any other generation of technology for nanophotonics, in addition to developing passive devices, there is another challenge which is achieving active or dynamic devices. A fundamental function of any integrated circuit is to encode or route the data, which

![Diagram showing field structures, localization, and wavelengths of fundamental modes](image)

Figure 1.2: Typical field structures, localization and wavelengths of the fundamental modes guided by (a) dielectric fibers and (b) cylindrical metal nanowires for different core diameters. Here, $\lambda_0$ and $\lambda_{osp}$ are the mode wavelengths for infinite-diameter fibers and metal nanowires, respectively. The dashed horizontal lines show the localization of the mode at the $1/e$ level of maximum field amplitude [4].
can be considered as a switching or modulation function. Similar devices with analogous functionality are needed in PICs.

In general, there are two options (electrical and optical) for each of the control signal and the carrier. So, overall there are four options for switching and the type of the device depends on whether the modulation is being done on electrical or optical signal, and the switching is implemented using an optical or electrical gate [15, 16]. Figure 1.3 shows these four cases.

Figure 1.3: In general, there are four possibilities for logic using optics and electronics. For photonic integrated circuits, three options are of interest; electrical data can be encoded onto an optical beam via an electro-optic modulator [15].

For example, in field-effect transistors the electrical signal is modulated using an electrical gate, while photo-detectors resemble optical transistors in which the electrical signals are switched by optical gates [17, 18]. Nonlinearity is commonly used for optical switching of optical signals but usually a long interaction length or a high optical power are required to obtain a sufficient gating effect. This is the consequence of weak optical nonlinear ef-
fects. Since optical nonlinearities are weak, high intensity optical power sources are needed such as high power laser beams [19, 20]. The last approach to encode optical signal is to use an electrical gate [21, 22, 23, 24]. Therefore, electro-optic modulators are fundamental and essential components of photonic integrated circuits, which can also be considered as an interconnect between electronic and optical information. A commonly used electro-optic modulator is shown schematically in Figure 1.4. An electrically encoded signal going through the gate of an electro-optic modulator modulates an optical signal such as a continuous wave (cw) laser beam. More specifically, the data carrying voltage applied to the gate encodes the continues wave optical laser beam by changing the refractive index of the optical mode. This approach depending on whether the real or imaginary part of the refractive index changes can lead to two different modulators, interferometer type phase modulator (Mach-Zehnder) [25] or electroabsorption modulator [26, 27, 15].

![Figure 1.4: Schematic of the electro-optic modulator. It shows how an encoded applied voltage to the gate leads to a shift of the active material’s relative permittivity \( \Delta \varepsilon_r(\omega) \), with \( \omega \) being the angular frequency] and consequently to a shift in the real and imaginary parts of the propagation modal index. With this method, either a phase or an absorption modulator can be designed [15].

Although a phase delay alone does not affect the intensity of a light beam, placing a phase modulator in one branch of an interferometer can function as an intensity modulator called Mach-Zehnder interferometer (MZI). The main idea is to change the refractive index of one of the routes of the light beam in order to adjust the optical path difference and
thus have destructive interference with the light beam coming through the other branch (Figure 1.5) [28].

![Figure 1.5: Schematic of an integrated optical Mach-Zehnder interferometer.](image)

Although usually very good modulation depth is achievable by interference, the fact that the phase change is normally a cumulative effect and requires a remarkable propagation length, causes an intrinsic limit for the scalability of the manufacturing processes used for Mach-Zehnder modulators. Taking advantage of surface plasmon polaritons (SPPs), the high confinement of the light, and consequently the enhanced interaction of the light beam with the active materials, this problem could be partially solved. Inspired by this solution numerous groups have used and investigated interferometric modulators based on SPPs [29, 30, 31, 32]. Figure 1.6 shows one of the interesting and pioneering layouts of nanoplasmonic MZI modulator [32]. In this work a plasmonic slot waveguide based MZI modulator is proposed by S. Zhu and co-authors. Their structure consists of a 3 $\mu$m metal-SiO$_2$-Si-metal phase shifter followed by a 0.35 $\mu$m long combiner. The metal is assumed to be silver and the width of the SiO$_2$ layer is 2 nm while the Si layer is 50 nm thick. 7.3 dB modulation was achieved at the wavelength of $\lambda = 1.55 \mu$m with only 3 dB of insertion losses.

In general, electro-absorption modulators in contrast to Mach-Zehnder interferometers, are based on amplitude change of the propagating wave rather than phase change. This change is a result of optically or electrically manipulating the refractive index of a core material. There are two different strategies, either changing the real part or the imaginary
Figure 1.6: Three-dimensional (3-D) schematic of a Si nanoplasmnmonic MZI modulator, which is composed of a splitter to deliver light from the input Si dielectric waveguide into two plasmonic waveguides. These are horizontal metal-SiO$_2$-Si-metal MOS-type plasmonic slot waveguides whose optical properties can be modified by the applied voltage. The device also includes a combiner to combine light from the two plasmonic waveguides to the output Si waveguide [32].

part of the dielectric permittivity. Using the former approach, if an appropriate variation of the real part occurs, it will be followed by a fast change in the allowed propagating modes and an efficient modulation is achieved. The second strategy takes advantage of the change of the absorption of the active material leading to modification of the propagation losses [2].

Several different approaches have been proposed in order to achieve efficient modulators. Some of the commonly used methods are incorporation of electro-optic [33, 34], non-linear [35, 36] or gain [37] media in plasmonic devices, making thermally-induced changes in the refractive index [38, 39, 29], or direct ultrafast optical excitation of the metal [40].

As an example, one of the most remarkable electro-absorption modulators is the one proposed by J. Dionne and co-workers which was based on a metal-oxide-Si planar structure [26]. As shown in Figure 1.7, the device, which is named plasmostor by the authors, utilized a metal-dielectric-metal (MDM) waveguide geometry forming a capacitor. Here, the main idea is to manipulate the refractive index of the Si layer sandwiched between the two
metal layers, forming an electrical capacitor. The applied gate voltage can induce free carrier concentration change leading to carrier accumulation and shift of silicon’s optical dispersion. By optimizing the source-drain separation distance $d$, the device can no longer propagate power from the source to the drain at accumulation.

Figure 1.7: Cross-sectional schematic of the Si field effect plasmonic modulator (plasmostor). A 170 nm thick Si film is coated with a thin, 10 nm SiO$_2$ layer and clad with Ag. Subwavelength slits milled through the Ag cladding form the optical source and drain, through which light is coupled into and out of the modulator [26].

The propagating mode is localized within the 10 nm oxide layer acting as a channel between the optical source and optical drain. This results in high confinement of the field and leads to efficient modulation depth of 10 dB for only 1 volt applied voltage to the bias at telecommunication wavelengths (1.3 to 1.55 $\mu$m). While the insertion loss of the fabricated structure was relatively high (-20 dB in the ON state $V_{\text{gate}} = 0$), it can be reduced by optimizing the design parameters. Using the proposed modulator combined with a photodiode connected to the plasmostor gate, Dionne and co-workers have suggested an all-optical modulator (Figure 1.8) [26]. Assuming that the photodiode could provide
the required power, it could modulate the channel properties. This would be a promising first step towards an all-optical nanoplasmonic modulator.

Figure 1.8: An all-optical, SOI-based plasmostor. An ideal photo-diode is connected to a load resistor and the plasmostor, forming a three-terminal device capable of gigahertz operation [26].

1.2 Outline of the Dissertation

The remainder of this dissertation is organized as follows. In Chapter 2, an absorption switch consisting of a MDM plasmonic waveguide coupled to a conventional Fabry-Perot cavity is investigated. Although this compact optical switch structure takes advantage of the subwavelength modal size of MDM waveguides to enhance the interaction between light and the active material inside the cavity, the modulation depth of such a switch when optimized is relatively low. We then introduce a compact absorption switch consisting of a multisection cavity and compare its performance with the performance of the Fabry-Perot cavity switch.

Chapter 3 is dedicated to the space mapping algorithm, originally developed for microwave circuit optimization. We show that it can enable the efficient design of nanoplas-
monic devices which satisfy a set of desired specifications. In this chapter we describe the space mapping algorithm used in this work for the design of nanoplasmonic waveguide devices, and then we present several examples of the application of the algorithm for the design of such devices.

In Chapter 4, we introduce an analytical adjoint sensitivity method for the power transmission coefficient of nano optical devices which is directly derived from Maxwell’s equations and is not based on any specific numerical discretization method. We then apply the derived formula to calculate the sensitivity of the power transmission coefficient with respect to the real and imaginary parts of the dielectric permittivity of the active material for two-dimensional and three-dimensional plasmonic devices and compare the results with the ones obtained by directly calculating the sensitivity. Finally, in Chapter 5 we summarize our conclusions and give some recommendations for future work.
Chapter 2
Compact Multisection Cavity Switches in Metal-Dielectric-Metal Plasmonic Waveguides

2.1 Introduction

Plasmonic waveguide devices could be potentially important in providing an interface between conventional diffraction limited optics and nanoscale electronic and optoelectronic devices [41]. One of the main challenges in plasmonics is achieving active control of optical signals in nanoscale plasmonic devices [42]. Active plasmonic devices such as switches and modulators will be critically important for on-chip applications of plasmonics [43].

One of the main concerns when designing nanoplasmonic devices is the insertion loss which is an inevitable characteristic of them because of the material loss in the metal. On the other hand in plasmonic devices such as switches and sensors which incorporate active materials, it is needed to enhance the interaction between light and matter in order to increase the modulation depth. A variety of methods to achieve this goal exist, including field enhancement in the active region or increasing the size of the active region. Usually these approaches also lead to increasing the loss of the device. In plasmonic switches and modulators this leads to a trade off between modulation depth and insertion loss of the device.

Here, we first investigate an absorption switch consisting of a MDM plasmonic waveguide coupled to a conventional Fabry-Perot cavity. The modulation depth of such a switch when optimized is relatively low. We then introduce a compact absorption switch consisting of a multisection cavity. The optimized multisection cavity switch leads to greatly enhanced modulation depth compared to the optimized Fabry-Perot cavity switch.
2.2 Results

We use the finite-difference frequency-domain (FDFD) method to investigate the properties of the absorption switches. This method allows us to directly use experimental data for the frequency-dependent dielectric constant of metals such as silver [44], including both the real and imaginary parts, with no approximation. Perfectly matched layer (PML) absorbing boundary conditions are used at all boundaries of the simulation domain [45]. In all cases considered, the widths of the MDM plasmonic waveguides are much smaller than the wavelength, so that only the fundamental TM waveguide mode is propagating.

We first consider a conventional Fabry-Perot cavity switch consisting of a MDM plasmonic waveguide coupled to a rectangular cavity resonator formed by two MDM stubs (Figure 2.1). The waveguide and resonator are filled with an active material with refractive index $n = 2.02 + i\kappa$, whose absorption coefficient is tunable [42, 46, 47]. The on state of the switch corresponds to $\kappa = 0$. When $\kappa$ is changed to $\kappa = 0.05$ in the cavity region, the switch is turned off.

Figure 2.1: Schematic of a conventional Fabry-Perot cavity switch consisting of a MDM plasmonic waveguide coupled to a rectangular cavity resonator formed by two MDM stubs. The waveguide and resonator are filled with an active material with refractive index $n = 2.02 + i\kappa$, where $\kappa$ is tunable. The on state of the switch corresponds to $\kappa = 0$. When $\kappa$ is changed to $\kappa = 0.05$ in the shaded $L \times w$ cavity region, the switch is turned off.
In all cases we consider highly compact subwavelength structures with the length and width of the active region limited to less than 250 nm. The cavity length $L$ as well as the stub length $d_s$ are optimized using a genetic global optimization algorithm in combination with FDFD [48] to maximize the modulation depth of the switch (defined as the difference between the transmission in the on and off states normalized to the transmission in the on state):

$$ MD = \frac{T(\kappa = 0) - T(\kappa = 0.05)}{T(\kappa = 0)}, $$

(2.1)

at $\lambda_0 = 1.55 \mu m$, subject to the constraint that the transmission in the on state is at least 0.5 (i.e., the insertion loss defined as $-10 \log_{10}[T(\kappa = 0)]$ is less than 3dB). The optimized parameters are $L = 188$ nm and $d_s = 94$ nm resulting in modulation depth of 0.24 and transmission of 0.51. The transmission spectra $T(\kappa = 0)$ for the optimized switch obtained using this approach are shown in Figure 2.2. The optimized conventional Fabry-Perot cavity switch exhibits a resonance at the $\lambda_0 = 1.55 \mu m$ wavelength at which it was optimized. The on resonance transmission is 0.51, exceeding the 0.5 threshold. However, the modulation depth of the optimized switch at $\lambda_0 = 1.55 \mu m$ is 0.24, which is relatively low. The transmission and modulation depth for the switch if the metal is lossless are also obtained and shown in Figures 2.2 and 2.3, respectively (blue dashed lines). In the absence of loss in the metal, the resonance happens at the same wavelength but the complete on resonance transmission demonstrates that the structure is perfectly matched and that there is no loss associated with reflection [49].

We next consider a multisection cavity switch in which the resonator cavity comprises of multiple sections of varying widths (Figure 2.4). The structure is symmetric with respect to a vertical mirror plane which bisects the middle section of the cavity, and, as in the previous case, the total length and width of the active region are limited to less than 250 nm. As in the conventional Fabry-Perot cavity switch case, the cavity sections widths $d_1$, ...
Figure 2.2: Transmission spectra $T(\kappa = 0)$ for the optimized Fabry-Perot cavity switch of Figure 2.1 in the on state (solid line). Also shown are the transmission spectra if the metal is lossless (dashed line). Results are shown for $w = 50 \text{ nm}$, $d_s = 94 \text{ nm}$, $G = 50 \text{ nm}$, $L = 188 \text{ nm}$. The metal is silver.

Figure 2.3: Modulation depth as a function of wavelength for the optimized switch of Figure 2.1 (solid line). Also shown is the modulation depth if the metal is lossless (dashed line).
..., \(d_n\) as well as the stub length \(d_s\) are optimized to maximize the modulation depth of the switch, subject to the constraint that the transmission in the on state is at least 0.5.

The optimized parameters for a multisection cavity (Figure 2.4) with 5 sections \((n=3)\) are \(d_1 = 250\) nm, \(d_2 = 250\) nm, \(d_3 = 150\) nm, \(d_s = 172\) nm. The length of each section \(L\) is 50 nm, so that the total length of the active region is 250 nm. The optimized structure has a relatively simple shape and can be considered as a perturbation of the maximum size cavity by reducing the width of the middle section (Figure 2.5).

Figure 2.4: Schematic of a multisection cavity switch consisting of a MDM plasmonic waveguide coupled to a resonator. The resonator is formed by a cavity comprising of multiple sections of varying widths sandwiched between two MDM stubs.

Figure 2.5: Schematic of the optimized multisection cavity switch.
As in the previous case, the optimized multisection cavity switch exhibits a resonance at the 1.55 $\mu$m wavelength at which it was optimized, and the on resonance transmission of 0.51, exceeds the 0.5 threshold (Figure 2.6). In addition, the on resonance modulation depth of the optimized multisection cavity switch is 0.69 (Figure 2.7), and is greatly enhanced with respect to the conventional Fabry-Perot cavity switch (Figure 2.3).

The modulation depth of the switches is associated with the sensitivity of their transmission to the imaginary part of the dielectric constant of the active material, which is in turn directly related to the electric field energy in the cavity region [50, 51, 52, 53]. We found that the modulation depth of the optimized multisection cavity switch (Figure 2.4) is greatly enhanced compared to the optimized Fabry-Perot cavity switch (Figure 2.1) due to the great enhancement of the total electric field energy in the cavity region. The profile of electric field amplitude for the optimized switch is given in Figure 2.8. The concentration of electric field is around the tips of the middle section of the cavity filled with active material. The enhanced field energy in the cavity increases the interaction of light with matter, and the absorption in the off state is therefore enhanced.

Again the transmission and modulation depth for the switch if the metal is lossless are also obtained and shown in Figures 2.6 and 2.7, respectively (blue dashed lines). It can be seen that in the absence of loss in the metal perfect matching leads to complete transmission at the 1.55 $\mu$m wavelength at which the structure was optimized.

The two stubs before and after the cavity can be considered as the mirrors for the structure to enhance the interaction of light and matter. As it can be seen in Figure 2.9 there is a trade off between transmission and modulation depth when the stub length $d_s$ is varying. The optimized length of the stubs obtained by the optimization algorithm is $d_s = 172$ nm. As can be seen in Figure 2.9, the choice of this parameter is dictated by the
Figure 2.6: Transmission spectra $T(\kappa = 0)$ for the optimized multisection cavity switch of Figure 2.4 in the on state (solid line). Also shown are the transmission spectra if the metal is lossless (dashed line). Results are shown for $w = 50$ nm, $d_s = 172$ nm, $G = 50$ nm, $d_1 = 250$ nm, $d_2 = 250$ nm, $d_3 = 150$ nm, $L = 50$ nm.

Figure 2.7: Modulation depth as a function of wavelength for the optimized switch of Figure 2.4 (solid line). Also shown is the modulation depth if the metal is lossless (dashed line). All other parameters are as in Figure 2.6.
constraint that the transmission in the *on* state must be at least 0.5. Further increasing $d_s$ improves the modulation depth but also reduces the transmission (Figure 2.9).

**Figure 2.8:** Profile of the electric field amplitude for the optimized switch of Figure 2.4 at $\lambda_0 = 1.55 \, \mu m$, normalized with respect to the maximum field amplitude of the incident MDM waveguide mode.

**Figure 2.9:** Transmission (black curve) and modulation depth (red curve) of the optimized multisection cavity switch (Figure 2.5) as a function of the length of the MDM stubs $d_s$. All other parameters are as in Figure 2.6.
In addition, the width of the middle section $d_3$ is a tuning parameter of the resonator. More specifically, by changing $d_3$ one can tune the resonant wavelength of the cavity (Figure 2.10). Figures 2.11 and 2.12 show that the maximum transmission and maximum modulation depth of the switch are both achieved when the width of the middle section is $d_3 = 150$ nm. This is due to the fact that when $d_3 = 150$ nm, the resonant wavelength of the cavity coincides with the operating wavelength (Figure 2.9). When the structure is on resonance, the sensitivity of the transmission to the imaginary part of the dielectric constant of the active material $\epsilon_r$, $T^{-1} \frac{\partial T}{\partial \epsilon_{ri}}$ and therefore the modulation depth are maximized (Figure 2.13).

![Figure 2.10](image)

Figure 2.10: Resonant wavelength of the multisection cavity as a function of the width of the middle section $d_3$. All other parameters are as in the optimized structure of Figure 2.6.

Based on transmission line theory, the multisection cavity switch is equivalent to multiple transmission line sections sandwiched between two short-circuited transmission line resonators of length $d_s$ [41, 54, 55]. The transmission of the multisection cavity absorption
Figure 2.11: Transmission of the multisection cavity switch as a function of the width of the middle section $d_3$. All other parameters are as in Figure 2.6.

Figure 2.12: Modulation depth of the multisection cavity switch as a function of the width of the middle section $d_3$. All other parameters are as in Figure 2.6.
Figure 2.13: Normalized sensitivity of the transmission of the multisection cavity switch to the imaginary part of the dielectric constant of the active material $\epsilon_r$, $T^{-1} \frac{\partial T}{\partial \epsilon_r}$, as a function of the width of the middle section $d_3$.

Switch can also be investigated by using a transfer matrix model. The structure of Figure 2.4 can be considered as a combination of five cascade sections: the left stub, the left gap, the cavity, the right gap and the right stub. The complex magnetic field reflection and transmission coefficients for the stubs ($r_s$ and $t_s$) and cavity ($r_c$ and $t_c$) can be extracted from the fields obtained by FDFD (Figures 2.14 and 2.15). Because of the symmetry of the structure these coefficients are the same for the left and right stubs. The power transmission of the switch can then be calculated as (Appendix A):

$$T = \frac{t_s^2 t_c e^{-2\gamma G}}{1 - 2r_s r_c e^{-2\gamma G} + (r_s^2 r_c^2 - r_s^2 t_c^2) e^{-4\gamma G}}^2,$$

where $\gamma$ is the propagation constant for the MDM waveguide with the width of $w = 50$ nm and $G$ is the length of the gap between the stubs and the cavity. The transmission
calculated using the transfer matrix model is in excellent agreement with the one obtained by FDFD (Figure 2.16).

Comparing Eq. 2.2 with the transmission for a conventional Fabry-Perot cavity, it is obvious that the former is more complicated. In the absence of the cavity, the switch can be considered as a conventional Fabry-Perot structure with the distance between the

![Figure 2.14: Schematic defining the reflection coefficient $r_s$, and transmission coefficient $t_s$ when the fundamental TM mode of the MDM waveguide is incident at a single stub of the proposed absorption switch.](image)

![Figure 2.15: Schematic defining the reflection coefficient $r_c$, and transmission coefficient $t_c$ when the fundamental TM mode of the MDM waveguide is incident at a cavity of the proposed absorption switch.](image)
Figure 2.16: Transmission as a function of the width of the middle section $d_3$ for the structure of Figure 2.4, calculated using FDFD (red solid line) and scattering matrix theory (blue dots) at $\lambda_0 = 1550$ nm.

mirrors of $l = 2G$. Assuming $t_c = 1$, $r_c = 0$ and substituting these parameters in Eq. 2.2 the well-known transmission equation for Fabry-Perot structures is obtained [56]:

$$T = \left| \frac{t_s^2 e^{-\gamma l}}{1 - r_s^2 e^{-2\gamma l}} \right|^2. \quad (2.3)$$
3.1 Introduction

The unique properties of surface plasmons could enable a wide range of applications for plasmonics, including light guiding and manipulation at the nanoscale [9, 57, 11, 58, 12, 4]. The realization of active and passive nanoplasmonic devices with optimal performance for high-density optical information processing could have profound implications for computing and communications. In designing such nanoplasmonic devices, ideally one would like to solve inverse problems starting from design specifications imposed on the device response. This can be achieved by combining global optimization algorithms with electromagnetic simulations [48, 59, 60]. Such an approach leads to an extremely powerful design technique which can enable high performance nanoplasmonic devices. In many cases, the highly efficient device designs coming out of this approach cannot be obtained with any conventional design method based on analytical techniques [61]. However, integrated nanoplasmonic devices consist of multiple components and therefore have several design parameters [62, 63]. Thus, the solution of inverse problems by combining global optimization algorithms with electromagnetic simulations often requires simulation of hundreds to thousands of candidate structures before a design which satisfies all the specifications is reached. In most cases, full-wave electromagnetic simulation methods are too computationally expensive for this purpose. Thus, alternative approaches to solve inverse design problems for nanoplasmonic devices need to be explored.

Here, we show that the space mapping algorithm, originally developed for microwave circuit optimization, can enable the efficient design of nanoplasmonic devices which satisfy
a set of desired specifications. Space mapping utilizes a physics-based coarse model to approximate a fine model accurately describing a device. The main concept in the algorithm is to find a mapping that relates the fine and coarse model design parameters. If such a mapping is established, we can then avoid directly optimizing the computationally expensive fine model during the design process. Instead, we perform optimization of the computationally efficient coarse model, and then use the mapping to find the corresponding fine model design.

More specifically, we demonstrate the use of the space mapping algorithm for the design of metal-dielectric-metal (MDM) plasmonic waveguide devices [55]. Such devices could be potentially important in providing an interface between conventional optics and subwavelength electronic and optoelectronic devices [41, 54]. In our case, the fine model is a full-wave finite-difference frequency-domain (FDFD) simulation of the device, while the coarse model is based on transmission line theory. Through several examples, we demonstrate that simply optimizing the transmission line model of the device is not enough to obtain a device which satisfies all the required design specifications. On the other hand, we show that, when the iterative space mapping algorithm is used, it converges fast to a design which meets all the specifications. In addition, full-wave FDFD simulations of only a few candidate structures are required before the iterative process is terminated. Use of the space mapping algorithm therefore results in large reductions in the required computation time when compared to any direct optimization method of the fine FDFD model.

The remainder of this chapter is organized as follows. In Section 3.2, we describe the space mapping algorithm used in this work for the design of nanoplasmonic waveguide devices. In Section 3.3, we present several examples of the application of the algorithm for the design of such devices.

3.2 Algorithm

Space mapping utilizes a physics-based coarse model to approximate a fine model which accurately describes a device [64, 65, 66]. The coarse and fine model design parameters are
denoted by \( \mathbf{x}_c \) and \( \mathbf{x}_f \), respectively, while the corresponding responses are denoted by \( R_c \) and \( R_f \). In this work it is assumed that \( \mathbf{x}_c \) and \( \mathbf{x}_f \) have the same dimensionality. In other words, the number of design parameters \( n \) is the same for both models. The main concept in the space mapping algorithm is to find a mapping \( \mathbf{P} \) that relates the fine and coarse model parameters through

\[
\mathbf{x}_c = \mathbf{P}(\mathbf{x}_f),
\]  

such that

\[
R_c(\mathbf{P}(\mathbf{x}_f)) \simeq R_f(\mathbf{x}_f).
\]  

We assume that such a one-to-one mapping exists in the region of interest. If such a mapping is established, we can then avoid using the direct optimization of the computationally expensive fine model to find the solution \( \mathbf{x}_f^* \). Instead, we perform optimization of the computationally efficient coarse model to find its optimal solution \( \mathbf{x}_c^* \), and then use

\[
\mathbf{x}_f \equiv \mathbf{P}^{-1}(\mathbf{x}_c^*)
\]  

to find an estimate of the fine model solution \( \mathbf{x}_f^* \).

### 3.2.1 Aggressive space mapping

More specifically, here we use the aggressive space mapping implementation of the algorithm [64], which incorporates a quasi-Newton iteration. In this approach we assume that \( \mathbf{x}_c \) is a nonlinear vector function \( \mathbf{P} \) of \( \mathbf{x}_f \) (Eq. 3.1).

In the first step, we perform optimization of the computationally efficient coarse model and find its optimal solution \( \mathbf{x}_c^* \). Eq. 3.3 can be rewritten as

\[
\mathbf{P}(\bar{\mathbf{x}}_f) - \mathbf{x}_c^* = 0.
\]  
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Thus, the solution of the space mapping algorithm $\bar{x}_f$ can be found by solving the system of nonlinear equations

$$g(x_f) = 0,$$

(3.5)

where

$$g(x_f) \equiv P(x_f) - x^*_c.$$  

(3.6)

We can therefore use a quasi-Newton iterative method to solve this problem. Since the Jacobian matrix corresponding to Eq. 3.5

$$J(x_f) = \left[ \frac{\partial^T g(x_f)}{\partial x_f} \right]^T$$

(3.7)

cannot be directly calculated, we use an approximation for the Jacobian matrix based on the Broyden formula [64, 67].

The initial point for the algorithm is the optimal solution of the coarse model $x^*_c$

$$x_f^{(1)} = x^*_c.$$  

(3.8)

If $x_f^{(j)}$ is the $j$th approximation to the solution of Eq. 3.5 then $x_f^{(j+1)}$ is found by

$$x_f^{(j+1)} = x_f^{(j)} + h^{(j)},$$

(3.9)

where $h^{(j)}$ is the solution of the following linear system

$$B^{(j)} h^{(j)} = -g^{(j)}.$$  

(3.10)

In the above equation $g^{(j)}$ is obtained by

$$g^{(j)} \equiv g(x_f^{(j)}) = P(x_f^{(j)}) - x^*_c,$$  

(3.11)
where $P(x_f^{(j)})$ is calculated using the parameter extraction procedure described below, while $B^{(j)}$ is obtained by the Broyden formula [67]

\[ B^{(1)} = I, \]

\[ B^{(j)} = B^{(j-1)} + \frac{g^{(j)}h^{(j-1)^T}}{h^{(j-1)^T}h^{(j-1)}}, \]

The iterative procedure is terminated after $M$ iterations when the fine model response $R_f(x_f^{(M)})$ satisfies the set of desired specifications.

### 3.2.2 Parameter extraction

At each iteration of the space mapping algorithm we use a parameter extraction procedure to obtain the mapping $x_c = P(x_f)$ which corresponds to the optimum match between the coarse and fine model responses. More specifically, we use an optimization algorithm in combination with the coarse model of the structure to minimize the objective function $H(x_c)$

\[ \min_{x_c} H(x_c), \]

where

\[ H(x_c) = \sum_{i=1}^{n} \rho_k(e_i(x_c)). \]

Here, $e_i$ is the error at frequency $\omega_i$, defined as the difference between the responses calculated with the coarse and fine models

\[ e_i(x_c) \equiv R_c(x_c, \omega_i) - R_f(x_f, \omega_i), \]

and $\rho_k(e_i)$ is the Huber norm [68, 69] given by
\[ \rho_k(e_i) \equiv \begin{cases} 
\frac{e_i^2}{2}, & \text{if } |e_i| \leq k \\
ke_i - k^2/2, & \text{if } |e_i| > k. 
\end{cases} \] (3.17)

The Huber norm is robust against large errors \( e_i \) [64]. Here we use \( k = 0.04 \).

### 3.2.3 Application of the space mapping algorithm to design of nanoplasmonic waveguide devices

Here, we demonstrate the use of the space mapping algorithm for the design of nanoplasmonic waveguide devices. We assume that a set of desired specifications are imposed on the transmission response of the device. We wish to find the design parameters of the device so that its transmission response satisfies all the specifications. In our case, the fine model is a full-wave finite-difference frequency-domain (FDFD) simulation of the device [70, 50]. This method allows us to directly use experimental data for the frequency-dependent dielectric constant of metals such as silver [44], including both the real and imaginary parts, with no approximation. Perfectly matched layer (PML) absorbing boundary conditions are used at all boundaries of the simulation domain [45, 71]. We use a fine spatial grid size in FDFD to ensure the convergence of the numerical results. Thus the fine FDFD model gives essentially the exact solution of the Maxwell’s equations for the given device and therefore accurately describes the device. The coarse model is based on transmission line theory and will heretofore be referred to as the transmission line model of the device.

In our case the fine model design parameters are a set of geometric dimensions \( \mathbf{L} = [L_1 \ L_2 \ \cdots \ L_n]^T \) of the plasmonic device. The coarse transmission line model parameters have a one-to-one correspondence to the fine model parameters and are denoted as \( \mathbf{L}_{\text{TL}} = [L_{\text{TL}1} \ L_{\text{TL}2} \ \cdots \ L_{\text{TL}n}]^T \). The fine and coarse model responses are the transmission of the plasmonic device calculated with FDFD, \( T_{\text{FDFD}} \), and the transmission line model, \( T_{\text{TL}} \), respectively.
3.3 Results

In this section, we present several examples of the application of the space mapping algorithm for the design of nanoplasmonic waveguide devices.

3.3.1 MDM waveguide side-coupled to two MDM stub resonators

In the first example, the structure considered consists of a plasmonic MDM waveguide side-coupled to two MDM stub resonators (Figure 3.1). The fundamental TM mode of the MDM waveguide is incident from the left. This system is a plasmonic analogue of electromagnetically-induced transparency (EIT) [72].

![Figure 3.1: Schematic of a MDM plasmonic waveguide side-coupled to two MDM stub resonators.](image)

Using such a waveguide device geometry, we wish to design a structure with a bandpass filter response. More specifically, the design specifications imposed on the transmission response $T$ of the structure are:
\( T > 0.75 \) for \( 180 \text{ THz} < f < 200 \text{ THz}, \) \( (3.18a) \)

\( T < 0.2 \) for \( 130 \text{ THz} < f < 160 \text{ THz} \) and \( 240 \text{ THz} < f < 270 \text{ THz}, \) \( (3.18b) \)

where \( f \) is the frequency. The specifications are indicated in Figures 3.3 and 3.4 with solid red lines. Here the design parameters are the lengths of the stub resonators \( L_1 \) and \( L_2, \) while the width \( w \) of all waveguide sections is fixed at \( w = 50 \text{ nm}. \)

Based on transmission line theory, the transmission line model of this structure consists of two short-circuited transmission line resonators of lengths \( L_{\text{TL1}} \) and \( L_{\text{TL2}}, \) propagation constant \( \gamma, \) and characteristic impedance \( Z, \) which are connected in series to a transmission line with the same propagation constant \( \gamma \) and characteristic impedance \( Z \) [73, 42] (Figure 3.2). The characteristic impedance is given by [41, 42]

\[
Z = \frac{\gamma}{j \omega \varepsilon} w, \tag{3.19}
\]

![Figure 3.2: Schematic of the transmission line model for the structure of Figure 3.1. Here \( Z(\omega) \) and \( \gamma(\omega) \) are the characteristic impedance and complex propagation constant of the fundamental TM mode of a silver-air-silver plasmonic waveguide with width \( w. \) ](image-url)
where \( \omega = 2\pi f \), \( j = \sqrt{-1} \), and \( \epsilon \) is the dielectric permittivity of the dielectric region of the MDM waveguide. Based on transmission line theory, the transmission line model response

![Figure 3.3: Transmission line model response \( T_{\text{TL}}(L_{\text{TL1}}^*, L_{\text{TL2}}^*) \) of the structure of Figure 3.1 for parameters \( L_{\text{TL1}}^* = 210 \text{ nm} \) and \( L_{\text{TL2}}^* = 384 \text{ nm} \) obtained by optimizing the transmission line model of Figure 3.2 (dashed blue line). We also show the transmission response calculated using FDFD, \( T_{\text{FDFD}}(L_1 = L_{\text{TL1}}^*, L_2 = L_{\text{TL2}}^*) \) for the same parameters (solid black line). Results are shown for \( w = 50 \text{ nm} \). The red lines are the design specifications imposed on the transmission response of this structure.](image)

![Figure 3.4: Transmission response \( T_{\text{FDFD}}(\bar{L}_1, \bar{L}_2) \) of the structure of Figure 3.1 calculated with FDFD for the parameters \( \bar{L}_1 = 180 \text{ nm} \) and \( \bar{L}_2 = 351 \text{ nm} \) obtained by the space mapping algorithm.](image)
The transmission line model is computationally efficient with a required computation time which is negligible compared to a full-wave FDFD simulation of the device. However, the accuracy of this model is limited. The accuracy limitations of the transmission line model for circuits of MDM plasmonic waveguides have been described in detail elsewhere [75]. As an example, the transmission line model introduces errors in the phase of the reflection coefficient at the two interfaces of a side-coupled MDM stub resonator [76, 77].

We use the coarse transmission line model of the structure (without space mapping) in combination with a genetic global optimization algorithm [78, 48] to find the stub lengths $L_{TL1}$ and $L_{TL2}$ such that the transmission line model response $T_{TL}(L_{TL1}, L_{TL2})$ satisfies the design specifications. During the optimization process the transmission line model response is calculated at a discrete set of frequencies in the passband ($180 \text{ THz} < f < 200 \text{ THz}$) and stopbands ($130 \text{ THz} < f < 160 \text{ THz}$ and $240 \text{ THz} < f < 270 \text{ THz}$) for each structure.

The objective is to maximize the transmission $T_{TL}$ in the passband, and minimize it in the stopbands. The optimal transmission line model stub lengths found using this approach are $L_{TL1} = 210$ nm and $L_{TL2} = 384$ nm. As shown in Figure 3.3, the transmission line model response for the optimized device $T_{TL}(L_{TL1}^*, L_{TL2}^*)$ (dashed blue line) meets all the design specifications (Eq. 3.18).

We first investigate whether optimizing the transmission line model of the structure is enough to obtain a device which satisfies all the design specifications. We therefore perform a full-wave FDFD simulation of the device setting the stub lengths $L_1$, $L_2$ equal to the optimal transmission line model stub lengths, and obtain the device response $T_{FDFD}(L_1 = L_{TL1}^*, L_2 = L_{TL2}^*)$. We observe that the transmission response of the device obtained with this approach $T_{FDFD}(L_1 = L_{TL1}^*, L_2 = L_{TL2}^*)$ (black solid line) is substantially different

\[
T_{TL}(L_{TL1}, L_{TL2}) = \left| 1 + \frac{1}{2} \left[ \tanh(\gamma L_{TL1}) + \tanh(\gamma L_{TL2}) \right] \right|^{-2}.
\]
from the transmission line model response \( T_{TL}(L_{TL1}^*, L_{TL2}^*) \) (dashed blue line), and does not meet all the desired specifications (Figure 3.3). This is due to the limited accuracy of the transmission line model which was discussed above. Thus, simply optimizing the transmission line model of the device is not enough to obtain a device which satisfies all the required design specifications.

To obtain such a device which will satisfy all the design specifications, we now use the space mapping algorithm, described in Section 3.2. We found that the space mapping algorithm converges fast to the design \( \bar{L}_1 = 180 \) nm and \( \bar{L}_2 = 351 \) nm with device response \( T_{FDFD}(\bar{L}_1, \bar{L}_2) \), which meets all the specifications (Figure 3.4). The initial point for the algorithm is the optimal solution of the coarse transmission line model (Eq. 3.8)

\[
\begin{bmatrix}
L_{(1)}^1 \\
L_{(1)}^2
\end{bmatrix}
= \begin{bmatrix}
L_{TL1}^* \\
L_{TL2}^*
\end{bmatrix},
\]

\[T = [210 \text{ nm} \quad 384 \text{ nm}]^T. \quad (3.21)
\]

We then follow the iterative process described in Section 3.2.1. At each step of the algorithm the next approximation to the solution is found using Equations 3.9 and 3.10. The design parameters \( L_{(j)}^1, L_{(j)}^2 \) found after the \( j \)th iteration of the algorithm are shown in Table 3.1. Figure 3.3 shows the transmission response of the device \( T_{FDFD}(L_{(j)}^1, L_{(j)}^2) \) after the \( j \)th iteration calculated with the fine FDFD model. The device response from the initial step of the algorithm \( T_{FDFD}(L_{(1)}^1, L_{(1)}^2) \), which as mentioned above is obtained from the optimal solution of the coarse transmission line model, does not meet the desired specifications. The device response obtained after the second iteration \( T_{FDFD}(L_{(2)}^1, L_{(2)}^2) \) satisfies the specifications in almost the entire frequency range (Figure 3.4). Finally, after the third iteration the transmission response of the device \( T_{FDFD}(L_{(3)}^1, L_{(3)}^2) \) calculated with the fine FDFD model satisfies the specifications in the entire frequency range (Figure 3.4). Thus, in this example the space mapping algorithm results in a device which satisfies all the design specifications after only 3 iterations (Figure 3.5). In other words, full-wave FDFD simulations of only 3 candidate structures are required before the iterative process
is terminated. Use of the space mapping algorithm therefore results in large reductions in the required computation time when compared to any direct optimization method of the fine FDFD model.

Table 3.1: The design parameters $L_1^{(j)}$, $L_2^{(j)}$ found after $j$th iteration of the space mapping algorithm for the structure of Figure 3.1.

<table>
<thead>
<tr>
<th></th>
<th>$j = 1$</th>
<th>$j = 2$</th>
<th>$j = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_1^{(j)}$ (nm)</td>
<td>210</td>
<td>182</td>
<td>180</td>
</tr>
<tr>
<td>$L_2^{(j)}$ (nm)</td>
<td>384</td>
<td>349</td>
<td>351</td>
</tr>
</tbody>
</table>

Figure 3.5: Transmission response $T_{\text{FDFD}}(L_1^{(j)}, L_2^{(j)})$ of the structure of Figure 3.1 calculated with FDFD for parameters obtained after the $j$th iteration of the space mapping algorithm. $L_1^{(j)}$, $L_2^{(j)}$ for $j = 1, 2, 3$ are given in Table 3.1. All other parameters are as in Figure 3.3.

At each iteration of the space mapping algorithm, we use the parameter extraction procedure described in Subsection 3.2.2 to obtain the mapping which corresponds to the optimum match between the coarse transmission line and fine FDFD model responses. The objective function $H$ to be minimized during the parameter extraction (Eq. 3.15) is based on the model responses at 15 frequency points from 130 THz to 270 THz with a step of 10 THz. In Figure 3.6 we show the device response from the initial step of the algorithm
$T_{\text{FDFD}}(L_1^{(1)}, L_2^{(1)})$ (solid line). Using the parameter extraction procedure, we obtain the mapping $[L_{\text{TL}1}^{(1)} \ L_{\text{TL}2}^{(1)}]^T = P([L_1^{(1)} \ L_2^{(1)}]^T) = [238 \text{ nm} \ 419 \text{ nm}]^T$. In Figure 3.6 we also show the corresponding coarse transmission line model response $T_{\text{TL}}(L_{\text{TL}1}^{(1)}, L_{\text{TL}2}^{(1)})$ (circles). We observe that there is very good agreement between the device response $T_{\text{FDFD}}(L_1^{(1)}, L_2^{(1)})$ and the transmission line model response $T_{\text{TL}}(L_{\text{TL}1}^{(1)}, L_{\text{TL}2}^{(1)})$ obtained through the parameter extraction procedure in the entire frequency range. This demonstrates that a mapping $P$ that relates the fine FDFD and the coarse transmission line model parameters through $L_{\text{TL}} = P(L)$ can indeed be established such that $T_{\text{TL}}(P(L)) \simeq T_{\text{FDFD}}(L)$ in the frequency range of interest. It is the existence of such a one-to-one mapping that enables the space mapping algorithm to converge to a desired design after a few iterations. If a one-to-one mapping between the fine and coarse models cannot be established, the algorithm may fail to converge [65].

![Figure 3.6](image_url)

Figure 3.6: Transmission response $T_{\text{FDFD}}(L_1^{(1)}, L_2^{(1)})$ of the structure of Figure 3.1 calculated with FDFD (solid line) for parameters obtained after the first iteration of the space mapping algorithm. We also show the coarse transmission line model response $T_{\text{TL}}(L_{\text{TL}1}^{(1)}, L_{\text{TL}2}^{(1)})$ (circles), where $L_{\text{TL}1}^{(1)}, L_{\text{TL}2}^{(1)}$ are obtained through the parameter extraction procedure described in Subsection 3.2.2.
3.3.2 MDM waveguide side-coupled to two arrays of MDM stub resonators

We next consider an example in which space mapping is applied to the design of a multicomponent nanoplasmonic device. The structure consists of a MDM plasmonic waveguide side-coupled to two arrays of MDM stub resonators [79] (Figure 3.7). The fundamental TM mode of the MDM waveguide is incident from the left.

![Figure 3.7: Schematic of a MDM plasmonic waveguide side-coupled to two arrays of MDM stub resonators.](image)

As in the previous example, we wish to design a structure with a bandpass filter response. In the waveguide device geometry of Figure 3.7 the use of multiple stubs can reduce the transmission in the stopbands. In addition, the use of two stub arrays with different stub lengths can result in narrower bandwidth of the passband [79]. In this case, the design specifications imposed on the transmission response $T$ of the structure (indicated in Figures 3.9 and 3.10 with solid red lines) are:
\[ T > 0.5 \quad \text{for} \quad 190 \text{ THz} < f < 200 \text{ THz}, \quad (3.22a) \]

\[ T < 0.03 \quad \text{for} \quad 110 \text{ THz} < f < 160 \text{ THz} \quad \text{and} \quad 230 \text{ THz} < f < 290 \text{ THz}. \quad (3.22b) \]

Here the design parameters are the lengths of the stub resonators in the two arrays \( L_1 \) and \( L_2 \), as well as the distance \( L_3 \) between two adjacent stubs. The width \( w \) of all waveguide sections is fixed at \( w = 50 \text{ nm} \). The first and second array consist of 3 and 4 stubs, respectively.

Based on transmission line theory, the transmission line model of this structure consists of a transmission line with propagation constant \( \gamma \) and characteristic impedance \( Z \) loaded with two arrays of short-circuited transmission line stub resonators of lengths \( L_{TL1} \) and \( L_{TL2} \) with the same propagation constant \( \gamma \) and characteristic impedance \( Z \) (Figure 3.8). The distance between two adjacent transmission line stub resonators is \( L_{TL3} \). The characteristic impedance \( Z \) is given by Eq. 3.19. To obtain the transmission line model response of the structure \( T_{TL}(L_{TL1}, L_{TL2}, L_{TL3}) \), each of the MDM waveguide sections of the multicomponent device is modeled using a \( 2 \times 2 \) transfer matrix [80, 75]. The overall transfer matrix is obtained by multiplying the transfer matrices of the individual components (Appendix B) [75].

\[ \text{Figure 3.8: Schematic of the transmission line model for the structure of Figure 3.7. Here } Z(\omega) \text{ and } \gamma(\omega) \text{ are the characteristic impedance and complex propagation constant of the fundamental TM mode of a silver-air-silver plasmonic waveguide with width } w. \]
As in the previous example, the transmission line model of this structure is computationally efficient but its accuracy is limited. We use the coarse transmission line model of the structure (without space mapping) in combination with the genetic global optimization algorithm to find the transmission line model parameters $L_{TL1}$, $L_{TL2}$, and $L_{TL3}$ such that the transmission line model response $T_{TL}(L_{TL1}, L_{TL2}, L_{TL3})$ satisfies the design specifications. The optimal transmission line model parameters found using this approach are $L_{TL1}^* = 183$ nm, $L_{TL2}^* = 466$ nm, and $L_{TL3}^* = 229$ nm. As shown in Figure 3.9, the transmission line model response for the optimized device $T_{TL}(L_{TL1}^*, L_{TL2}^*, L_{TL3}^*)$ (dashed blue line) meets all the design specifications (Eq. 3.22).

![Graph](image)

Figure 3.9: Transmission line model response $T_{TL}(L_{TL1}^*, L_{TL2}^*, L_{TL3}^*)$ of the structure of Figure 3.7 for parameters $L_{TL1}^* = 183$ nm, $L_{TL2}^* = 466$ nm, and $L_{TL3}^* = 229$ nm obtained by optimizing the transmission line model of Figure 3.8 (dashed blue line). We also show the transmission response calculated using FDFD, $T_{FDFD}(L_1 = L_{TL1}^*, L_2 = L_{TL2}^*, L_3 = L_{TL3}^*)$ for the same parameters (solid black line). Results are shown for $w = 50$ nm. The red lines are the design specifications imposed on the transmission response of this structure.
As in the previous example, we investigate whether optimizing the transmission line model of the structure is enough to obtain a device which satisfies all the design specifications. We therefore perform a full-wave FDFD simulation of the device setting the design parameters $L_1, L_2, L_3$ equal to the optimal transmission line model parameters, and obtain the device response $T_{\text{FDFD}}(L_1 = L^*_{\text{TL1}}, L_2 = L^*_{\text{TL2}}, L_3 = L^*_{\text{TL3}})$. We observe that the transmission response of the device obtained with this approach $T_{\text{FDFD}}(L_1 = L^*_{\text{TL1}}, L_2 = L^*_{\text{TL2}}, L_3 = L^*_{\text{TL3}})$ (black solid line) is substantially different from the transmission line model response $T_{\text{TL}}(L^*_{\text{TL1}}, L^*_{\text{TL2}}, L^*_{\text{TL3}})$ (dashed blue line), and does not meet all the desired specifications (Figure 3.9). This is due to the limited accuracy of the transmission line model which was discussed above. Thus, as in the previous example, simply optimizing the transmission line model of the device is not enough to obtain a device which satisfies all the required design specifications.

We therefore then use the space mapping algorithm (Section 3.2), to obtain a device which will satisfy all the design specifications. The objective function $H$ to be minimized during the parameter extraction (Eq. 3.15) is based on the coarse transmission line and fine FDFD model responses at 21 frequency points from 100 THz to 300 THz with a step of 10 THz. The design parameters $L_1^{(j)}, L_2^{(j)}, L_3^{(j)}$ found after the $j$th iteration of the algorithm are shown in Table 3.2. In this example the space mapping algorithm results in the design $\bar{L}_1 = 159$ nm, $\bar{L}_2 = 439$ nm, $\bar{L}_3 = 196$ nm, which satisfies all the design specifications (Figure 3.10), after only 3 iterations. Thus, as in the previous example, the use of the space mapping algorithm results in large reductions in the required computation time when compared to any direct optimization method of the fine FDFD model.

### 3.3.3 Two nanorods juxtaposed in parallel in a waveguide

We also consider an example where space mapping is applied to the design of a nanoplasmonic device which includes deep subwavelength dielectric and metallic structures. Due to their deep subwavelength dimensions, these structures are modeled as lumped circuit
Table 3.2: The design parameters $L_1^{(j)}$, $L_2^{(j)}$, and $L_3^{(j)}$ found after $j$th iteration of the space mapping algorithm for the structure of Figure 3.7.

<table>
<thead>
<tr>
<th>Element</th>
<th>$j = 1$</th>
<th>$j = 2$</th>
<th>$j = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_1^{(j)}$ (nm)</td>
<td>183</td>
<td>156</td>
<td>159</td>
</tr>
<tr>
<td>$L_2^{(j)}$ (nm)</td>
<td>466</td>
<td>439</td>
<td>439</td>
</tr>
<tr>
<td>$L_3^{(j)}$ (nm)</td>
<td>229</td>
<td>196</td>
<td>196</td>
</tr>
</tbody>
</table>

Figure 3.10: Transmission response $T_{\text{FDFD}}(\bar{L}_1, \bar{L}_2, \bar{L}_3)$ of the structure of Figure 3.7 calculated with FDFD for the parameters $\bar{L}_1 = 159$ nm, $\bar{L}_2 = 439$ nm, and $\bar{L}_3 = 196$ nm obtained by the space mapping algorithm.

elements rather than as transmission lines. In this example, the plasmonic device consists of a silicon ($\epsilon_r = 14.15$) and a silver nanorod juxtaposed in parallel in a waveguide [81, 82] (Figure 3.11). The parallel-plate waveguide is bounded on top and bottom by perfect electric conductors (PEC), which represent an impenetrable metal with sufficiently negative permittivity in the frequency range of interest [82]. The nanorods are connected to a PEC protrusion attached to the bottom of the waveguide (Figure 3.11). The fundamental TEM mode of the parallel-plate waveguide is incident from the left.
Figure 3.11: Schematic of a nanoplasmonic waveguide device consisting of a silicon and a silver nanorod juxtaposed in parallel in a waveguide. The parallel-plate waveguide is bounded on top and bottom by perfect electric conductors (PEC). The nanorods are connected to a PEC protrusion attached to the bottom of the waveguide.

Here we wish to use the plasmonic waveguide device of Figure 3.11, which is based on two optical lumped nanocircuit elements, to design a structure with a bandpass filter response. More specifically, the design specifications imposed on the transmission response $T$ of the structure are

\[
T > 0.36 \quad \text{for} \quad 330 \ \text{THz} < f < 360 \ \text{THz},
\]
\[
T < 0.18 \quad \text{for} \quad 120 \ \text{THz} < f < 270 \ \text{THz} \quad \text{and} \quad 420 \ \text{THz} < f < 630 \ \text{THz}.
\]

The specifications are indicated in Figures 3.13 and 3.14 with solid red lines. Here the design parameters are the lengths of the silicon and silver nanorods $L_1$ and $L_2$, while the width $w$ of the waveguide and $t$ of the nanorods are fixed at $w = 50 \ \text{nm}$ and $t = 10 \ \text{nm}$, respectively.

As mentioned above, the nanorods can be modeled as lumped circuit elements [82]. More specifically, since the dielectric constant of silicon is real and positive, the silicon
nanorod is modeled as a lumped capacitor with a capacitance per unit length given by [82]

\[ C = \epsilon_0 \epsilon_r \frac{L_1}{t}. \]  

(3.24)

In addition, since the real part of the dielectric constant of silver is negative in the frequency range of interest, the silver nanorod is modeled as a lumped inductor in parallel to a lumped resistor. Here the resistor accounts for the material losses in the silver nanorod. The inductance and resistance per unit length are associated with the real and imaginary parts of the dielectric constant of silver, respectively, and are given by [82]

\[ L = -\frac{t}{\omega^2 \text{Re}(\epsilon_m)L_2}, \]  

(3.25)

\[ R = \frac{t}{\omega \text{Im}(\epsilon_m)L_2}, \]  

(3.26)

where \( \epsilon_m \) is the dielectric permittivity of silver. Thus, overall the silicon and silver nanorods are equivalent to the parallel combination of a resistor, an inductor, and a capacitor. The transmission line model of the waveguide device of Figure 3.11 therefore consists of a shunt impedance \( Z_t \) coupled in parallel to a transmission line with characteristic impedance \( Z_0 \) (Figure 3.12). Here the shunt impedance is given by

\[ Z_t = (Z_C^{-1} + R^{-1} + Z_L^{-1})^{-1} = [j\omega C + R^{-1} + (j\omega L)^{-1}]^{-1}, \]  

(3.27)

while the characteristic impedance of the PEC parallel-plate waveguide is [73]

\[ Z_0 = \sqrt{\frac{\mu_0}{\epsilon_0}} w. \]  

(3.28)

Based on transmission line theory, the transmission line model response \( T_{\text{TL}}(L_{\text{TL1}}, L_{\text{TL2}}) \) of the structure of Figure 3.11 can be calculated as (Appendix B) [73]
\[ T_{TL} = \left| \frac{2Z_t}{2Z_t + Z_0} \right|^2. \] (3.29)

As in the previous examples, we first use the coarse transmission line model of the structure (without space mapping) in combination with the genetic global optimization algorithm to find the nanorod lengths \( L_{TL1} \) and \( L_{TL2} \) such that the transmission line model response \( T_{TL}(L_{TL1}, L_{TL2}) \) satisfies the design specifications. The optimal transmission line model nanorod lengths found using this approach are \( L_{TL1}^* = 20 \text{ nm} \) and \( L_{TL2}^* = 7 \text{ nm} \). As shown in Figure 3.13, the transmission line model response for the optimized device \( T_{TL}(L_{TL1}^*, L_{TL2}^*) \) (dashed blue line) meets all the design specifications (Eq. 3.23). As in previous examples, we then investigate whether optimizing the transmission line model of the structure is enough to obtain a device which satisfies all the design specifications. We therefore perform a full-wave FDFD simulation of the device setting the nanorod lengths \( L_1, L_2 \) equal to the optimal transmission line model nanorod lengths, and obtain the device response \( T_{FDFD}(L_1 = L_{TL1}^*, L_2 = L_{TL2}^*) \). We observe that the transmission response of the device obtained with this approach \( T_{FDFD}(L_1 = L_{TL1}^*, L_2 = L_{TL2}^*) \) (black solid line) is different from the transmission line model response \( T_{TL}(L_{TL1}^*, L_{TL2}^*) \) (dashed blue line), and does not meet all the desired specifications (Figure 3.13). This is due to the limited

![Figure 3.12: Schematic of the transmission line model for the structure of Figure 3.11. Here \( Z_0 \) is the characteristic impedance of the PEC parallel-plate waveguide. The shunt impedance \( Z_t \) consists of the parallel combination of a capacitor, a resistor, and an inductor.](image-url)
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accuracy of the transmission line model. Thus, similarly to the previous examples, simply optimizing the transmission line model of the device is not enough to obtain a device which satisfies all the required design specifications.

![Figure 3.13: Transmission line model response $T_{\text{TL}}(L^*_{\text{TL1}}, L^*_{\text{TL2}})$ of the structure of Figure 3.11 for parameters $L^*_{\text{TL1}} = 20$ nm and $L^*_{\text{TL2}} = 7$ nm obtained by optimizing the transmission line model of Figure 3.12 (dashed blue line). We also show the transmission response calculated using FDFD, $T_{\text{FDFD}}(L_1 = L^*_{\text{TL1}}, L_2 = L^*_{\text{TL2}})$ for the same parameters (solid black line). Results are shown for $w = 50$ nm and $t = 10$ nm. The red lines are the design specifications imposed on the transmission response of this structure.]

We therefore use the space mapping algorithm (Section 3.2), to obtain a device which will satisfy all the design specifications. As in the previous examples, the space mapping algorithm converges fast to the design $\bar{L}_1 = 20$ nm and $\bar{L}_2 = 9$ nm, which meets all the specifications (Figure 3.14). In this case, the objective function $H$ to be minimized during the parameter extraction (Eq. 3.15) is based on the coarse transmission line and fine FDFD model responses at 18 frequency points from 120 THz to 630 THz with a frequency step of 30 THz. The design parameters $L^{(j)}_1$ and $L^{(j)}_2$ found after the $j$th iteration of the algorithm are shown in Table 3.3. In this case, only 2 iterations were required for the algorithm to converge to a design satisfying all the specifications. Thus, as in the previous examples, the
use of the space mapping algorithm results in large reductions in the required computation time when compared to any direct optimization method of the fine FDFD model.

Figure 3.14: Transmission response $T_{\text{FDFD}}(\bar{L}_1, \bar{L}_2)$ of the structure of Figure 3.11 calculated with FDFD for the parameters $\bar{L}_1 = 20$ nm and $\bar{L}_2 = 9$ nm obtained by the space mapping algorithm.

Table 3.3: The design parameters $L_1^{(j)}$, $L_2^{(j)}$ found after $j$th iteration of the space mapping algorithm for the structure of Figure 3.11.

<table>
<thead>
<tr>
<th></th>
<th>$j = 1$</th>
<th>$j = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L_1^{(j)}$ (nm)</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>$L_2^{(j)}$ (nm)</td>
<td>7</td>
<td>9</td>
</tr>
</tbody>
</table>

3.3.4 Emulation of 2D MDM plasmonic waveguide devices with 3D coaxial waveguide devices

Looking at the transmission spectra of a 3D plasmonic coaxial waveguide [83] side-coupled to two open-circuited coaxial stub resonators (Figure 3.15) one can see that they are very similar to that of a 2D MDM waveguide side-coupled to two MDM stub resonators [84]. Here we show that, by applying the space mapping algorithm and with proper choice of their design parameters, a 3D plasmonic coaxial waveguide-cavity device and a 2D MDM waveguide-cavity device can have nearly identical transmission spectra. Figure 3.16 shows
the top view schematic at $z = 0$ of the structure and Figure 3.17 shows the cross section of the coaxial waveguide used in the 3D device.

Figure 3.15: Schematic of a plasmonic coaxial waveguide side-coupled to two open-circuit coaxial stub resonators. The propagation direction of light is indicated by red arrows.

Figure 3.16: Top view schematic at $z = 0$ (Figure 3.17) of a plasmonic coaxial waveguide side-coupled to two open-circuit coaxial stub resonators.
More specifically, we consider a 2D silver-air-silver MDM plasmonic waveguide side-coupled to two short-circuited MDM stub resonators (Figure 3.18). The transmission spectra of the 3D plasmonic coaxial waveguide side-coupled to two open-circuited coaxial stub resonators are shown in Figure 3.19 (solid line). We use the space mapping algorithm to find the optimum match between the responses of the 2D (Figure 3.18) and 3D (Figure 3.15) plasmonic waveguide devices.
Thus, the design specifications in this case are the transmission spectra of the 3D plasmonic coaxial waveguide side-coupled to two open-circuited coaxial stub resonators, and the design parameters are the stub lengths $L_1$, $L_2$. The width $w$ of all waveguide sections is fixed at $w = 50$ nm. The objective function $H$ to be minimized during the parameter extraction (Eq. 3.15) is based on the coarse transmission line and fine FDFD model responses at 13 frequency points from 100 THz to 340 THz with a step of 20 THz. In this example, only 3 iterations are required for the algorithm to satisfy the specifications.

Using this approach, we find that, when the stub lengths $L_1$ and $L_2$ of the 2D MDM device (Figure 3.18) are optimized, its transmission spectra almost exactly match the spectra of the 3D device (Figure 3.19).

![Figure 3.19: Transmission spectra for the two-dimensional structure of Figure 3.18 calculated using FDFD for $w = 50$ nm, $L_1 = 354$ nm, and $L_2 = 154$ nm (solid green line). Also shown are the transmission spectra for the three-dimensional structure of Figure 3.16 calculated using FDFD for $L_1 = 160$ nm and $L_2 = 42$ nm (red dots).](image-url)

While here we found a 2D structure which matches the response of a 3D structure, the opposite process is also possible: we can use the space mapping algorithm to find a
3D structure with nearly identical response to that of a 2D structure. This is particularly useful for the practical implementation of plasmonic waveguide-cavity devices. Most of the theoretical investigations of plasmonic waveguide-cavity systems have focused on 2D structures [42, 72, 74, 85, 86, 87, 88, 89, 90, 91, 92, 93, 94]. This is due to the smaller computational cost of full-wave electromagnetic simulations in 2D compared to 3D, as well as the simplicity of visualizing and understanding the underlying optical physics in 2D [95]. However, practical realization of these waveguide-cavity systems requires the use of 3D structures. Since with proper choice of design parameters 3D plasmonic coaxial waveguide-cavity devices can have nearly identical transmission spectra to that of 2D MDM devices, the 2D designs can be translated into 3D designs suitable for experimental realization. Thus, 3D plasmonic coaxial waveguides offer a platform for practical implementation of 2D MDM devices.
Chapter 4
Sensitivity Analysis of Active Nanophotonic Devices

4.1 Introduction

It has been shown that plasmonic devices enable manipulating and guiding light at deep subwavelength scales using surface plasmons propagating at metal-dielectric interfaces. As was discussed in Chapter 1, in addition to developing passive nano-optical devices, it is also important to introduce devices which can actively control the flow of light at the nanoscale. In fact, active control of optical signals in plasmonic devices is one of the main challenges when designing efficient active devices such as switches, modulators or sensors. Recently, substantial progress in the development of active plasmonic devices has been achieved.

There are several different approaches to optimize photonic structures and devices [96]. If an optimization method uses local gradients, the adjoint method may be used to efficiently compute these [97]. In order to design an active optical device, it is important to calculate the effect of a small change of the refractive index of the active material on the device response function. For example, the device response function can be one of the eigenmodes of the system or the power transmission coefficient.

The adjoint variable method is one of the most efficient methods to calculate the sensitivity of a response function with respect to any design parameter. In the optimization process of a photonic device, in order to find the gradient of the response function with respect to all design parameters, it is usually required to perform an additional number of simulations, which is equal to the number of parameters. Fortunately, if the target function is specified in advance, using the adjoint variable method, one can calculate the gradient with respect to all device parameters with only one additional device simulation.
In general, the adjoint variable method utilizes the main simulation of the device along with an extra one called the adjoint simulation whose excitation is based on the response function. In a way, the adjoint solution enables us to calculate the effect of any parameter variation on the device response function, and using this solution one can avoid solving the main problem for each parameter variation. Interestingly, in some specific cases it is possible to reduce the required number of simulations from two to one by finding analytically a mapping between the solutions of the main and adjoint problems. This approach is called self adjoint variable method in which the sensitivities of the response function with respect to all design parameters are calculated without any extra simulations.

Although the adjoint variable method is not widely used in nanophotonic design, it is a well-known approach which has been implemented for various applications since the 1970s. For instance, it has been used in control theory as early as 1971 [98], and also in error estimation or propagation [99, 100], and fluid mechanics [101]. It was also utilized in performing aerodynamic shape optimizations [102, 103, 104, 105, 106], and structural design [107]. Electrical engineers have used it in the microwave regime first [108, 109, 110, 111], and recently the approach has been used in the optical wavelength range by a few groups [50, 112, 113, 114, 115, 116].

Here we present an analytical adjoint sensitivity method for the power transmission coefficient of nano-optical devices which is directly derived from Maxwell’s equations and does not assume any discretization. Moreover, by deriving a formula which relates the fields of the adjoint problem and forward problem in symmetric devices, we could obtain the sensitivities with only one numerical simulation. In the second part of this chapter, we apply the derived formula to calculate the sensitivity of the power transmission coefficient with respect to the real and imaginary parts of the dielectric permittivity of the active material for two-dimensional and three-dimensional plasmonic devices. We also compare the results with the ones obtained by directly calculating the sensitivity. We find that there
is excellent agreement between the results obtained with the two methods. This is evidence that the derived formula gives accurate results for the plasmonic devices of interest.

4.2 Derivation of the analytical sensitivity formula

![Figure 4.1: An arbitrary two-port device.](image)

We consider a lossless two-port structure, and assume that a single (fundamental) mode is propagating in each port (Figure 4.1). The real modal vectors of electric $e_i$ and magnetic $h_i$ fields in the $i^{th}$ port, which are biorthonormal [73, 117], can be normalized over the terminal plane of the port as:

$$\int_S (e_i \times h_i) \cdot ds = 1; \quad i = 1, 2, \quad (4.1)$$

where:

$$ds = a_n ds, \quad (4.2)$$

and $a_n$ is the port unit normal vector, which in our case coincides with the direction of propagation. $S_i$ is the cross section of the $i^{th}$ port. $E_i$ is the electric field resulting from exciting the $i^{th}$ port, and $E_i^{inc}$ is the incident field at the $i^{th}$ port. $A_i^{inc}$ is defined as the modal magnitude of the incident wave at the $i^{th}$ port, and $A_{ki}$ is defined as the modal magnitude of the wave at port $k$, when the structure is excited from the $i^{th}$ port

$$A_i^{inc} \equiv \int_{S_i} (E_i^{inc} \times h_i) \cdot ds; \quad i = 1, 2, \quad (4.3)$$
\[ A_{ki} \equiv \iint_{S_k} (\mathbf{E}_i \times \mathbf{h}_k) \cdot d\mathbf{s}; \quad i, k = 1, 2. \] (4.4)

The power transmission coefficient \( T \) at port 2 when the system is excited from port 1 is defined as:

\[ T \equiv \frac{P_{\text{out}}}{P_{\text{in}}} = \frac{P_2}{P_0}, \] (4.5)

in which \( P_{\text{in}} = P_0 \) represents the incident power at the input (port 1) and \( P_{\text{out}} = P_2 \) represents the output power at port 2. The output power can be written as:

\[ P_{\text{out}} = \iint_{S_2} \frac{1}{2} \text{Re} (\mathbf{E}_1 \times \mathbf{H}_1^*) \cdot d\mathbf{s} = \iint_{S_2} \frac{1}{2} \text{Re} [(A_{21}\mathbf{e}_2) \times (A_{21}\mathbf{h}_2)^*] \cdot d\mathbf{s}. \] (4.6)

Since the modal fields \( \mathbf{e}_i \) and \( \mathbf{h}_i \) are real, the power transmission coefficient (Eq. 4.5) can be rewritten as:

\[ T = \frac{P_{\text{out}}}{P_{\text{in}}} = \frac{\iint_{S_2} \frac{1}{2} |A_{21}|^2 (\mathbf{e}_2 \times \mathbf{h}_2) \cdot d\mathbf{s}}{P_0} = \frac{\iint_{S_2} \frac{1}{2} (A_{21}A_{21}^*) (\mathbf{e}_2 \times \mathbf{h}_2) \cdot d\mathbf{s}}{P_0}. \] (4.7)

The sensitivity of the transmission \( T \) with respect to an optimizable parameter \( p \) is the derivative of \( T \) with respect to that parameter and can be calculated as:

\[ \frac{dT}{dp} = \frac{1}{2P_0} \left\{ \iint_{S_2} \left[ \left( \frac{dA_{21}}{dp} \mathbf{e}_2 \right) \times (A_{21}^* \mathbf{h}_2) \right] \cdot d\mathbf{s} + \iint_{S_2} \left[ (A_{21} \mathbf{e}_2) \times \left( \frac{dA_{21}^*}{dp} \mathbf{h}_2 \right) \right] \cdot d\mathbf{s} \right\} \]

\[ = \frac{1}{2P_0} \iint_{S_2} \left[ \left( \frac{dA_{21}}{dp} \mathbf{e}_2 \right) \times (A_{21}^* \mathbf{h}_2) \right] \cdot d\mathbf{s} + \frac{1}{2P_0} \left\{ \iint_{S_2} \left[ \left( \frac{dA_{21}}{dp} \mathbf{e}_2 \right) \times (A_{21}^* \mathbf{h}_2) \right] \cdot d\mathbf{s} \right\}^* \]

\[ = \frac{1}{P_0} \text{Re} \left\{ \iint_{S_2} \left[ \left( \frac{dA_{21}}{dp} \mathbf{e}_2 \right) \times (A_{21}^* \mathbf{h}_2) \right] \cdot d\mathbf{s} \right\} = \frac{1}{P_0} \text{Re}(C), \] (4.8)
where $C$ is defined as:

$$
C \equiv \iint_{S_2} \left[ \left( \frac{dA_{21}}{dp} \mathbf{e}_2 \right) \times (A_{21}^* \mathbf{h}_2) \right] \cdot ds = \iint_{S_2} \left\{ (A_{21}^* \mathbf{h}_2) \times \mathbf{a}_n \right\} \cdot \left( \frac{dA_{21}}{dp} \mathbf{e}_2 \right) \ ds
$$

$$
= \iint_{S_2} \left\{ (A_{21}^* \mathbf{h}_2) \times \mathbf{a}_n \right\} \cdot \frac{d\mathbf{E}_1}{dp} \ ds. \quad (4.9)
$$

The source free Maxwell’s equations are:

$$
\nabla \times \mathbf{H} - j\omega \epsilon \cdot \mathbf{E} = 0, \quad (4.10)
$$

$$
\nabla \times \mathbf{E} + j\omega \mu \cdot \mathbf{H} = 0. \quad (4.11)
$$

The differentiation of them with respect to $p$ gives:

$$
\nabla \times \frac{d\mathbf{H}}{dp} - j\omega \frac{d\epsilon}{dp} \cdot \mathbf{E} - j\omega \epsilon \cdot \frac{d\mathbf{E}}{dp} = 0, \quad (4.12)
$$

$$
\nabla \times \frac{d\mathbf{E}}{dp} + j\omega \frac{d\mu}{dp} \cdot \mathbf{H} + j\omega \mu \cdot \frac{d\mathbf{H}}{dp} = 0. \quad (4.13)
$$

We then introduce the adjoint fields which satisfy Maxwell’s equations with the medium dielectric permittivity and magnetic permeability tensors being the transpose of those in the original problem [118]:

$$
\nabla \times \mathbf{\hat{H}} - j\omega \epsilon^T \cdot \mathbf{\hat{E}} = 0, \quad (4.14)
$$

$$
\nabla \times \mathbf{\hat{E}} + j\omega \mu^T \cdot \mathbf{\hat{H}} = 0. \quad (4.15)
$$
The adjoint fields also satisfy the same boundary conditions as the original fields. By mathematically manipulating Equations 4.12-4.15, we obtain the following equation [118]:

\[
\nabla \cdot \left( \hat{\mathbf{E}} \times \frac{d\mathbf{H}}{dp} - \frac{d\mathbf{E}}{dp} \times \hat{\mathbf{H}} \right) = j\omega \left[ \left( \frac{d\mu}{dp} \cdot \mathbf{H} \right) \cdot \hat{\mathbf{H}} - \left( \frac{d\epsilon}{dp} \cdot \mathbf{E} \right) \cdot \hat{\mathbf{E}} \right].
\]

(4.16)

Integrating Eq. 4.16 over the volume of the structure \( V_s \) and applying the divergence theorem leads to:

\[
I_s \equiv \iiint_{V_s} \left( \hat{\mathbf{E}} \times \frac{d\mathbf{H}}{dp} - \frac{d\mathbf{E}}{dp} \times \hat{\mathbf{H}} \right) \cdot ds = j\omega \iiint_{V_s} \left[ \left( \frac{d\mu}{dp} \cdot \mathbf{H} \right) \cdot \hat{\mathbf{H}} - \left( \frac{d\epsilon}{dp} \cdot \mathbf{E} \right) \cdot \hat{\mathbf{E}} \right] dv.
\]

(4.17)

From this point on, we assume that the medium is reciprocal and its constitutive tensors are symmetric:

\[
\epsilon = \epsilon^T, \quad \mu = \mu^T.
\]

(4.18)

It can be shown that the parts of the surface integral \( I_s \) (Eq. 4.17) corresponding to perfect electric conductors (PEC), perfect magnetic conductors (PMC), and radiation/absorbing boundaries, which can be considered as radiation or reflection-free boundary conditions (RBC) vanish and the integral therefore reduces to the surfaces of the ports (Appendix C):

\[
I_s = \sum_i \iint_{S_i} \left( \hat{\mathbf{E}} \times \frac{d\mathbf{H}}{dp} - \frac{d\mathbf{E}}{dp} \times \hat{\mathbf{H}} \right) \cdot ds.
\]

(4.19)

Using Maxwell’s equations for the original (Eq. 4.11) and adjoint (Eq. 4.15) fields, and also their derivatives with respect to \( p \) we obtain:

\[
\mathbf{H} = -\frac{1}{j\omega\mu} \nabla \times \mathbf{E},
\]

(4.20)
\[
\frac{dH}{dp} = -(j\omega\mu)^{-1} \nabla \times \frac{dE}{dp} - \mu^{-1} \frac{d\mu}{dp} H,
\]

\(4.21\)

\[
\dot{H} = -(j\omega\mu)^{-1} \nabla \times \dot{E},
\]

\(4.22\)

\[
\frac{d\dot{H}}{dp} = -(j\omega\mu)^{-1} \nabla \times \frac{d\dot{E}}{dp} - \mu^{-1} \frac{d\mu}{dp} \dot{H},
\]

\(4.23\)

and substituting them in Eq. 4.19, the surface integral \(I_S\) can be rewritten as:

\[
I_S = \sum_i \int_{S_i} -(j\omega\mu)^{-1} \left[ \dot{E} \times \left( \nabla \times \frac{dE}{dp} \right) - \frac{dE}{dp} \times \left( \nabla \times \dot{E} \right) \right] \cdot ds.
\]

\(4.24\)

Also, it is assumed that the ports are not affected by the change of parameter \(p\) \((\frac{d\mu}{dp} = 0 \text{ at } S_i)\). The following boundary conditions apply at the \(i\)th port (see appendix D):

\[
a_n \times (\nabla \times E) = U_{inc}^i - P(E), \quad i = 1, 2,
\]

\(4.25\)

\[
a_n \times (\nabla \times \dot{E}) = \dot{U}_{inc}^i - P(\dot{E}), \quad i = 1, 2,
\]

\(4.26\)

in which \(P\) is a linear vector operator depending on the boundary condition. \(U_{inc}^i\) and \(\dot{U}_{inc}^i\) are the original and adjoint excitations at port \(i\). Using these boundary conditions and applying the triple product to Eq. 4.24 give us:

\[
I_S = \sum_i \int_{S_i} (j\omega\mu)^{-1} \left\{ \dot{E} \cdot \left[ a_n \times \left( \nabla \times \frac{dE}{dp} \right) \right] - \frac{dE}{dp} \cdot \left[ a_n \times \left( \nabla \times \dot{E} \right) \right] \right\} ds
\]

\[
= \sum_i \int_{S_i} (j\omega\mu)^{-1} \left\{ \dot{E} \cdot \left[ \frac{dU_{inc}^i}{dp} - P \left( \frac{dE}{dp} \right) \right] - \frac{dE}{dp} \cdot \left[ \dot{U}_{inc}^i - P \left( \dot{E} \right) \right] \right\} ds
\]
\[
= \sum_i \left\{ \int_{S_i} (j\omega\mu)^{-1} \left[ -\hat{E} \cdot P \left( \frac{dE}{dp} \right) + \frac{dE}{dp} \cdot P \left( \hat{E} \right) \right] ds \\
+ \int_{S_i} (j\omega\mu)^{-1} \hat{E} \cdot \frac{dU_{inc}^i}{dp} ds - \int_{S_i} (j\omega\mu)^{-1} \frac{dE}{dp} \cdot \hat{U}_{inc}^i ds \right\}. \tag{4.27}
\]

It can be shown that [119]:

\[
\int_{S_i} \hat{E} \cdot P \left( \frac{dE}{dp} \right) ds = \int_{S_i} \frac{dE}{dp} \cdot P \left( \hat{E} \right) ds. \tag{4.28}
\]

Considering that the ports are not affected by the change of the parameter \( p \), we have \( \frac{dU_{inc}^i}{dp} = 0 \). By applying this into Eq. 4.27, and using Eq. 4.28 \( I_S \) simplifies to:

\[
I_S = -\sum_i \int_{S_i} \frac{dE}{dp} \cdot (j\omega\mu)^{-1} \cdot \hat{U}_{inc}^i ds. \tag{4.29}
\]

It is obvious that, if the adjoint source is set to be:

\[
\begin{cases} \\
\hat{U}_{inc}^1 = 0, \\
\hat{U}_{inc}^2 = -j\omega A_{21}^* \mu \cdot (h_2 \times a_n),
\end{cases} \tag{4.30}
\]

then inserting Eq. 4.30 into Eq. 4.29, and using Eq. 4.9 we obtain:

\[
I_S = C. \tag{4.31}
\]

Finally, using Eq. 4.17 we get:

\[
I_S = C = j\omega \iiint_{V_S} \left[ \left( \frac{d\mu}{dp} \cdot H_1 \right) \cdot \hat{H}_2 - \left( \frac{d\epsilon}{dp} \cdot E_1 \right) \cdot \hat{E}_2 \right] dv, \tag{4.32}
\]

and the formula for the sensitivity of transmission (Eq. 4.8) can be written as:
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\[
\frac{dT}{dp} = \frac{1}{P_0} \text{Re} \left( j \omega \iint_{V_2} \left[ \left( \frac{d\mu}{dp} \cdot \mathbf{H}_1 \right) \cdot \mathbf{H}_2 - \left( \frac{d\epsilon}{dp} \cdot \mathbf{E}_1 \right) \cdot \dot{\mathbf{E}}_2 \right] dv \right). \tag{4.33}
\]

Since the modal vector \( \mathbf{h}_2 \) at the second port describes a propagating mode, it satisfies the boundary condition (Appendix D):

\[
\mathbf{a}_n \times (j \omega \mu \cdot \mathbf{h}_2) = P(\mathbf{e}_2). \tag{4.34}
\]

Substituting Eq. 4.34 into Eq. 4.30 we obtain:

\[
\hat{\mathbf{U}}_{\text{inc}}^2 = A_{21}^* P(\mathbf{e}_2). \tag{4.35}
\]

In the original simulation, if the second port is excited, we have:

\[
\mathbf{U}_{\text{inc}}^2 = 2P(\mathbf{E}_{\text{inc}}^2) = 2P(A_{2}^{\text{inc}} \mathbf{e}_2) = 2A_{2}^{\text{inc}} P(\mathbf{e}_2), \tag{4.36}
\]

where we used the fact that \( P \) is a linear operator. Eq. 4.36 can also be written as:

\[
P(\mathbf{e}_2) = \frac{\mathbf{U}_{\text{inc}}^2}{2A_{2}^{\text{inc}}}. \tag{4.37}
\]

Inserting Eq. 4.37 into Eq. 4.35, we get:

\[
\hat{\mathbf{U}}_{\text{inc}}^2 = A_{21}^* \frac{1}{2A_{2}^{\text{inc}}} \mathbf{U}_{\text{inc}}^2. \tag{4.38}
\]

Considering the fact that the adjoint fields satisfy the same Maxwell’s equations and the same boundary conditions as the original fields and with the assumption of having reciprocal media, we can calculate the fields of the adjoint problem by the forward problem fields:

\[
\hat{\mathbf{E}}_2 = A_{21}^* \frac{1}{2A_{2}^{\text{inc}}} \mathbf{E}_2. \tag{4.39}
\]
Now, if we want to calculate the sensitivity of the transmission with respect to the relative dielectric permittivity of a part of the device, such as the cavity of a switch which is filled by active material, the volume integral of Eq. 4.32 reduces to the volume $V_C$, where $\frac{d\epsilon}{dp}$ is nonzero, and applying $p = \epsilon_r$ leads to:

$$I_S = C = j\omega \iiint_{V_C} -\epsilon_0 \mathbf{E}_1 \cdot \mathbf{E}_2 dv =$$

$$= \frac{-j\omega \epsilon_0 A_{21}^s}{2A_{inc}^2} \iiint_{V_C} \mathbf{E}_1 \cdot \mathbf{E}_2 dv. \quad (4.40)$$

Consequently, only the fields in the volume where the dielectric permittivity is perturbed contribute to the calculation of the sensitivity, and the sensitivity of the transmission of the structure with respect to the relative dielectric permittivity is:

$$\frac{dT}{d\epsilon_r} = \frac{1}{P_0} \text{Re} (C) = -\frac{\omega \epsilon_0}{2P_0} \text{Re} \left( \frac{jA_{21}^s}{A_{inc}^2} \iiint_{V_C} \mathbf{E}_1 \cdot \mathbf{E}_2 dv \right), \quad (4.41)$$

requiring the field solutions $\mathbf{E}_1$ and $\mathbf{E}_2$ due to the excitations at ports 1 and 2, respectively. These field solutions can be obtained by any simulator which has the ability to export all field components in any part of the analyzed volume. Most commercial EM simulators include this feature. In addition, if the structure is symmetric with respect to the $z = 0$ plane (Figure 4.2), we can directly obtain $\mathbf{E}_2$ from $\mathbf{E}_1$. More specifically, let us assume that the structure is symmetric with respect to a vertical mirror plane which bisects the cavity (red dashed line in Figure 4.2). Then, if we excite the structure from port 1 with the same excitation which we used for $\mathbf{E}_2$, we have:

$$A_{inc}^2 = A_{inc}^1, \quad (4.42)$$

and the "flipped" electric field inside the cavity $\mathbf{E}_1^f$ will be equal to the electric field when the structure is excited from port 2 $\mathbf{E}_2$ and vice versa.
More specifically, if $z = 0$ is the mirror plane bisecting the cavity (and the overall structure), then the “flipped” electric field will be:

$$E_{1x}^f (z) = E_{1x} (-z), \quad (4.44)$$
$$E_{1y}^f (z) = E_{1y} (-z), \quad (4.45)$$
$$E_{1z}^f (z) = -E_{1z} (-z). \quad (4.46)$$

Therefore, the sensitivity can be obtained by just a single simulation as:

$$\frac{dT}{d\epsilon_r} = \frac{1}{P_0} \text{Re}(C) = -\frac{\omega \epsilon_0}{2P_0} \text{Re} \left( \frac{jA_{12}^*}{A_{11}^{inc}} \iiint_{V_C} E_1 \cdot E_1^f dv \right). \quad (4.47)$$

If we assume that $\epsilon_r$ is a complex number, then we can find the sensitivity of the transmission with respect to the real or imaginary part of $\epsilon_r$ by substituting:

$$\frac{d\epsilon}{d\text{Re}(\epsilon_r)} = \epsilon_0, \quad (4.48)$$
\[
\frac{de}{d\text{Im}(\epsilon_r)} = j\epsilon_0,
\]
(4.49)

into Eq. 4.33, respectively. This leads to the following two sensitivity formulas:

\[
\frac{dT}{d\text{Re}(\epsilon_r)} = -\frac{\omega\epsilon_0}{2P_0} \text{Re} \left( \frac{jA_{21}^*}{A_1^{\text{inc}}} \iiint_{V_C} E_1 \cdot E_1^f dv \right),
\]
(4.50)

\[
\frac{dT}{d\text{Im}(\epsilon_r)} = \frac{\omega\epsilon_0}{2P_0} \text{Re} \left( \frac{A_{21}^*}{A_1^{\text{inc}}} \iiint_{V_C} E_1 \cdot E_1^f dv \right).
\]
(4.51)

### 4.3 Numerical implementation

In this section, we present some examples of the application of the proposed method to find the sensitivity of the transmission with respect to the dielectric permittivity of the active material of the structure. To confirm the results obtained by the proposed formula, we have compared them with the results obtained using the direct approach. The numerical method which we use is a full-wave finite-difference frequency-domain (FDFD) simulation of the device [70, 50]. This method allows us to directly use experimental data for the frequency-dependent dielectric constant of metals such as silver [44], including both the real and imaginary parts, with no approximation. Perfectly matched layer (PML) absorbing boundary conditions are used at all boundaries of the simulation domain [45, 71].

#### 4.3.1 2D example

The first example which is being considered here is a 2D plasmonic switch consisting of a multisection cavity between two resonators (two MDM stubs). The structure is symmetric with respect to a vertical mirror plane which bisects the middle section of the cavity (Figure 4.3). The waveguide and resonators are filled with an active material with relative dielectric permittivity of \( \epsilon_c = \epsilon_{cr} + j\epsilon_{ci} \), which can be a complex number. For the direct approach the
on state of the switch corresponds to $\epsilon_c = 4.804$. If we want to find the sensitivity with respect to the real part of $\epsilon_c$ we will change it to $\epsilon_c = 4.904$ in the cavity region for the on state. If we want to find the sensitivity with respect to the imaginary part of $\epsilon_c$, we will change it to $\epsilon_c = 4.804 + i0.01$ in the cavity region for the off state.

For a fixed structure with:

$$d_s = 172 \text{ nm},$$

$$d_c = 150 \text{ nm},$$

we have investigated the sensitivity of the transmission on the dielectric permittivity of the active material inside the cavity using both the proposed equations (Eq. 4.50 and Eq. 4.51), as well as the Direct Approach (DA) for different wavelengths. We first consider a lossless structure. In other words, the metal is assumed to be lossless in these simulations.

Since the dielectric permittivity is complex, the sensitivity is calculated for two different cases. First, we assume that the dielectric permittivity of the active material for both the on and off states is a real number (no loss in the cavity). We first use the proposed sensitivity formula to find the sensitivity of the transmission with respect to the real part of the relative dielectric permittivity inside the cavity:

![Figure 4.3: Schematic of an absorption switch consisting of a MDM plasmonic waveguide coupled to a resonator. The resonator is formed by a cavity comprising of multiple sections of varying widths sandwiched between two MDM stubs.](image)
and then we compare it with the direct approach results (Figure 4.4). In the direct approach, we directly calculate the sensitivity by approximating the derivative with a finite difference:

$$ D_c = \frac{dT}{d\text{Re}(\epsilon_c)} \approx \frac{\Delta T}{\Delta \text{Re}(\epsilon_c)} = \frac{T(\epsilon_c = \epsilon_{cr} + \Delta \epsilon_{cr} + j\epsilon_{ci}) - T(\epsilon_c = \epsilon_{cr} + j\epsilon_{ci})}{\Delta \epsilon_{cr}}. $$

(4.53)

2D Lossless

Figure 4.4: Sensitivity of the transmission with respect to the real part of the relative dielectric permittivity inside the cavity of the structure shown in Figure 4.3 in the absence of loss in the metal. Results are calculated using the direct approach (DA) (Eq. 4.53), and the adjoint variable method (AVM) (Eq. 4.52).

We also find the sensitivity of the transmission with respect to the imaginary part of the relative dielectric permittivity inside the cavity (Figure 4.5). The proposed sensitivity formula for this case is:
\[
\frac{dT}{d\text{Im}(\epsilon_r)} = \frac{\omega \epsilon_0}{2P_0} \text{Re} \left( \frac{A_{21}^*}{A_{11}^{\text{inc}}} \iiint_{V_C} E_1 \cdot E_I \, dv \right). 
\]

As before, in direct approach we directly calculate the sensitivity by approximating the derivative with a finite difference:

\[
D_c = \frac{dT}{d\text{Im}(\epsilon_c)} \simeq \frac{\Delta T}{\Delta \text{Im}(\epsilon_c)} = \frac{T[\epsilon_c = \epsilon_{cr} + j(\epsilon_{ci} + \Delta \epsilon_{ci})] - T(\epsilon_c = \epsilon_{cr} + j \epsilon_{ci})}{\Delta \epsilon_{ci}}. 
\]

![2D Lossless](image)

**Figure 4.5:** Sensitivity of the transmission with respect to the imaginary part of the relative dielectric permittivity inside the cavity of the structure shown in Figure 4.3 in the absence of loss in the metal. Results are calculated using the direct approach (DA) (Eq. 4.55), and the adjoint variable method (AVM) (Eq. 4.54).

These calculations are repeated for a lossy structure (including the material loss in the metal in the simulations) and the results are shown in Figures 4.6 and 4.7.

The sensitivities obtained by the proposed formula are in excellent agreement with the ones obtained by the direct approach. The small differences between the two sets of results
Figure 4.6: Sensitivity of the transmission with respect to the real part of the relative dielectric permittivity inside the cavity of the structure shown in Figure 4.3. Results are calculated using the direct approach (DA) (Eq. 4.53), and the adjoint variable method (AVM) (Eq. 4.52).

Figure 4.7: Sensitivity of the transmission with respect to the imaginary part of the relative dielectric permittivity inside the cavity of the structure shown in Figure 4.3. Results are calculated using the direct approach (DA) (Eq. 4.55), and the adjoint variable method (AVM) (Eq. 4.54).
can be attributed to errors in the numerical integration. We observe that at $\lambda = 1550$ nm, which is the resonance wavelength of the considered structure, the sensitivity of the transmission with respect to the real part of the relative dielectric permittivity is almost zero. This will be investigated in more detail below.

In addition, the sensitivity of the transmission with respect to the real and imaginary parts of the relative dielectric permittivity, when the width of the middle section of the cavity $d_c$ is varied for a fixed wavelength $\lambda = 1550$ nm, are calculated and shown in Figures 4.8 and 4.9. As before, we observe excellent agreement with the ones obtained by the direct approach.

![2D Lossy](image)

Figure 4.8: Sensitivity of the transmission with respect to the real part of the relative dielectric permittivity inside the cavity of the structure shown in Figure 4.3. Results are calculated using the direct approach (DA) (Eq. 4.53), and the adjoint variable method (AVM) (Eq. 4.52).
Figure 4.9: Sensitivity of the transmission with respect to the imaginary part of the relative dielectric permittivity inside the cavity of the structure shown in Figure 4.3. Results are calculated using the direct approach (DA) (Eq. 4.55), and the adjoint variable method (AVM) (Eq. 4.54).

### 4.3.2 Sensitivity at Resonance

The two-port device shown in Figure 4.10 is assumed to be lossless and symmetric. The propagation direction is \( z \) and the lines at \( z = z_1 \) and \( z = z_4 \) correspond to the input and output ports respectively. We then have:

\[
\arg \left[ E_{1}^{\text{inc}} (x, y, z = z_1) \right] = \arg \left[ E_{1}^{\text{inc}} (x, y, z = z_2) \right] + \beta l, \quad (4.56)
\]

\[
\arg [E_1 (x, y, z = z_4)] = \arg [E_1 (x, y, z = z_3)] - \beta l, \quad (4.57)
\]

where \( \beta \) is the propagation constant of the propagating mode in the input and output waveguides, and \( l \) is the distance between the input port \( z = z_1 \) and the beginning of the
Figure 4.10: A symmetric two-port device. The blue curve shows the changes of the phase of $E_x$ inside the cavity of Figure 4.3.

structure $z = z_2$, which is equal to the distance between the end of the structure $z = z_3$ and the output port $z = z_4$, because of the symmetry of the device. The proposed formula for the sensitivity with respect to the real part of the dielectric permittivity inside the cavity is:

$$\frac{dT}{d\text{Re} (\epsilon_r)} = -\frac{\omega \epsilon_0}{2P_0} \text{Re} \left( \frac{j A_{21}^*}{A_{1}^{\text{inc}}} \iiint_{V_C} \mathbf{E}_1 \cdot \mathbf{E}_1' \, dv \right).$$  \hspace{1cm} (4.58)

The phase of the term inside the real function can be written as the summation of three phases:

$$\arg \left( \frac{j A_{21}^*}{A_{1}^{\text{inc}}} \iiint_{V_C} \mathbf{E}_1 \cdot \mathbf{E}_1' \, dv \right) = \arg (j) + \arg \left( \frac{j A_{21}^*}{A_{1}^{\text{inc}}} \right) + \arg \left( \iiint_{V_S} \mathbf{E}_1 \cdot \mathbf{E}_1' \, dv \right)$$

$$= \arg (j) + \arg \left[ \frac{j E_{x1}^* (x, y, z = z_4)}{E_{x1}^{\text{inc}} (x, y, z = z_1)} \right] + \arg \left( \iiint_{V_S} \mathbf{E}_1 \cdot \mathbf{E}_1' \, dv \right). \hspace{1cm} (4.59)$$

The second term can be written as:

$$\arg \left[ \frac{E_{x1}^* (x, y, z = z_4)}{E_{x1}^{\text{inc}} (x, y, z = z_1)} \right] = -\arg [E_{x1} (x, y, z = z_4)] - \arg [E_{x1}^{\text{inc}} (x, y, z = z_1)]. \hspace{1cm} (4.60)$$
Using Eq. 4.56 and Eq. 4.57 and the fact that at resonance there is almost no reflection we have:

$$\arg \left[ \frac{E_{x1}^* (x, y, z = z_4)}{E_{x1}^\text{inc} (x, y, z = z_1)} \right] = - \arg [E_{x1} (x, y, z = z_3)] - \arg [E_{x1} (x, y, z = z_2)]. \quad (4.61)$$

Before calculating the phase of the integral (third term), for the structure of Figure 4.3 we show the phase of electric field components $E_x$ and $E_z$ on resonance at three different lines $x = x_1 = 125$ nm, $x = x_2 = 175$ nm, and $x = x_3 = 225$ nm inside the cavity where the integral is being calculated (Figure 4.11). Also on each line we show the phases of $E_z E_z^f$ and $E_z E_x^f$ in Figures 4.14, 4.18, 4.22, and Figures 4.15, 4.19, 4.23, respectively.

Figure 4.11: Profile of the electric field amplitude inside the cavity of the proposed switch of Figure 4.3 at the resonance wavelength of $\lambda_0 = 1.55 \mu\text{m}$. 
Figure 4.12: Phase of $E_z$ inside the cavity at $x = x_1$ (Figure 4.11).

Figure 4.13: Phase of $E_x$ inside the cavity at $x = x_1$ (Figure 4.11).
Figure 4.14: Phase of $E_z E_z^f$ inside the cavity at $x = x_1$ (Figure 4.11). The dashed red line is showing $\arg [E_{x1} (z = z_3)] + \arg [E_{x1} (z = z_2)]$.

Figure 4.15: Phase of $E_x E_x^f$ inside the cavity at $x = x_1$ (Figure 4.11). The dashed red line is showing $\arg [E_{x1} (z = z_3)] + \arg [E_{x1} (z = z_2)]$. 
Figure 4.16: Phase of $E_z$ inside the cavity at $x = x_2$ (Figure 4.11).

Figure 4.17: Phase of $E_x$ inside the cavity at $x = x_2$ (Figure 4.11).
Figure 4.18: Phase of $E_z E_z^f$ inside the cavity at $x = x_2$ (Figure 4.11). The dashed red line is showing $\arg [E_{x1} (z = z_3)] + \arg [E_{x1} (z = z_2)]$.

Figure 4.19: Phase of $E_x E_x^f$ inside the cavity at $x = x_2$ (Figure 4.11). The dashed red line is showing $\arg [E_{x1} (z = z_3)] + \arg [E_{x1} (z = z_2)]$. 
Figure 4.20: Phase of $E_z$ inside the cavity at $x = x_3$ (Figure 4.11).

Figure 4.21: Phase of $E_x$ inside the cavity at $x = x_3$ (Figure 4.11).
Figure 4.22: Phase of $E_z E_z^f$ inside the cavity at $x = x_3$ (Figure 4.11). The dashed red line is showing $\arg [E_{x1} (z = z_3)] + \arg [E_{x1} (z = z_2)]$.

Figure 4.23: Phase of $E_x E_x^f$ inside the cavity at $x = x_3$ (Figure 4.11). The dashed red line is showing $\arg [E_{x1} (z = z_3)] + \arg [E_{x1} (z = z_2)]$. 
We observe that, because of the symmetry of the structure, the changes of phase of the electric field components are almost the same as we move away from each side of the cavity towards the middle of it. This leads to a constant phase for the product of the electric field and its “flipped” field. This constant $\phi_0$ is equal to:

$$\phi_0 = 2 \arg [E_{x1} (z = 0)]. \quad (4.62)$$

Thus, the phase of the third term of Eq. 4.59, which is the integral of $E_x E_x^f$ and $E_z E_z^f$ over the cavity, would be:

$$\arg \left( \iiint_{V_S} \mathbf{E}_1 \cdot \mathbf{E}_{1}^f \, dv \right) \approx 2 \arg [E_{x1} (z = 0)]. \quad (4.63)$$

In Figures 4.14, 4.15, 4.18, 4.19, 4.22, and 4.23 the dashed red line is showing $\{ \arg [E_{x1} (z = z_3)] + \arg [E_{x1} (z = z_2)] \}$. Also because of the symmetry we have:

$$\arg (E_{x1} (x, y, z = z_3)) + \arg (E_{x1} (x, y, z = z_2)) = 2 \arg [E_{x1} (z = 0)]. \quad (4.64)$$

Thus, from Eq. 4.61 and Eq. 4.63 we can conclude that:

$$\arg \left( \frac{A_{21}^*}{A_{1 \text{inc}}} \right) \approx - \arg \left( \iiint_{V_S} \mathbf{E}_1 \cdot \mathbf{E}_{1}^f \, dv \right). \quad (4.65)$$

At the end what remains as the phase of the argument of the real function in the sensitivity formula is only $\pi/2$:

$$\arg \left( j \frac{A_{21}^*}{A_{1 \text{inc}}} \iiint_{V_c} \mathbf{E}_1 \cdot \mathbf{E}_{1}^f \, dv \right) \approx \arg (j) = \pi/2, \quad (4.66)$$

meaning the whole argument is an imaginary number, so the real part of it would be zero, and correspondingly the sensitivity of the transmission with respect to the real part of the dielectric permittivity inside the cavity would be zero on resonance.
4.3.3 3D example

The next example which is being considered is a Fabry-Perot absorption switch based on a coaxial plasmonic waveguide (Figure 4.24). Figure 4.25 shows the top view schematic at $z = 0$ of the structure and Figure 4.26 shows the cross section of the proposed coaxial waveguide used for the switch.

Two stub resonators are used as the mirrors at the two sides of the cavity. The metal used is silver, and the space between the metallic parts is filled with silica. The structures are placed on top of a silicon substrate. The waveguide and resonators are filled with an active material with refractive index $n = 1.5$. If the inner and outer metals at the end of the stubs are connected (Figures 4.27 and 4.28), the stub is short-circuited. Otherwise, it is open-circuited (Figures 4.29 and 4.30).

Figure 4.24: Schematic of a Fabry-Perot absorption switch based on coaxial plasmonic waveguide.
Figure 4.25: Top view schematic at $z = 0$ of a Fabry-Perot absorption switch based on coaxial plasmonic waveguide.

Figure 4.26: Cross section of the reference plasmonic coaxial waveguide.

Figure 4.27: Schematic of a plasmonic coaxial waveguide side-coupled to a short-circuit coaxial stub resonator. The propagation direction of light is indicated by red arrows.
Figure 4.28: Top view schematic at $z = 0$ of a plasmonic coaxial waveguide side-coupled to a short-circuit coaxial stub resonator.

Figure 4.29: Schematic of a plasmonic coaxial waveguide side-coupled to an open-circuit coaxial stub resonator. The propagation direction of light is indicated by red arrows.

Figure 4.30: Top view schematic at $z = 0$ of a plasmonic coaxial waveguide side-coupled to an open-circuit coaxial stub resonator.
As we know, for a Fabry-Perot absorption switch most interaction between light and matter occurs when the two stubs are close to their resonance and act as mirrors. To find the approximate length for the stubs, we have first simulated a coaxial plasmonic waveguide coupled to a stub resonator using FD3D. Simulation was done twice for both short-circuited stubs (Figure 4.31) and open-circuited stubs (Figure 4.32).

Figure 4.31: Transmission of a single short-circuit coaxial stub resonator as a function of the stub length $L_s$ at $\lambda_0 = 1550$ nm. The other geometrical parameters of the structure are as shown in Figure 4.26.

Figure 4.32: Transmission of a single open-circuit coaxial stub resonator as a function of the stub length $L_s$ at $\lambda_0 = 1550$ nm. The other geometrical parameters of the structure are as shown in Figure 4.26.
As we expected the first resonant length is smaller for the open-circuit stub [84]. Thus in our proposed Fabry-Perot absorption switch two open-circuited stub resonators are used as mirrors at the two sides of the cavity. The waveguide and resonators are filled with an active material with refractive index $n = 1.5$. The refractive index of the cavity, between the two mirrors (stub resonators), is changed to $n = 1.5 + i0.05$ for the off state. The Modulation Depth is also calculated as before:

$$MD = \frac{T(\text{on}) - T(\text{off})}{T(\text{on})}. \quad (4.67)$$

Varying $L_s$ and $L_c$ we have found the transmission for both on state (Figure 4.33) and off state (Figure 4.34) and also modulation depth (Figure 4.35):

![Transmission (ON)](image)

Figure 4.33: Transmission intensities of on state of the proposed Fabry-Perot absorption switch with two open-circuit stub resonators as functions of stub length $L_s$ and the length of the cavity $L_c$ at $\lambda_0 = 1550$ nm.
Figure 4.34: Transmission intensities of off state of the proposed Fabry-Perot absorption switch with two open-circuit stub resonators as functions of stub length $L_s$ and the length of the cavity $L_c$ at $\lambda_0 = 1550$ nm.

Figure 4.35: Modulation depth of the proposed Fabry-Perot absorption switch with two open-circuit stub resonators as functions of stub length $L_s$ and the length of the cavity $L_c$ at $\lambda_0 = 1550$ nm.
Considering transmission in the *on* state of more than 50% the maximum modulation depth $MD$ is found for:

$$L_s = 150 \text{ nm},$$

$$L_c = 380 \text{ nm},$$

to be:

$$MD = 0.44.$$  

The transmission spectra for both *on* and *off* states for the optimized switch are shown in Figures 4.36 and 4.37, while the modulation depth is shown in Figure 4.38 (solid lines). Also shown are the transmission and modulation depth spectra if the metal is lossless (dashed lines).

---

Figure 4.36: Transmission spectra $T$ for the optimized proposed Fabry-Perot absorption switch of Figure 4.24 in the *on* state (solid line). Also shown are the transmission spectra if the metal is lossless (dashed line). Results are shown for $L_s = 150 \text{ nm}$, $L_c = 380 \text{ nm}$. 
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Figure 4.37: Transmission spectra $T$ for the optimized proposed Fabry-Perot absorption switch of Figure 4.24 in the off state (solid line). Also shown are the transmission spectra if the metal is lossless (dashed line). Results are shown for $L_s = 150$ nm, $L_c = 380$ nm.

Figure 4.38: Modulation depth spectra $MD$ for the optimized proposed Fabry-Perot absorption switch of Figure 4.24 (solid line). Also shown are the modulation depth spectra if the metal is lossless (dashed line). Results are shown for $L_s = 150$ nm, $L_c = 380$ nm.
The dominant electric and magnetic fields of the selected structure are shown in Figures 4.39 and 4.40, respectively.

Figure 4.39: Amplitude of $E_y$ of the optimized structure of Figure 4.24 ($L_s = 150$ nm, $L_c = 380$ nm) at $z = 0$ and $\lambda = 1550$ nm.

Figure 4.40: Amplitude of $H_z$ of the optimized structure of Figure 4.24 ($L_s = 150$ nm, $L_c = 380$ nm) at $z = 0$ and $\lambda = 1550$ nm.

As we mentioned before the modulation depth of the absorption switches is associated with the sensitivity of their transmission to the imaginary part of the dielectric constant of the active material, which is in turn directly related to the electric field energy in the cavity.
The sensitivity can be calculated through the proposed sensitivity formula:

\[
\frac{dT}{d\epsilon_r} = -\frac{\omega \epsilon_0}{2P_0} \text{Re} \left( \frac{jA_{21}^*}{A_{1}^{inc}} \int_{V_C} E_1 \cdot E_1^t dv \right).
\]

We have calculated the sensitivity of the transmission with respect to the real and imaginary parts of the permittivity of the active material in the cavity (between the stubs), when varying the length of the cavity. The length of the stubs is fixed at \( L_s = 150 \) nm. The results are obtained by the AVM method and compared with the ones of the direct approach. As it is shown, the AVM results are in excellent agreement with the direct approach ones (Figures 4.41 and 4.42).

**3D Lossy**

![Graph](image_url)

Figure 4.41: Sensitivity of the transmission with respect to the real part of the relative dielectric permittivity inside the cavity of the structure shown in Figure 4.24. Results are calculated using the direct approach (DA) (Eq. 4.53), and the adjoint variable method (AVM) (Eq. 4.52).
Figure 4.42: Sensitivity of the transmission with respect to the imaginary part of the relative dielectric permittivity inside the cavity of the structure shown in Figure 4.24. Results are calculated using the direct approach (DA) (Eq. 4.55), and the adjoint variable method (AVM) (Eq. 4.54).
Chapter 5
Concluding Remarks and Recommended Future Work

5.1 Conclusions

We first briefly described the history of nanophotonic devices and the need to develop compact active nanophotonic devices, besides the widely investigated passive nanoscale devices. We then considered an absorption switch consisting of a MDM plasmonic waveguide coupled to a conventional Fabry-Perot cavity. Taking advantage of the subwavelength modal size of MDM waveguides to enhance the interaction between light and active material inside the cavity can lead to a compact optical switch. However, the modulation depth of such a switch when optimized is relatively low. We therefore introduced a compact absorption switch consisting of a multisection cavity. The optimized multisection cavity switch led to greatly enhanced modulation depth compared to the optimized Fabry-Perot cavity switch.

We then showed that the space mapping algorithm, originally developed for microwave circuit optimization, can enable the efficient design of nanoplasmonic devices which satisfy a set of desired specifications. Space mapping utilizes a physics-based coarse model to approximate a fine model accurately describing a device.

More specifically, we demonstrated the use of the space mapping algorithm for the design of MDM plasmonic waveguide devices. A set of desired specifications are imposed on the transmission response of the device. The goal is to find the design parameters of the device so that its transmission response satisfies all the specifications. In our case, the fine model was a full-wave FDFD simulation of the device, while the coarse model was based on transmission line theory. We used the aggressive space mapping implementation of the algorithm, which incorporates a quasi-Newton iteration. At each iteration of the
space mapping algorithm we used a parameter extraction procedure to obtain the mapping which corresponds to the optimum match between the coarse and fine model responses. The iterative procedure was terminated when the fine model response satisfied the set of desired specifications.

We considered several examples of the application of the space mapping algorithm for the design of nanoplasmonic waveguide devices. In the first example, we considered a plasmonic MDM waveguide side-coupled to two MDM stub resonators. The transmission line model of this structure consists of two short-circuited transmission line resonators, which are connected in series to a transmission line. In the second example, space mapping was applied to the design of a multicomponent nanoplasmonic device consisting of a MDM plasmonic waveguide side-coupled to two arrays of MDM stub resonators. The transmission line model in this case consists of a transmission line loaded with two arrays of short-circuited transmission line stub resonators. The model was implemented using the transfer matrix of each waveguide section. In the next example, space mapping was applied to the design of a nanoplasmonic waveguide device consisting of deep subwavelength dielectric and metallic structures. These structures were modeled as lumped circuit elements rather than as transmission lines. Finally, in the fourth example we showed that the space mapping algorithm can be efficiently used for the emulation of 2D MDM plasmonic waveguide devices with 3D coaxial waveguide devices. We showed that by applying this algorithm and finding the proper choice of their design parameters, 3D plasmonic coaxial waveguide-cavity devices and 2D MDM devices could have nearly identical transmission spectra. More specifically, we used the space mapping algorithm to find the optimum match between the responses of a 2D and a 3D device, and found that, using this approach, the transmission spectra of the 2D device almost exactly match the spectra of the 3D device.

Through these examples, we showed that simply optimizing the transmission line model of the device is not enough to obtain a device which satisfies all the required design specifications. On the other hand, we found that, when the iterative space mapping algorithm was
used, it converged fast to a design which met all the specifications. In addition, full-wave FDFD simulations of only a few candidate structures were required before the iterative process was terminated. Use of the space mapping algorithm therefore resulted in large reductions in the required computation time when compared to any direct optimization method of the fine FDFD model.

We also presented an analytical adjoint sensitivity method for the power transmission coefficient of nano-optical devices which is directly derived from Maxwell’s equations and does not assume any discretization. The adjoint variable method utilizes the main simulation of the device along with an extra one called the adjoint simulation whose excitation is based on the response function. Moreover, by finding analytically a mapping between the solutions of the main and adjoint problems in symmetric devices, we could derive a formula which relates the fields of the adjoint problem and forward problem. Thus, we could obtain the sensitivities with only one numerical simulation. The derived formula was applied to calculate the sensitivity of the power transmission coefficient with respect to the real and imaginary parts of the dielectric permittivity of the active material for two-dimensional and three-dimensional plasmonic devices. We also compared the results with the ones obtained by directly calculating the sensitivity and found that there is excellent agreement between the results obtained with the two methods. This is evidence that the derived formula gives accurate results for the plasmonic devices of interest.

5.2 Recommended future work

The use of more detailed transmission line models for nanoplasmic waveguides [120, 121] in the space mapping algorithm could potentially further reduce the required number of full-wave simulations during the design process. In addition, the algorithm has already been successfully applied to design a variety of three-dimensional microwave waveguide devices [65, 66]. Based on this, the space mapping algorithm could be applied to design three-
dimensional nanoplasmonic waveguide devices, using as coarse models the transmission line models which have been developed for such waveguides [83].

In addition, plasmon-enhanced photovoltaic solar cells have been extensively investigated in recent years. In general, there are three main ways of using nanoplasmonic structures to enhance optical absorption in thin-film solar cells [122]. First, using metallic nanoparticles as scatterers to trap the light from the Sun. Second, using metallic nanoparticles as nanoantennas with enhanced near-field to increase the absorption of the semiconductor. Third, using corrugated metallic film on the back of the absorber to couple the incident light to the surface plasmon modes at the interface of the metal and semiconductor. All of these methods help to trap light in the smaller photovoltaic layer and to improve the optical absorption. A variety of analytical and semi-analytical models have been developed and suggested by different groups to investigate these devices [123]. However, these methods are typically of limited accuracy when compared to full-wave electromagnetic simulations. The space mapping algorithm could be used in combination with these models to efficiently design and optimize complicated plasmon-enhanced photovoltaic devices with enhanced absorption efficiency.

Space mapping could also be employed to design a variety of other nanoplasmonic structures and devices, such as arrays of holes in metallic films, metallic gratings, and metallic nanoparticle arrays, using the analytical or quasi-analytical physics-based models which have been developed for such structures.
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Appendix A
Proof of Eq. 2.1

Figure A.1: Schematic diagram of modal propagation in a two-port device.

Considering a symmetric two-port device (Figure A.1) which is composed of reciprocal media (i.e., symmetric permittivity and permeability tensors) the amplitude and phases of the modes that arrive at \((H^+)\) and propagate away from \((H^-)\) the first port can be related to the amplitude and phases of the modes that arrive at and propagate away from the second port as:

\[
\begin{bmatrix}
A & B \\
C & D \\
\end{bmatrix}
\begin{bmatrix}
H_L^+ \\
H_L^- \\
\end{bmatrix}
=
\begin{bmatrix}
H_R^- \\
H_R^+ \\
\end{bmatrix}.
\]  

(A.1)

Assume that the incident wave is arriving at the first port and that it is normalized such that the mode has a unit magnitude at the input of the device (port 1). Then we have:

\[
if \quad H_L^+ = 1 \Rightarrow \begin{cases} 
H_R^- = t \\
H_L^- = r \\
H_R^+ = 0
\end{cases}.
\]  

(A.2)

Here \(r\) is the complex magnetic field reflection coefficient and \(t\) is the transmission coefficient of the device. Substituting them in Eq. A.1 gives:
\[
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}
\begin{bmatrix}
1 \\
r
\end{bmatrix}
= 
\begin{bmatrix}
t \\
0
\end{bmatrix}
\Rightarrow
\begin{cases}
A + Br = t \\
C + Dr = 0
\end{cases}
. \tag{A.3}
\]

Now if we assume that the normalized incident wave arrives at the second port, because of the symmetry we have:

\[
if \quad H_R^+ = 1 \Rightarrow \begin{cases}
H_L^- = t \\
H_R^- = r \\
H_L^+ = 0
\end{cases}, \tag{A.4}
\]

and again inserting them in Eq. A.1 gives:

\[
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}
\begin{bmatrix}
0 \\
t
\end{bmatrix}
= 
\begin{bmatrix}
r \\
1
\end{bmatrix}
\Rightarrow
\begin{cases}
Bt = r \\
Dt = 1
\end{cases} \tag{A.5}
\]

Combining equations (A.3) and (A.5) one can obtain:

\[
\begin{cases}
A = t - \frac{r^2}{t} \\
B = \frac{r}{t} \\
C = -\frac{r}{t} \\
D = \frac{1}{t}
\end{cases}, \tag{A.6}
\]

or in matrix form:

\[
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}
= \frac{1}{t}
\begin{bmatrix}
t^2 - r^2 & r \\
r & 1
\end{bmatrix}. \tag{A.7}
\]
Figure A.2: Schematic of the optimized multisection cavity switch as an example of a multi-section device which consists of different separate components connected in a cascade form.

Considering a multi-section device such as the proposed absorption switch which consists of different separate components connected in a cascade form, the overall ABCD matrix can be calculated as the product of the individual matrices by keeping the order:

\[
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix}
\begin{bmatrix}
H^+_L \\
H^-_L
\end{bmatrix} =
\begin{bmatrix}
H^-_R \\
H^+_R
\end{bmatrix},
\]

(A.8)

\[
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix} =
\begin{bmatrix}
A_5 & B_5 \\
C_5 & D_5
\end{bmatrix}
\begin{bmatrix}
A_4 & B_4 \\
C_4 & D_4
\end{bmatrix}
\begin{bmatrix}
A_3 & B_3 \\
C_3 & D_3
\end{bmatrix}
\begin{bmatrix}
A_2 & B_2 \\
C_2 & D_2
\end{bmatrix}
\begin{bmatrix}
A_1 & B_1 \\
C_1 & D_1
\end{bmatrix}.
\]

(A.9)

In the proposed structure the gaps between the stubs and the cavity are simple MDM waveguides with the complex propagation constant of \( \gamma \) and the length of \( G \). Therefore the ABCD matrix for each of them can be obtained as:

\[
\begin{bmatrix}
A_2 & B_2 \\
C_2 & D_2
\end{bmatrix} =
\begin{bmatrix}
A_4 & B_4 \\
C_4 & D_4
\end{bmatrix} =
\begin{bmatrix}
e^{-\gamma G} & 0 \\
0 & e^{\gamma G}
\end{bmatrix}.
\]

(A.10)

The stub resonators are also identical, therefore their transmission matrices are identical:

\[
\begin{bmatrix}
A_1 & B_1 \\
C_1 & D_1
\end{bmatrix} =
\begin{bmatrix}
A_5 & B_5 \\
C_5 & D_5
\end{bmatrix}.
\]

(A.11)
By inserting Eq. A.10 and Eq. A.11 into Eq. A.9, each component of the overall ABCD matrix can be obtained as:

\[
\begin{align*}
A &= A_1^2 A_3 e^{-2\gamma G} + A_1 B_3 C_1 + A_1 B_1 C_3 + B_1 C_1 D_3 e^{2\gamma G} \\
B &= A_1 A_3 B_1 e^{-2\gamma G} + A_1 B_3 D_1 + B_3^2 C_3 + B_1 D_1 D_3 e^{2\gamma G} \\
C &= A_1 A_3 C_1 e^{-2\gamma G} + B_3 C_1^2 + A_1 C_3 D_1 + C_1 D_1 D_3 e^{2\gamma G} \\
D &= A_3 B_1 C_1 e^{-2\gamma G} + B_3 C_1 D_1 + B_1 C_3 D_1 + D_3^2 D_3 e^{2\gamma G}
\end{align*}
\]  

(A.12)

By definition, the power transmission coefficient \( T \) is:

\[
T = \left| \frac{H_R^k}{H_L^k} \right|^2 = \left| \frac{1}{D} \right|^2 \tag{A.13}
\]

\[
T = \left| \frac{1}{A_3 B_1 C_1 e^{-2\gamma G} + B_3 C_1 D_1 + B_1 C_3 D_1 + D_3^2 D_3 e^{2\gamma G}} \right|^2 \tag{A.14}
\]

Using the fields obtained by numerical simulation methods such as FDFD the transmission and reflection coefficients for the stubs \((t_s, r_s)\) and cavity \((t_c, r_c)\) can be extracted and substituted in Eq. A.6 to find their ABCD matrices

\[
\begin{bmatrix}
A_1 & B_1 \\
C_1 & D_1
\end{bmatrix}
= \begin{bmatrix}
A_5 & B_5 \\
C_5 & D_5
\end{bmatrix}
= \begin{bmatrix}
t_s - \frac{r_s^2}{t_s^2} & \frac{r_s}{t_s} \\
-\frac{r_s}{t_s} & \frac{1}{t_s}
\end{bmatrix}, \tag{A.15}
\]

\[
\begin{bmatrix}
A_3 & B_3 \\
C_3 & D_3
\end{bmatrix}
= \begin{bmatrix}
t_c - \frac{r_c^2}{t_c^2} & \frac{r_c}{t_c} \\
-\frac{r_c}{t_c} & \frac{1}{t_c}
\end{bmatrix}. \tag{A.16}
\]

By substituting equations (A.15) and (A.16) in Eq. A.14, the power transmission of the proposed absorption switch can be calculated as:

\[
T = \left| \frac{t_s^2 t_c e^{-2\gamma G}}{1 - 2r_s r_c e^{-2\gamma G} + (r_s^2 r_c^2 - r_s^2 r_c^2) e^{-4\gamma G}} \right|^2. \tag{A.17}
\]
Appendix B
Transmission Line Models

The transverse fields of traveling waves in an arbitrary waveguide can be written as [73]:

\[
E_t(x, y, z) = e(x, y)(A^+e^{-\gamma z} + A^-e^{-\gamma z}) = \frac{e(x, y)}{C_1}(V^+e^{-\gamma z} + V^-e^{-\gamma z}), \quad (B.1)
\]

\[
H_t(x, y, z) = h(x, y)(A^+e^{-\gamma z} - A^-e^{-\gamma z}) = \frac{e(x, y)}{C_2}(I^+e^{-\gamma z} - I^-e^{-\gamma z}). \quad (B.2)
\]

We assume that the propagation is in the \(z\) direction. Here, \(e\) and \(h\) are the transverse field variations of the mode and \(A^+, A^-\) are the field amplitudes of the traveling waves. Then the characteristic impedance \(Z_0\) would be \(\frac{V^+}{I^+} = \frac{V^-}{I^-} = Z_0\). The equivalent voltage and current waves can be defined as:

\[
V(z) = V^+e^{-\gamma z} + V^-e^{-\gamma z}, \quad (B.3)
\]

\[
I(z) = I^+e^{-\gamma z} - I^-e^{-\gamma z}. \quad (B.4)
\]

For any two-port device the scattering matrix \(S\) relates the voltage waves incident on the ports \(\{V_L^+, V_R^+\}\) to those reflected from the ports \(\{V_L^-, V_R^-\}\) as an input–output pair (Figure B.1).
\[
\begin{bmatrix}
V_L^- \\
V_R^-
\end{bmatrix}
= \begin{bmatrix}
S_{11} & S_{12} \\
S_{21} & S_{22}
\end{bmatrix}
\begin{bmatrix}
V_L^+ \\
V_R^+
\end{bmatrix}.
\]

(B.5)

But when different components are cascaded, the overall scattering matrix for the system is not the product of individual scattering matrices. Thus what we need to do is to find first the transmission matrix \( T \) of each individual component and after that to obtain the overall transmission matrix which is the product of the cascaded components (Figure B.2).

![Figure B.2: Schematic diagram of a cascade connection of two two-port devices.](image)

Defining total voltage and current at the \( i^{th} \) port as:

\[
V_i = V_i^+ + V_i^-,
\]

(B.6)

\[
I_i = I_i^+ - I_i^-,
\]

(B.7)

where \( i = L, C \) or \( R \), the transmission matrix for a two-port network relates the total voltages and currents (Figure B.2):

\[
\begin{bmatrix}
V_L \\
I_L
\end{bmatrix}
= \begin{bmatrix}
T_{11} & T_{12} \\
T_{21} & T_{22}
\end{bmatrix}
\begin{bmatrix}
V_R \\
I_R
\end{bmatrix}.
\]

(B.8)

The overall transmission matrix can be calculated as:

\[
\begin{bmatrix}
T_{11} & T_{12} \\
T_{21} & T_{22}
\end{bmatrix}
= \begin{bmatrix}
T_{11}^1 & T_{12}^1 \\
T_{21}^1 & T_{22}^1
\end{bmatrix}
\begin{bmatrix}
T_{11}^2 & T_{12}^2 \\
T_{21}^2 & T_{22}^2
\end{bmatrix}.
\]

(B.9)
The scattering matrix of the system can then be calculated as:

\[
S = \begin{bmatrix}
S_{11} & S_{12} \\
S_{21} & S_{22}
\end{bmatrix} = \begin{bmatrix}
\frac{T_{11} + \frac{T_{12}}{Z_0} - T_{21}Z_0 - T_{22}}{T_{11} + \frac{T_{12}}{Z_0} + T_{21}Z_0 + T_{22}} & \frac{2(T_{11}T_{22} - T_{12}T_{21})}{T_{11} + \frac{T_{12}}{Z_0} + T_{21}Z_0 + T_{22}} \\
\frac{2}{T_{11} + \frac{T_{12}}{Z_0} + T_{21}Z_0 + T_{22}} & \frac{T_{11} + \frac{T_{12}}{Z_0} - T_{21}Z_0 - T_{22}}{T_{11} + \frac{T_{12}}{Z_0} + T_{21}Z_0 + T_{22}}
\end{bmatrix},
\]  

(B.10)

where \(Z_0\) is the characteristic impedance of the transmission line [73]. Finally, the power transmission coefficient \(T_{TL}\) is defined as:

\[
T_{TL} = \left| \frac{V_R}{V_L} \right|_{V_R=0}^2 = |S_{21}|^2.
\]  

(B.11)

In the examples of Chapter 3 the structures are modeled using transmission line theory. Applying transmission line theory and assuming an equivalent circuit model for each component, and depending on whether it is connected in series or in parallel the transmission matrices \(T_s\) and \(T_p\) can be calculated as [73]:

\[
T_s = \begin{bmatrix}
1 & Z \\
0 & 1
\end{bmatrix},
\]  

(B.12)

\[
T_p = \begin{bmatrix}
1 & 0 \\
Y & 1
\end{bmatrix},
\]  

(B.13)

where \(Z\) is the impedance and \(Y = \frac{1}{Z}\) is the conductance of the equivalent circuit model of each component. The product of the individual transmission matrices will give us the...
overall transmission matrix which can be used to find the scattering matrix of the system and consequently the power transmission.

\[
\begin{align*}
\text{Figure B.4: Equivalent circuit model of a stub resonator which is a short-circuited transmission line resonator with propagation constant } \gamma, \text{ and characteristic impedance } Z. \\
\text{Based on transmission line theory, the transmission line model of a stub resonator is a short-circuited transmission line resonator with propagation constant } \gamma, \text{ and characteristic impedance } Z (\text{Figure B.4}), \text{ which is connected in series to a transmission line. In our examples the line and the stubs both have the same width, the same propagation constant } \gamma, \text{ and correspondingly the same characteristic impedance } Z [73, 42] \text{ which is given by } [41, 42] \\
Z = \frac{\gamma}{j \omega \varepsilon} w. \\
\end{align*}
\]

The impedance of each stub \( Z_s \) which is equivalent with a short-circuited transmission line resonator can be calculated as:

\[
Z_s = Z \tanh(\gamma L), \\
\]

where \( L \) is the length of the stub. Thus, for the first example of Chapter 3 the overall transmission matrix of the model of the structure of Figure 3.2 will be:

\[
T = \begin{bmatrix}
1 & Z_{s1} \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
1 & Z_{s2} \\
0 & 1
\end{bmatrix}
= \begin{bmatrix}
1 & Z_{s1} + Z_{s2} \\
0 & 1
\end{bmatrix},
\]

where \( Z_{s1} = Z \tanh(\gamma L_1) \) and \( Z_{s2} = Z \tanh(\gamma L_2) \). This results in the following scattering matrix:
\[ S = \begin{bmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{bmatrix} = \begin{bmatrix} \tanh(\gamma L_1) + \tanh(\gamma L_2) \\ 2 + \tanh(\gamma L_1) + \tanh(\gamma L_2) \end{bmatrix} \begin{bmatrix} \tanh(\gamma L_1) + \tanh(\gamma L_2) \\ 2 + \tanh(\gamma L_1) + \tanh(\gamma L_2) \end{bmatrix}, \quad (B.17) \]

and the transmission can be calculated as:

\[ T_{TL}(L_1, L_2) = |S_{21}|^2 = \left| 1 + \frac{1}{2} \left[ \tanh(\gamma L_1) + \tanh(\gamma L_2) \right] \right|^{-2}. \quad (B.18) \]

The same approach can be applied to the second example with the difference of having a gap between the stub resonators which can be considered as a finite waveguide with length of \( L = G \) and characteristic impedance of \( Z \) (Figure B.5).

Figure B.5: Equivalent circuit model of a finite waveguide with length \( l \), propagation constant \( \gamma \), and characteristic impedance \( Z \).

Its transmission matrix can be calculated as:

\[ T = \begin{bmatrix} T_{11} & T_{12} \\ T_{21} & T_{22} \end{bmatrix} = \begin{bmatrix} \cosh(\gamma L) & Z \sinh(\gamma L) \\ Y \sinh(\gamma L) & \cosh(\gamma L) \end{bmatrix}. \quad (B.19) \]

Therefore, similarly the overall transmission matrix of the structure of Figure 3.8 can be obtained by the product of transmission matrices of cascaded stubs and waveguides

\[ T = \prod_{i=1}^{13} T_i, \quad (B.20) \]
In the third example of Chapter 3 the structure components are modeled as lumped circuit elements. The silicon and silver nanorods are equivalent to the parallel combination of a resistor, an inductor, and a capacitor. The transmission line model of the waveguide device of Figure 3.11 therefore consists of a shunt impedance $Z_t$ coupled in parallel to a transmission line with characteristic impedance of $Z_0$ (Figure 3.12). Therefore, similarly the structure can be modeled by a circuit which consists of a parallel component as in Figure B.3(b). The shunt impedance can be calculated as:

$$Z_t = (Z_C^{-1} + R^{-1} + Z_L^{-1})^{-1} = [j\omega C + R^{-1} + (j\omega L)^{-1}]^{-1}.$$  

Thus, the same approach can be applied to get the transmission matrix of the parallel component with the impedance of $Z_t$:

$$T = \begin{bmatrix} 1 & 0 \\ \frac{1}{Z_t} & 1 \end{bmatrix},$$  

and the scattering matrix of the system can be obtained by Eq. B.10. Correspondingly the power transmission coefficient will be:

$$T_{TL} = |S_{21}|^2 = \left| \frac{2Z_t}{2Z_t + Z_0} \right|^2.$$  

(B.21)

(B.22)

(B.23)

(B.24)

(B.25)

(B.26)
Appendix C
Proof of Eq. 4.25

Here we will show that the parts of surface integral $I_S$

$$I_S = \oint_S \left( \hat{E} \times \frac{dH}{dp} - \frac{dE}{dp} \times \hat{H} \right) \cdot ds = \oint_S \left( \hat{E} \times \frac{dH}{dp} \right) \cdot ds - \oint_S \left( \frac{dE}{dp} \times \hat{H} \right) \cdot ds, \quad (C.1)$$

corresponding to perfect electric conductors (PEC), perfect magnetic conductors (PMC) and radiation/absorbing boundaries (which can be considered as radiation or reflection-free boundary condition, RBC) vanish and it reduces to the integral over the surface of the ports (Eq. 4.19). Applying the boundary condition of PEC, PMC and the radiation/absorbing boundary condition (RBC) for $E$, $\hat{E}$ and also $\frac{dE}{dp}$ to Eq. 4.17 we show that $I_S$ would vanish on them.

At PEC the boundary conditions for $\hat{E}$ and $\frac{dE}{dp}$ are:

$$\mathbf{a}_n \times \hat{E} = 0, \quad (C.2)$$

$$\mathbf{a}_n \times \frac{dE}{dp} = 0. \quad (C.3)$$

From Eq. 4.13 and assuming the medium (device) properties over $S$ are not affected by the perturbation in $p$ (meaning $\frac{d
u}{dp} = 0$ over $S$) we get:

$$\frac{dH}{dp} = -(j\omega\mu)^{-1} \nabla \times \frac{dE}{dp}. \quad (C.4)$$
Using the boundary condition of Eq. C.2 and Eq. C.4 the first term of the right side of Eq. C.1 can be written as:

\[
\left( \hat{\mathbf{E}} \times \frac{d\mathbf{H}}{dp} \right) \cdot ds = \left\{ \hat{\mathbf{E}} \times \left[ -(j\omega\mu)^{-1} \nabla \times \frac{d\mathbf{E}}{dp} \right] \right\} \cdot ds = \left( ds \times \hat{\mathbf{E}} \right) \left[ -(j\omega\mu)^{-1} \nabla \times \frac{d\mathbf{E}}{dp} \right] = 0,
\]

(C.5)
in which we have used the scalar triple product identity. If \(\mathbf{a}, \mathbf{b},\) and \(\mathbf{c}\) are three vectors, we have:

\[
\mathbf{a} \cdot (\mathbf{b} \times \mathbf{c}) = \mathbf{c} \cdot (\mathbf{a} \times \mathbf{b}) = \mathbf{b} \cdot (\mathbf{c} \times \mathbf{a}).
\]

(C.6)

Using Eq. 4.15 and Eq. C.3 the second term of the right side of Eq. C.1 can be written as:

\[
\left( \frac{d\mathbf{E}}{dp} \times \hat{\mathbf{H}} \right) \cdot ds = \left\{ \frac{d\mathbf{E}}{dp} \times \left[ -(j\omega\mu)^{-1} \nabla \times \hat{\mathbf{E}} \right] \right\} \cdot ds = \left( ds \times \frac{d\mathbf{E}}{dp} \right) \left[ -(j\omega\mu)^{-1} \nabla \times \hat{\mathbf{E}} \right] = 0,
\]

(C.7)
in which again scalar triple product identity (Eq. C.6) was used. Thus, substituting Eq. C.5 and Eq. C.7 into Eq. C.1 we get:

\[
\iint_{S_{\text{PEC}}} \left( \hat{\mathbf{E}} \times \frac{d\mathbf{H}}{dp} - \frac{d\mathbf{E}}{dp} \times \hat{\mathbf{H}} \right) \cdot ds = 0,
\]

(C.8)
where \(S_{\text{PEC}}\) is the part of \(S\) corresponding to perfect electric conductors (PEC).

We then consider a PMC portion of \(S, S_{\text{PMC}}\). At PMC the boundary conditions for \(\hat{\mathbf{E}}\) and \(d\mathbf{E}/dp\) are:

\[
\mathbf{a}_n \times \left( \nabla \times \hat{\mathbf{E}} \right) = 0,
\]

(C.9)
\[ \mathbf{a}_n \times \left( \nabla \times \frac{d\mathbf{E}}{dp} \right) = 0. \]  
\[(C.10)\]

Using the boundary condition of Eq. C.10 and Eq. C.4 the first term of the right side of Eq. C.1 can be written as:

\[ \left( \mathbf{E} \times \frac{d\mathbf{H}}{dp} \right) \cdot ds = \left\{ \mathbf{E} \times \left[ -(j\omega\mu)^{-1} \nabla \times \frac{d\mathbf{E}}{dp} \right] \right\} \cdot ds = \mathbf{E} \cdot \left\{ \left[ -(j\omega\mu)^{-1} \nabla \times \frac{d\mathbf{E}}{dp} \right] \times ds \right\} = 0. \]
\[(C.11)\]

By using Eq. 4.15 and Eq. C.10, and assuming that we have a reciprocal medium (\(\mu^T = \mu\)), the second term of the right side of Eq. C.1 can be written as:

\[ \left( \frac{d\mathbf{E}}{dp} \times \mathbf{H} \right) \cdot ds = \left\{ \frac{d\mathbf{E}}{dp} \times \left[ -(j\omega\mu)^{-1} \nabla \times \mathbf{E} \right] \right\} \cdot ds = \left( \frac{d\mathbf{E}}{dp} \right) \cdot \left\{ \left[ -(j\omega\mu)^{-1} \nabla \times \mathbf{E} \right] \times ds \right\} = 0. \]
\[(C.12)\]

Inserting Eq. C.11 and Eq. C.12 into Eq. C.1 we get:

\[ \iint_{S_{PMC}} \left( \mathbf{E} \times \frac{d\mathbf{H}}{dp} - \frac{d\mathbf{E}}{dp} \times \mathbf{H} \right) \cdot ds = 0, \]
\[(C.13)\]

where \(S_{PMC}\) is the part of \(S\) corresponding to perfect magnetic conductors (PMC).

At RBC the boundary conditions for \(\mathbf{E}\) and \(\frac{d\mathbf{E}}{dp}\) are [45]:

\[ \nabla \times \mathbf{E} = -\gamma \left( \mathbf{a}_n \times \mathbf{E} \right), \]
\[(C.14)\]

\[ \nabla \times \frac{d\mathbf{E}}{dp} = -\gamma \left( \mathbf{a}_n \times \frac{d\mathbf{E}}{dp} \right). \]
\[(C.15)\]
By using the boundary condition of Eqs. C.15 and C.4, the first term of the right side of Eq. C.1 can be written as:

\[
\left( \hat{E} \times \frac{dH}{dp} \right) \cdot ds = \left\{ \hat{E} \times \left[ - (j \omega \mu)^{-1} \nabla \times \frac{dE}{dp} \right] \right\} \cdot ds = \left\{ \hat{E} \times \left[ \gamma (j \omega \mu)^{-1} \left( a_n \times \frac{dE}{dp} \right) \right] \right\} \cdot ds \\
= \gamma (j \omega \mu)^{-1} \left[ a_n \left( \hat{E} \cdot \frac{dE}{dp} \right) - \frac{dE}{dp} \left( \hat{E} \cdot a_n \right) \right] \cdot ds, \quad \text{(C.16)}
\]

in which we have used the vector triple product identity:

\[
a \times (b \times c) = b (a \cdot c) - c (a \cdot b). \quad \text{(C.17)}
\]

By using Eqs. C.15 and C.14, the second term of the right side of Eq. C.1 can be written as:

\[
\left( \frac{dE}{dp} \times \hat{H} \right) \cdot ds = \left\{ \frac{dE}{dp} \times \left[ - (j \omega \mu)^{-1} \nabla \times \hat{E} \right] \right\} \cdot ds = \left\{ \frac{dE}{dp} \times \left[ \gamma (j \omega \mu)^{-1} \left( a_n \times \hat{E} \right) \right] \right\} \cdot ds \\
= \gamma (j \omega \mu)^{-1} \left[ a_n \left( \frac{dE}{dp} \cdot \hat{E} \right) - \hat{E} \left( \frac{dE}{dp} \cdot a_n \right) \right] \cdot ds. \quad \text{(C.18)}
\]

By inserting Eqs. C.11 and C.12 into Eq. C.1, the two terms of surface integral \( I_S \) cancel each other and we get:

\[
\iint_{s_{RBC}} \left( \hat{E} \times \frac{dH}{dp} - \frac{dE}{dp} \times \hat{H} \right) \cdot ds = 0, \quad \text{(C.19)}
\]

where \( s_{RBC} \) is the part of \( S \) corresponding to radiation/absorbing boundaries (RBC).

Thus, as shown above, the surface integral \( I_S \) would be zero and vanish on all PEC, PMC, and RBC portions of \( S \) and the only part of it which remains is over the port cross sections:

\[
I_S = \sum_i \int_{s_i} \left( \hat{E} \times \frac{dH}{dp} - \frac{dE}{dp} \times \hat{H} \right) \cdot ds. \quad \text{(C.20)}
\]
Appendix D
Boundary Conditions

To define the boundary condition for each port of our device ($S_1$ and $S_2$) let us assume that the waveguide ports are operating at a frequency at which only the dominant mode can propagate. For simplicity we consider the case that only tangential electric fields exist. Furthermore, let us assume that $S_1$ and $S_2$ are placed sufficiently far from the device, so that higher order modes which may be excited by the device die out before they reach $S_1$ and $S_2$.

![Figure D.1: A two-port device.](image)

When the excitation is at port 1, the total electric field at $S_1$ can be expressed as a superposition of an incident wave $E_{\text{inc}}$ and a reflected wave $E_{\text{ref}}$:

$$E_1 = E_{\text{inc}} + E_{\text{ref}} = E_0 \left( e_{1x} e^{-\gamma z} + e_{1y} e^{-\gamma z} \right) + R E_0 \left( e_{1x} e^{\gamma z} + e_{1y} e^{\gamma z} \right), \quad (D.1)$$

where $E_0$ denotes the magnitude of the incident electric field, $e_{1x}$ and $e_{1y}$ are the modal field vectors, $R$ denotes the reflection coefficient, and $\gamma$ is the propagation constant. From Eq. D.1 we obtain:

$$a_n \times (\nabla \times E_1) = a_n \times \left[ \nabla \times (E_{\text{inc}} + E_{\text{ref}}) \right] = -a_z \times (\nabla \times E_{\text{inc}}) - a_z \times (\nabla \times E_{\text{ref}})$$
\[
\begin{align*}
&= \left( a_{1y} \times \frac{dE_{1y}^{inc}}{dz} + a_x \times \frac{dE_{1x}^{inc}}{dz} \right) + \left( a_y \times \frac{dE_y^{ref}}{dz} + a_x \times \frac{dE_x^{ref}}{dz} \right) \\
&= -\gamma E_1^{inc} + \gamma E^{ref} = -\gamma E_1^{inc} + \gamma (E_1 - E_1^{inc}) = \gamma E_1 - 2\gamma E_1^{inc}, \quad \text{(D.2)}
\end{align*}
\]
which can also be written as:
\[
\begin{align*}
a_n \times (\nabla \times E_1) + \gamma a_n \times (a_n \times E_1) &= -2\gamma E_1^{inc}. \quad \text{(D.3)}
\end{align*}
\]

If we define the linear operator $P$ as:
\[
P (E_1) \equiv \gamma a_n \times (a_n \times E_1), \quad \text{(D.4)}
\]
then Eq. D.3 can be rewritten as:
\[
\begin{align*}
a_n \times (\nabla \times E_1) + P (E_1) &= U_1^{inc}, \quad \text{(D.5)}
\end{align*}
\]
where:
\[
U_1^{inc} \equiv -2\gamma E_1^{inc} = 2\gamma a_n \times (a_n \times E_1^{inc}) = 2P (E_1^{inc}). \quad \text{(D.6)}
\]
Similarly, the electric field at $S_2$ which is the transmitted wave $E^t$ can be expressed as:
\[
E_1 = E^t = T E_0 \left( \hat{e}_{2x} e^{-\gamma z} + \hat{e}_{2y} e^{-\gamma z} \right). \quad \text{(D.7)}
\]
where $T$ denotes the transmission coefficient. Thus we have:
\[
\begin{align*}
a_n \times (\nabla \times E_1) = a_x \times (\nabla \times E_1) &= -a_y \times \frac{dE_{1y}}{dz} - a_x \times \frac{dE_{1x}}{dz} = \gamma E_1. \quad \text{(D.8)}
\end{align*}
\]
which can also be written as:
\[ \mathbf{a}_n \times (\nabla \times \mathbf{E}_1) = -P(\mathbf{E}_1). \]  

(D.9)

Using the fact that in this case, when the excitation is from port 1, then the wave at \( S_2 \) is an output wave satisfying Maxwell’s equations, we can get:

\[ P(\mathbf{E}_1) = -\mathbf{a}_n \times (-j\omega\mu \cdot \mathbf{H}_1), \]  

(D.10)

where \( \mathbf{H}_1 \) is the magnetic field when the excitation is at port 1. Knowing that \( P \) is a linear vector operator, we can use the modal vectors \( \mathbf{e}_2, \mathbf{h}_2 \) at port 2 and write Eq. D.10 as:

\[ P(\mathbf{e}_2) = -\mathbf{a}_n \times (-j\omega\mu \cdot \mathbf{h}_2) = \mathbf{a}_n \times (j\omega\mu \cdot \mathbf{h}_2). \]  

(D.11)

Also for the adjoint problem, when the excitation is at port 2, the boundary condition at \( S_1 \) is:

\[ \mathbf{a}_n \times (\nabla \times \hat{\mathbf{E}}_2) + P(\hat{\mathbf{E}}_2) = 0, \]  

(D.12)

and at \( S_2 \) is:

\[ \mathbf{a}_n \times (\nabla \times \hat{\mathbf{E}}_2) + P(\hat{\mathbf{E}}_2) = \hat{\mathbf{U}}^{\text{inc}}_2, \]  

(D.13)

where

\[ \hat{\mathbf{U}}^{\text{inc}}_2 = 2P(\hat{\mathbf{E}}^{\text{inc}}_2). \]  

(D.14)
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