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ABSTRACT

K2 Campaign 9 (K2C9) was the first space-based microlensing parallax survey capable of measuring microlensing parallaxes of free-floating planet candidate microlensing events. Simultaneous to K2C9 observations we conducted the K2C9 Canada-France-Hawaii Telescope Multi-Color Microlensing Survey (K2C9-CFHT MCMS) in order to measure the colors of microlensing source stars to improve the accuracy of K2C9’s parallax measurements. We describe the difference imaging photometry analysis of the K2C9-CFHT MCMS observations, and present the project’s first data release. This includes instrumental difference flux lightcurves of 217 microlensing events identified by other microlensing surveys, reference image photometry calibrated to PanSTARRS data release 1 photometry, and tools to convert between instrumental and calibrated flux scales. We derive accurate analytic transformations between the PanSTARRS bandpasses and the Kepler bandpass, as well as angular diameter-color relations in the PanSTARRS bandpasses. To demonstrate the use of our data set, we analyze ground-based and K2 data of a short timescale microlensing event, OGLE-2016-BLG-0795. We find the event has a timescale $t_E = 4.5 \pm 0.1$ days and microlens parallax $\pi_E = 0.12 \pm 0.03$ or $0.97 \pm 0.04$, subject to the standard satellite parallax degeneracy. We argue that the smaller value of the parallax is more likely, which implies that the lens is likely a stellar-mass object in the Galactic bulge as opposed to a super-Jupiter mass object in the Galactic disk.
1. INTRODUCTION

Gravitational microlensing opens a unique window to measuring the mass and population of free-floating planets (FFP). Typically, a Jupiter-mass lensing object has a short microlensing timescale ~ 1 day. From an excess of short-timescale microlensing events in the MOA-II microlensing survey, Sumi et al. (2011) inferred the existence of a large population of unbound or wide-separation Jupiter-mass objects with \(1.8^{+0.8}_{-0.5}\) per main sequence star. Such a result is in tension with theoretical expectations for wide-separation and ejected planets (Ma et al. 2016; Clanton & Gaudi 2017) and surveys of young clusters (Scholz et al. 2012; Peña Ramírez et al. 2015). A more recent study of the timescale distribution of the OGLE-IV microlensing survey with a larger sample of events does not confirm the MOA result, placing an upper limit on the abundance of Jupiter-mass free-floating or wide-orbit planets of 0.25 per main star at 95% confidence (Mróz et al. 2017). While the population of Jupiter-mass objects appears to be small, Mróz et al. (2018) recently announced the discovery of the best free-floating planet candidate yet, with a most likely mass of the order of Neptune, though additional observations are required to confirm that it is indeed not bound to any star.

Proving that a short-timescale, apparently single point-mass microlensing event is caused by a free-floating planet requires both the measurement of the lens mass, and imaging observations to rule out the possibility of a host (Gould 2016; Henderson & Shvartzvald 2016; Penny et al. 2017). For a lensing object, the total mass is related to observables by

\[ M_L = \frac{\theta_E}{\kappa \pi_E} \]  

(1)

where \(\kappa \equiv 4G/(c^2 \mu u) = 8.144 \text{ mas}/M_\odot\) is a constant, \(\theta_E\) is the angular Einstein radius, and \(\pi_E\) is the microlensing parallax (e.g., Gould 2000). Measurement of \(\theta_E\) for non-luminous lenses requires measurement of finite source effects (Gould 1994; Witt & Mao 1994; Nemiroff & Wickramasinghe 1994) and an estimate of the angular diameter of the source from its de-reddened color and magnitude (e.g., Kervella & Fouqué 2008; Boyajian et al. 2014). Even without a measurement of \(\theta_E\), the mass of lens can be strongly constrained if the parallax parameter \(\pi_E\) is accurately measured (Han & Gould 1995; Zhu et al. 2017c). In some cases, \(\pi_E\) can be measured from the modulation in the lensing light curve with the orbital motion of the Earth around the Sun (Gould 1992; Alcock et al. 1995). However, this method only works for microlensing events with long microlensing timescale \(t_E \gtrsim 1\) year/2\(\pi\) (e.g., Wang et al. 2017b). In some rare cases, the parallax of a short-timescale event can be measured using terrestrial parallax (e.g., Gould et al. 2009). Thus the best way to measure the parallax of a short-timescale microlensing event is to observe it from two well-separated locations simultaneously (Refsdal 1966; Gould 1994). The feasibility of space-based microlensing parallax measurement has been demonstrated by Spitzer microlensing programs (Dong et al. 2007; Udalski et al. 2015b; Yee et al. 2015; Zhu et al. 2015; Calchi Novati et al. 2015). However, because scheduling Spitzer observations requires a minimum 3 day turnaround time (Udalski et al. 2015b) after discovery of the event, the Spitzer microlensing program cannot measure the microlensing parallax of FFP candidate events, which have timescales ~ 1 day.

From April 22 to July 2 of 2016, K2’s Campaign 9 (K2C9) conducted the first space-based microlensing survey toward the Galactic bulge (Henderson et al. 2016). The spatial separation between Earth and Kepler spacecraft enables the measurement of microlensing parallaxes \(\pi_E\) for over ~100-200 microlensing events. In particular, K2C9’s continuous, wide-field observations made it possible to measure parallax for FFP candidate events (Henderson & Shvartzvald 2016; Penny et al. 2017). Thus K2C9 provided the first opportunity to uniquely measure the mass and the population of free-floating planets.

As reviewed by Henderson et al. (2016), measurement of microlensing parallax requires measurement of the impact parameters \(u_0,0\) and \(u_0,K_2\) and times of maximum magnification \(t_0,0\) and \(t_0,K_2\) of the event as seen from Earth and Kepler, respectively.\(^1\) These differ due to the displacement and relative velocity of the two observers. Unfortunately, because of Kepler’s large \(4''\) pixel scale, microlensing events detected via Kepler are highly blended. As a result, measurements of the \(u_0,K_2\) and \(t_0,K_2\) are strongly degenerate with the source flux (Woźniak & Paczyński 1997), which will be a unique parameter for each observer, due to their different bandpasses. The degeneracy can be largely eliminated if it is possible to constrain the source flux in Kepler’s bandpass. For many events observed from the ground with well sampled light curves, it is possible to accurately measure the source flux in the bandpass of a standard filter, but this differs from the source flux Kepler sees due to its broad 430–880 nm bandpass (Henderson et al. 2016). However, with measurements of the source flux in several standard filters spanning Kepler’s bandpass it is possible to reconstruct the source flux that Kepler sees.

In order to make the necessary measurements in several filters, with the Canada-France-Hawaii Telescope (CFHT) we conducted the 2016 K2C9-CFHT Multi-color Microlensing Survey (K2C9-CFHT MCMS) in the \(g, r,\) and \(i\)-bands, which together cover almost the entire Kepler bandpass. Zhu

\(^1\) In principle, the two events also have different timescales due to the different velocities of the observers. However, the difference in velocities is usually small compared to the relative velocities of the source and lens, so can be ignored.
et al. (2017b) has shown that $K_2$ parallax uncertainties can be significantly reduced when a theoretical extinction dependent color-color relation is applied to derive the flux in Kepler’s bandpass from photometry in the $V$ and $I$ bands. We therefore follow this method and derive relations between the Kepler bandpass and our filters. Our multi-color CFHT data also enable the measurement of the angular diameter of the microlensing sources through an angular diameter-color relation. This is crucial for mass measurement of FFP candidates when the finite-source effect arises (e.g. Mróz et al. 2018), as it facilitates the conversion of the finite-source effect into measurement of the angular Einstein radius $\theta_E$ of the lens, and thus their masses.

Microlensing observations are usually conducted in the reddest optical bands due to large amounts of extinction towards the Galactic bulge. This makes color observations of sufficient depth and cadence for short-timescale free-floating planet candidates challenging from the small telescopes that usually conduct microlensing surveys. For this reason we designed and conducted the K2C9-CFHT MCMS in order to maximize the scientific return of the K2C9 survey for the shortest timescale microlensing events. CFHT’s large aperture, combined with the MegaCam instrument’s wide field of view enabled deep imaging of the entire K2C9 superstamp in a short period of time to supplement the ground-based microlensing surveys’ high-cadence observations in a single band and lower-cadence observations in bluer bands. CFHT’s longitude complements those of other telescopes used for microlensing observations (see Figure 9 of Henderson et al. 2016), and Mauna Kea’s excellent weather and observing conditions mean that CFHT can monitor parts of microlensing events that are poorly covered from the dedicated microlensing surveys.

In this paper we present the analysis and first public data release of the K2C9-CFHT MCMS. This data release contains $g$, $r$, $i$ lightcurves of 217 previously identified microlensing events in our fields and calibrated photometry of our fields. The paper is structured as follows. In section 2, we describe observations and data reduction procedures of the K2C9-CFHT MCMS. We then derive the relation between $(K_p - r_{PS1})$ vs. $(r - i)_{PS1}$ in section 3 and predict stellar angular diameters from PanSTARRS $g$, $r$, $i$ photometry in section 4. In section 5, we measure microlensing parallax for the short event OGLE-2016-BLG-0795 to test our method; and finally in section 6, we discuss the implications of our work.

2. K2C9-CFHT MCMS DATA

2.1. Survey Design

In 2016 we conducted the K2C9-CFHT MCMS, a blind microlensing survey toward the Galactic bulge through the $g$-, $r$- and $i$-band filters using the MegaCam instrument on CFHT, a 0.94 $deg^2$ imager built from 40 CCD chips with 0.187” pixels, which are labeled ccd00 through ccd39 (Boulade et al. 2003). Six MegaCam pointings, labeled C1 through CF6, were selected to cover the ~3.7$deg^2$ K2C9 superstamp (Poleski 2016; Henderson et al. 2016), as shown in Figure 1. Two to three observations per night in each filter were requested, with timing separated as widely as possible while the fields were observable. Observations were taken during 4 dark-time MegaCam runs, each lasting between 8 and 13 nights between HJD-2450000 = 7485 to 7575. Observations were collected on 42 nights. For 30 of these at least two observations in each filter were taken, and the separation between observations in the same filter ranged from 0.5 to 4.5 hours.

Our aim was to measure the magnitude of the source star in each filter on a calibrated magnitude scale, in order to derive the source brightness in the Kepler bandpass and to measure the angular diameter of the source star. This proceeds through three steps. First, we constructed a high quality reference image from which to extract PSF photometry and to use to produce difference imaging analysis (DIA) photometry. Second, we produce a difference flux lightcurve using DIA image subtraction and photometry. Finally, this DIA lightcurve is tied to the flux scale of the reference image PSF photometry and then to an absolutely calibrated magnitude system.

We have not searched for microlensing events in our data. Instead, we rely on the OGLE Early Warning System (Udalski 2003; Udalski et al. 1994), MOA microlensing alert sys-
tem (Bond et al. 2001), and KMTNet event finder (Kim et al. 2018a,b) to identify events. A search for new events in our data may be conducted in the future.

2.2. Difference Imaging Photometry

We produced differential flux lightcurves using a custom difference imaging analysis pipeline based on ISIS version 2.2 (Alard & Lupton 1998; Alard 2000). Our processing began with images extracted from the standard bias subtracted and flat fielded images produced by the CFHT Elixir pipeline2. Each $2048 \times 4612$ pixel ($\sim 6.4' \times 14.4'$) chip and filter were processed separately, which proceeded through the following steps.

All images were registered to the same pixel grid as a single image selected by eye to have excellent seeing, low sky background level and a circular PSF, using the IS3_INTERP interpolation routine and source extractor 3 (Siverd et al. 2012; Bertin & Arnouts 1996). A reference image was constructed by averaging between 1 and 5 images with a small and circular PSF, good seeing and a low background. PSF photometry of stars in the reference image was produced using the Alonso-García et al. (2012) implementation of ISIS photometry of stars in the reference image was produced using the Alonso-García et al. (2012) implementation of DoPHOT (Schechter et al. 1993). These magnitudes were placed onto an approximately calibrated instrumental system, $(gri)_{\text{inst}}$ using the Elixir photometric calibration parameters stored in the FITS header of one of the images used to construct the reference image.

For each microlensing event identified by the OGLE EWS (Udalski 2003; Udalski et al. 1994), MOA Alerts System (Bond et al. 2001), and KMTNet event finder (Kim et al. 2016, 2018b), we used wcs tools (Mink 2011) to extract a $700 \times 700$ pixel sub-frame from each registered image and the reference image, centered on the Elixir-derived World Coordinate System position of the event. The reference image was convolved to match each target image and subtracted using the ISIS sub program. The precise centroid of the microlensing event was found using ISIS’s detect program operating on the variance image and assuming the event to be the object found within 5 pixels for OGLE and MOA events, 12 pixels for KMT events of the expected position of the microlensing target. Finally, difference photometry of the microlensing event was extracted from each difference image using the ISIS phot program with a PSF weighted aperture of 6 pixels in radius.

At the position of each star detected by DoPHOT in the full chip reference image, we also extracted photometry using the ISIS’s phot program with parameters identical to that used on the difference images. Using regression with iterative sigma clipping, we fit a linear slope to the instrumental counts (derived from the instrumental magnitudes) plotted against the difference counts of bright stars with instrumental magnitudes in the ranges $14.5 < i_{\text{inst}} < 18$, $15 < r_{\text{inst}} < 18.5$ and $16.5 < g_{\text{inst}} < 19.5$. Then the DIA lightcurve was multiplied by this slope to produce what we term the instrumental difference light curve with the same magnitude zero point as our instrumental system. The uncertainty for this procedure was $\sim 0.003$ mag in each filter. The light curves we provide in the data release are thus tied to the instrumental magnitude scale.

2.3. Astrometric and Photometric Calibration

To place our photometry on an absolute system we cross-matched the instrumental DoPHOT catalog with PanSTARRS (Magnier et al. 2016; Flewelling et al. 2016) using the astrometric routines gmatch and grtrans of the Fits package (Pál 2012). From this we derive an astrometric solution typically accurate to better than $\sim 0.1$ pixel (0.0187 arcsec). From matched stars we sought to find a photometric transformation between our instrumental magnitudes in each filter $(g, r, i)_{\text{inst}}$ and PanSTARRS DR1 MeanPSFMag calibrated magnitudes $(g, r, i)_{\text{PS1}}$ of the form

$$m_{\text{PS1}} - m_{\text{inst}} = a_0 + a_1 C_{\text{inst}} + f(x, y),$$

where $C_{\text{inst}}$ is a chosen instrumental color, $m$ is a chosen magnitude (e.g., $g$, $r$ or $i$), $a_{0,j}$ is the zeropoint of chip $j$, $a_1$ is the color term, and $f(x, y)$ is the variation of the zeropoint as a function of the pixel coordinates within a chip $x, y$. We investigated the use of higher order polynomial color terms, but found that the scatter in photometry of PanSTARRS-matched stars was too large to justify further terms. We found that the Elixir calibrated data contained systematic photometric offsets of up to a few percent as a function of position within a field that were common between fields. We found that a 2-d second order polynomial was sufficient to model these offsets and remove them.

Our fields are heavily crowded, which means that the PanSTARRS photometry has a relatively shallow limiting magnitude and contains a large fraction of outliers. For this reason we restricted our photometric calibration sample to a small range of instrumental magnitudes ($15.0 < i_{\text{inst}} < 16.0, 15.5 < r_{\text{inst}} < 17.0$ and $16.5 < g_{\text{inst}} < 18.5$); for the other filter appearing in the color term, only the bright magnitude and contains a large fraction of outliers. For this reason we restricted our photometric calibration sample to a small range of instrumental magnitudes ($15.0 < i_{\text{inst}} < 16.0, 15.5 < r_{\text{inst}} < 17.0$ and $16.5 < g_{\text{inst}} < 18.5$). We in-vestigated the use of higher order polynomial color terms, but found that the scatter in photometry of PanSTARRS-matched stars was too large to justify further terms. We found that the Elixir calibrated data contained systematic photometric offsets of up to a few percent as a function of position within a field that were common between fields. We found that a 2-d second order polynomial was sufficient to model these offsets and remove them.

Our fields are heavily crowded, which means that the PanSTARRS photometry has a relatively shallow limiting magnitude and contains a large fraction of outliers. For this reason we restricted our photometric calibration sample to a small range of instrumental magnitudes ($15.0 < i_{\text{inst}} < 16.0, 15.5 < r_{\text{inst}} < 17.0$ and $16.5 < g_{\text{inst}} < 18.5$); for the other filter appearing in the color term, only the bright magnitude and contains a large fraction of outliers. For this reason we restricted our photometric calibration sample to a small range of instrumental magnitudes ($15.0 < i_{\text{inst}} < 16.0, 15.5 < r_{\text{inst}} < 17.0$ and $16.5 < g_{\text{inst}} < 18.5$). We investigated the use of higher order polynomial color terms, but found that the scatter in photometry of PanSTARRS-matched stars was too large to justify further terms. We found that the Elixir calibrated data contained systematic photometric offsets of up to a few percent as a function of position within a field that were common between fields. We found that a 2-d second order polynomial was sufficient to model these offsets and remove them.

Our fields cover a large range of reddening, so deriving a satisfactory transformation required fitting the color term $a_1$ across many different parts of the field to cover the entire

---

2 http://www.cfht.hawaii.edu/Instruments/Elixir/
3 http://verdis.phy.vanderbilt.edu/
for each field to enable cross checks between the fields, and to allow for differences in atmospheric extinction between the fields. This provides the preliminary calibration. Flat field corrections were derived for each chip by combining the preliminary calibrated photometry from all fields and fitting a 2-d second-order polynomial to the photometry as a function of pixel coordinates. Finally, this polynomial was subtracted from the un-calibrated photometry and the first two steps were repeated again (fitting for the zeropoint and color term). Figure 2 shows an example of the color term fits, though only with data from one chip. Figure 3 shows the impact of applying the flat field correction for one of the worst affected chips.

Figure 4 shows the difference between our calibrated photometry \((g,r,i)_{\text{PS1}}\) and the PanSTARRS photometry for chip ccd13 in field CF3 (the field containing event OGLE-2016-BLG-0795 that we analyze later in the paper), and chip ccd25 in field CF6, chosen as an example of a field with strong extinction. The following features of the plots should be noted. Some of the photometry at the bright end of each filter might be affected by saturation. The exact magnitude at which this is an issue depends on the chip and the field. In every chip and every filter, we measure magnitudes that are brighter than PanSTARRS for fainter stars. This is almost certainly caused by crowding, as the onset of significant bias is approximately the bulge turnover. Though we have not tracked down the exact cause of the bias, we expect that it is primarily a feature of crowded field photometry in PanSTARRS, rather than our own data, because our reference frames were taken with significantly better seeing than PanSTARRS on average. This bias makes it challenging to independently measure the accuracy of our transformations directly, in particular the zero-point.

Despite our removal of common-mode spatial trends in the photometry, there remain some chips with spatial offsets between our calibrated photometry and PanSTARRS. Some of this appears to be additional spatial variations in our own data that are not common between fields, while others appear to be structures in the PanSTARRS data potentially related to the PanSTARRS tiling. We have not attempted to correct for these remaining errors, instead we recommend that if users require a calibration to better than a few percent they inspect the PanSTARRS cross matched catalogs we provide and attempt their own empirical correction if it is needed.

While we can not easily check our photometric transformations against PanSTARRS, we can perform internal consistency checks where two of our fields overlapped. The largest region of overlap was between fields CF1 and CF6, though there is significant overlap between fields CF3 and CF4, and a few other smaller regions of overlap. For each pair of chips with significant overlap we cross matched sources and computed the median difference between calibrated magnitudes

**Figure 2.** Difference between instrumental and PS1 photometry as a function of color after the subtraction of a preliminary zeropoint and flat field correction for data in field CF3 chip ccd13. The top, middle, and bottom panels show \(g\), \(r\), and \(i\) data, respectively. Black points show photometry of stars, and the red line shows the result of a linear color term fit. Note that the lines were fit to data from the whole field covering a wider range of colors, and not just chip ccd13.

**Figure 3.** Difference between our calibrated \(i\) magnitudes and PanSTARRS for chip ccd00 as a function of vertical pixel number before and after the flat field correction. Data from all fields is shown color-coded by field.

range of colors and to minimize the effect of outliers. Therefore, for each of our six fields we performed the following three-step iterative procedure. We began by assuming an initial guess for the linear color term, and then fit for the individual chip zeropoints \(a_{0,j}\). These zeropoints were subtracted and then we fit for the color terms. This process is repeated with updated coefficients until convergence is reached. Each fit employed iterative sigma clipping in 0.5 mag bins of magnitude or color. This process was conducted independently
Table 1. Photometric calibration cross-check statistics

<table>
<thead>
<tr>
<th>Filter</th>
<th>Range</th>
<th>Median Offset</th>
<th>Max. Offset</th>
<th>Median Trend</th>
<th>Max. Trend</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[mag]</td>
<td>[mag]</td>
<td>[mag]</td>
<td>[mag/mag]</td>
<td>[mag/mag]</td>
</tr>
<tr>
<td>g</td>
<td>17.5-21.0</td>
<td>0.008</td>
<td>0.027</td>
<td>0.0030</td>
<td>0.0128</td>
</tr>
<tr>
<td>r</td>
<td>16.5-19.0</td>
<td>0.011</td>
<td>0.024</td>
<td>0.0031</td>
<td>0.0087</td>
</tr>
<tr>
<td>i</td>
<td>16.0-18.0</td>
<td>0.007</td>
<td>0.032</td>
<td>0.0029</td>
<td>0.0158</td>
</tr>
</tbody>
</table>

Figure 4. Calibrated CFHT magnitudes compared to PanSTARRS catalog photometry for field CF3 chip ccd13, which contains the event OGLE-2016-BLG-0795, and field CF6 chip ccd25, a highly reddened area. Red, green and cyan points show the g, r and i photometry, respectively, for individual, cross-matched stars. The three filters are shifted vertically for clarity. Thick solid lines show the 3-sigma-clipped median of the points in bins, and thin solid lines show the exact-match line. Dashed lines are 0.04 mag either side of the exact-match line. Vertical lines show the bright limit of the magnitude range used for calibration, which is close to saturation.

in a series of magnitude bins, which is shown for two chip pairs in Figure 5. There are systematic offsets in the differences, as well as trends in the differences with magnitude. To quantify these we measured the median offset and slope of a linear fit to the binned medians that are shown in Figure 5. The means of the absolute offsets and absolute trend slopes over a restricted range of magnitudes are presented in Table 1 for each filter. From this we conclude that our photometry
is internally consistent to $\sim 0.01$ mag, and our photometry is linear to within $\sim 0.003$ mag/mag, though there are some chip pairs with significantly worse disagreement. In one of these it appears to be caused by a faint saturation limit that fell within the calibration magnitude range in one of the chips. For most chips though, the trends are significantly smaller than the bias in the comparison of our photometry directly to PanSTARRS. While we have not tracked down a cause for the trends, we suspect they are not caused by crowding because they cover the entire magnitude range. To be conservative we adopt a systematic uncertainty in calibration for each of our bands of 0.02 mag.

2.4 Data Access

We make available photometry of the entire chip reference images, all microlensing event lightcurves, photometry for stars within 1 arcmin of each event, and calibration information in an institutional boxcom folder.\(^4\) The lightcurve files include HJD timestamps, DIA photometry on the instrumental scale described in Section 2.2, airmass, DIMM seeing and a measure of the PSF full-width half maximum. Photometric catalogs include an accurate astrometric position, calibrated and instrumental magnitudes, dophot object flags, and pixel positions in each filter. In addition to this we provide a pdf-format summary page containing a color image of the chip, three plots of the calibrated full chip CMDs ($i$, $r$, $i$) and a measure of the PSF full-width half maximum. Photometric scale described in Section 2.2, airmass, DIMM seeing include HJD timestampes, DIA photometry on the institutional boxcom folder.

For model spectra of stars with effective temperatures between 3400K and 8000K, and on a grid of surface gravity between the PanSTARRS magnitudes and the Kepler bandpass. In this section we derive analytic relations from the best model for each data point. Finally, we also include a catalog of cross-matched stars between our data and PanSTARRS DR1.

The majority of time-series photometry data we have collected has very high quality. However, we have not cleaned our data for outliers. Most poor quality data arises from data taken with poor seeing or high airmass, allowing them to be cut using thresholds. Even doing this will leave some outliers that are caused by cosmic rays, bad CCD columns, or excess charge diffusion. These outliers will need to be expunged via sigma clipping, or some other method. Lightcurves that are affected by static CCD issues will likely be unusable because the telescope pointing does not vary significantly.

To convert from the difference flux units of the lightcurves to instrumental and calibrated magnitudes we provide a python script calibrate_flux.py that can be downloaded from a github repository.\(^5\) This script takes as input combinations of $g$, $r$ and $i$ flux values and uncertainties, and returns magnitude data in the same format as the ps1calf files.

\(^4\) https://osu.box.com/v/CFHT-K2C9-MCMS-DR1
\(^5\) https://github.com/mtpenny/cfht-microlensing

3. ESTIMATING Kepler MAGNITUDES WITH A COLOR-COLOR RELATION

Our goal is to estimate the flux of microlensed source in the Kepler bandpass. In this section we derive analytic relations between the PanSTARRS magnitudes and the Kepler magnitude, following the method described by Zhu et al. (2017b). For model spectra of stars with effective temperatures between 3400K and 8000K, and on a grid of surface gravity $\log g = (2, 3, 4)$ and metallicity $[\text{Fe/H}] = (-2.0, 0.0, +0.5)$, we calculated the stellar flux in the $K_p$ (Van Cleve & Caldwell 2016) and $(g, r, i)_{\text{PS1}}$ (Tonry et al. 2012) bandpasses using the PHOENIX synthetic stellar spectra (Husser et al. 2013) multiplied by an extinction law that is linear in wavelength and defined by the total $I$-band extinction $A_I$ and the ratio of total to selective extinction $R_I = A_I/E(V - I)$, where $E(V - I)$ is the reddening in the $V - I$ color. We use extinctions and reddening in the OGLE-III Johnson-Cousins bandpasses, as these have been measured already by Nataf et al. (2013). After trying various color-color relations, we found that $K_p$ can be best estimated using the cubic polynomial

$$K_p - r_{\text{PS1}} = \sum_{j=0}^{3} b_j(A_I, R_I)(r - i)_{\text{PS1}}^j,$$

where $b_j(A_I, R_I)$ are the polynomial coefficients of order $j$. We fit for the polynomial coefficients of the color-color relation on a grid of $A_I = 1.0, 1.5, 2.0, 2.5$ and $R_I = 3.0, 4.0, 5.0, 6.0$. See Figure 6.
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the statistically significant evidence for a metallicity dependence in the relation has worse precision with uncertainties in the range of 3–5%. However, in cases of significant extinction, the \((r-i)_{\text{PS1}}\) relation may be metallicity dependent at the level of \(\sim 0.08\) per dex in \(\log \theta_\star\), Boyajian et al. (2014) having statistically significant evidence for a metallicity dependence in the \(g-r\) color-angular diameter relation. Our \((g-i)_{\text{PS1}}\) relation has worse precision with uncertainties in the range of 3.5–6.0% on \(\theta_{\text{PS1}}\) for an input. The \((r-i)_{\text{PS1}}\) relation has worse precision with uncertainties in the range of 7.5–11.9%. However, in cases of significant extinction, the \((r-i)_{\text{PS1}}\) relation may be metallicity dependent at the level of \(-0.08\) per dex in \(\log \theta_\star\). Boyajian et al. (2014) having statistically significant evidence for a metallicity dependence in the \(g-r\) color-angular diameter relation. Our \((g-i)_{\text{PS1}}\) relation may therefore have a significant, undiagnosed systematic error that makes the \((r-i)_{\text{PS1}}\) relation relatively more competitive. Finally, we note that the largest source of error in deriving our relations was the available \(ugriz\)-system photometry for the bright stars used, and not the angular diameters.

### 5. A SHORT EVENT: OGLE-2016-BLG-0795

In this section, we demonstrate the use of our multi-color photometry by analyzing a short timescale microlensing event, OGLE-2016-BLG-0795, that occurred during K2C9.

#### 5.1. Ground-based Observations

OGLE-2016-BLG-0795 was firstly discovered by the OGLE collaboration using its 1.3 m Warsaw Telescope at the Las Campanas Observatory in Chile (Udalski et al. 2015a), and alerted by the OGLE Early Warning System (Udalski 2003; Udalski et al. 1994). The event was located at equatorial coordinates \((\alpha, \delta)_{J2000} = (18^h04^m00^s26, 28^\circ09'18''4),\)

<table>
<thead>
<tr>
<th>Color</th>
<th>No. of Points</th>
<th>Range</th>
<th>(c_0)</th>
<th>(c_1)</th>
<th>(X_p)</th>
<th>RMS (dex)</th>
<th>Pred. Frac. Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>((g-i)_{\text{PS1}})</td>
<td>66</td>
<td>-0.403–2.006</td>
<td>0.920 ± 0.004</td>
<td>0.316 ± 0.008</td>
<td>0.576</td>
<td>0.031</td>
<td>0.035–0.060</td>
</tr>
<tr>
<td>((r-i)_{\text{PS1}})</td>
<td>66</td>
<td>-0.207–0.839</td>
<td>0.920 ± 0.006</td>
<td>0.745 ± 0.028</td>
<td>0.146</td>
<td>0.046</td>
<td>0.075–0.119</td>
</tr>
<tr>
<td>((V-I)_{\text{IC}})</td>
<td>83</td>
<td>-0.050–1.740</td>
<td>0.542 ± 0.006</td>
<td>0.391 ± 0.006</td>
<td>0</td>
<td>0.028</td>
<td>0.043–0.065</td>
</tr>
</tbody>
</table>

Figure 7. Angular diameter-color relations for the PanSTARRS \(i\) magnitudes and \((g-i)_{\text{PS1}}\) (left panels) and \((r-i)_{\text{PS1}}\) (right panels) colors. Measurements are shown as points with error bars (red dots are used in the fit, and green dots were excluded by iterative sigma clipping), and the best linear fits are shown with the black lines. The bottom panels show the residuals to the fit.
corresponding to galactic coordinates \((\ell, b) = (2.71, -3.09)\). Dense observations were obtained through the standard \(I\) filter with a cadence of three times per hour, and occasional observations were made in standard \(V\)-band. This event was also identified using the MOA collaboration’s 1.8m telescope at Mt John Observatory in New Zealand, and alerted independently as MOA-2016-BLG-223 roughly 4 days later (Bond et al. 2001). OGLE-2016-BLG-0795 was also independently detected as KMT-2016-BLG-0143 by the Korea Microlensing Telescope Network (KMTNet, (Kim et al. 2016, 2018b)) using three 1.6-m telescopes in CTIO (Chile), SAAO (South Africa) and SSO (Australia). The event was located in two overlapping KMTNet fields BLG03 and BLG43, monitored with a cadence of 15 min. From hereon we will refer to the event only by its OGLE designation. CFHT observations were conducted as has been described in the Survey Design section 2.1. As this analysis is a demonstration, we only use OGLE, KMT-SSO and our own photometry of the event. Photometry of OGLE and KMTNet was extracted using custom implementations of the difference image analysis (Alard & Lupton 1998): Wozniak (2000) (OGLE) and Albrow et al. (2009) (KMTNet).

5.2. K2C9 Observations and Photometry

K2C9 observed a region of the bulge using the Kepler spacecraft’s imaging instrument between HJD\(^{'}\) = 7501 and 7572, where HJD\(^{'}\) = HJD − 2450000. Each observation consisted of a 30 minute integration, composed of 270 shorter exposures with virtually no overheads. Continuous sequences of observations were taken with a 30 minute cadence from HJD\(^{'}\) = 7501.1 to 7527.4 and from HJD\(^{'}\) = 7531.1 to 7572.4, in two campaigns dubbed C9a and C9b, with the break used to downlink data to Earth. OGLE-2016-BLG-0795 fell on channel 52 of the Kepler detector within the superstamp (see Figure 1), and peaked during C9a.

Extracting the photometry of K2C9 microlensing data is challenging. Since the K2C9 superstamp is heavily crowded, each Kepler pixel contains dozens of stars, and the pixel response function (PRF) is undersampled. Additionally, with only two reaction wheels, the Kepler spacecraft cannot maintain stable pointing and drifts by about one pixel every ~ 6.5 hrs, at which point its thrusters are fired to correct for the drift. This drifting motion imprints strong systematics on measured photometry. If the systematics are caused by either sub-pixel sensitivity variations, or aperture losses, for isolated stars they can usually be detrended to a high degree of accuracy (e.g., Vanderburg & Johnson 2014). However, aperture photometry techniques do not work well in the K2C9 field, but several other methods have shown promise for K2 crowded fields, including PSF photometry (e.g., Libralato et al. 2016), difference imaging photometry (e.g., Soares-Furtado et al. 2017), and pixel level decorrelation (e.g., Wang et al. 2017a).

Here we apply the difference imaging photometry and astrometric detrending methods presented by Soares-Furtado et al. (2017) and Huang et al. (2015), applied to the calibrated K2C9 data. We follow the method of Zhu et al. (2017b), who showed that for K2C9 data, microlensing event photometry could be more accurately detrended by simultaneously fitting for the microlensing and detrending parameters, while constraining the microlensed source’s flux from ground-based photometry. This method yields robust detections of the microlensing variation of OGLE-2016-BLG-0795, and has been successfully applied to several microlensing events (Zhu et al. 2017a,b; Ryu et al. 2018). However, we note that OGLE-2016-BLG-0795 lies \(\sim 7''\) (\(\lesssim 2\) Kepler pixels) away from an \(I\) = 12.6 variable star with an amplitude of \(\sim 0.1\) mag (Sozzi et al. 2013). It is possible that variations from this star affect the extracted K2 photometry for this event, but a full exploration of the associated uncertainties is beyond the scope of this paper.

5.3. Ground-based data analysis: a short event

A single-lens microlensing event has a Paczyński (1986) lightcurve \(A(t)\) with parameters \(l_0, u_0\) and \(t_E\): the time of the maximum magnification, the dimensionless impact parameter and the Einstein radius crossing time (or ‘timescale’), respectively. The event is observed as a change in flux \(F(t)\) at the location of the event

\[
F(t) = F_s A(t) + F_c,
\]

where \(F_s\) is the flux of the source star being lensed, and \(F_c\) accounts for any blended flux that is not lensed. The two linear parameters, \(F_s\) and \(F_c\), will be different for each observatory and each filter.

We simultaneously fit a Paczynski lightcurve to the OGLE \(I\) band photometry, KMT-SSO \(I\) band photometry and our \((g, r, i)_{\text{inst}}\) difference photometry using the \texttt{emcee} ensemble sampler (Foreman-Mackey et al. 2013). The event has a short timescale of \(t_E = 4.40 \pm 0.10\) day. The best fit parameters of the model are shown in the first data column of Table 4.

5.4. Constraints on \((K_p - r_{\text{PS1}})_s\) from CFHT data

Using model independent regression we find \(F_{s, r}/F_{s, i} = 1.017 \pm 0.008\), which we convert to an instrumental color \((r - i)_{\text{inst}} = m_{0, p} - m_{0, i} - 2.5 \log(F_{s, r}/F_{s, i}) = 0.461 \pm 0.009\), where \(m_{0, r, \text{inst}}\) and \(m_{0, i, \text{inst}}\) are instrumental zeropoints of the \(r\) and \(i\) bands respectively.\(^7\) Using the photometric transformations derived from Section 2.3, we obtain

\(^7\) The instrumental zeropoints for a given field and chip can be found by entering flux values of 1 into \texttt{calibrate\_flux.py}, e.g., \texttt{python calibrate\_flux.py -e OB160795 1 0 1 0 1 0}.
(r - i)_{PS1} = 0.54 \pm 0.03, which includes systematic uncertainties in the photometric calibration. According to Nataf et al. (2013), the extinction parameters of this event are \(A_I = 1.04\), \(R_I = 1.18\). After applying the color-color relation given in Table 2, we obtain that the source \((K_p - r_{PS1})_s\) color is \(0.02 \pm 0.02\).

5.5. Measuring Parallax from K2 and Ground-based Data

Armed with an estimate for \(K_p\), we then simultaneously modeled the K2C9 and ground-based data using the “detrend+\(\mu\)lensing model” given by Zhu et al. (2017b). We show the best fitting model with the ground-based and K2C9 data in Figure 9. The detrending reveals a clear microlensing signal in the K2C9 data with a peak time and magnification similar to those of the ground based lightcurve. The space-based microlensing parallax parameter can be approximated as (Gould 1994)

\[
\pi_E \approx \frac{a u}{D_\perp} \left( \frac{\Delta t_0}{t_E} , \Delta u_0 \right),
\]

where \(\Delta t_0\) and \(\Delta u_0\) are the differences in event peak time \(t_0\) and impact parameter \(u_0\) as seen from the Kepler satellite and Earth, and \(D_\perp\) is the projected separation between Kepler and the Earth at the time of the event. Since only the absolute value of \(|u_0|\) can be measured from the light curves, we have a four-fold degeneracy in the microlensing parallax measurement (Refsdal 1966; Gould 1994). We summarize the modeling results in Table 4.

The similarity of \(|u_{0,0}|\) and \(|u_{0,K2}|\) leads to two very different possible values of the magnitude of the parallax, \(\pi_E \sim 0.97\) for the \((+, -)\) and \((-+, +)\) solutions where the source appears to pass on opposite sides of the lens to each observer, or \(\pi_E \sim 0.13\) for the \((+, +)\) and \((-,-)\) solutions, where the source appears to pass on the same side. The Rich argument can be used to probabilistically distinguish between the two scenarios (see Calchi Novati et al. 2015, for full details). Succinctly, the Rich argument states that we can expect \(|\Delta u_0|/t_E|\) to be of the same order of magnitude as \(|\Delta t_0/t_E|\). Therefore, for an event where they are the same order of magnitude, a large-parallax solution requires fine tuning of the source trajectory angle to match the amplitudes but not the signs of \(u_{0,0}\) and \(u_{0,K2}\) to within \(|\Delta t_0/t_E|\). Quantitatively, the probability of this occurring is \(\sim(\pi_{E^+}/\pi_{E^-})^2\), where \(\pi_{E^+}\) is the small-parallax solution, and \(\pi_{E^-}\) is the large parallax solution. So, for OGLE-2016-BLG-0795 the probability of the large parallax solution being correct is only \(\sim2\%\).

5.6. Properties of the Source

From the dereddened color and magnitude of the source star we can measure its angular radius \(\theta_*\). Had we measured finite source effects, we could combine these with the \(\theta_*\) to measure the angular Einstein ring radius. Even without a measurement of finite source effects, we can use their absence to place limits on the angular Einstein radius.

To deredden the source we measure the extinction in the \(g, r\) and \(i\) bands by measuring the red clump centroid in
the color magnitude diagrams shown in Figure 10. We estimate the red clump magnitude to be \(i_{\text{PS1}} = 16.16 \pm 0.05\), and its colors \((g-i)_{\text{PS1}} = 2.105 \pm 0.015\) and \((r-i)_{\text{PS1}} = 0.696 \pm 0.004\). Using estimates of the dereddened clump magnitude from Nataf et al. (2016) and the transformations of Finkbeiner et al. (2016) we compute the intrinsic magnitude and colors of the clump to be \(i_{\text{PS1},0} = 14.836 \pm 0.05\), \((g-i)_{\text{PS1},0} = 1.01 \pm 0.03\), and \((r-i)_{\text{PS1},0} = 0.23 \pm 0.03\). Subtracting these we find the extinction and reddening to be \(A_i = 1.32 \pm 0.07\), \(E(g-i) = 1.10 \pm 0.04\), and \(E(r-i) = 0.46 \pm 0.03\). With these values, we can deredden the source magnitudes and colors to \(i_{s,\text{PS1},0} = 18.13 \pm 0.08\), \((g-i)_{s,\text{PS1},0} = 0.36 \pm 0.05\), and \((r-i)_{s,\text{PS1},0} = 0.08 \pm 0.04\). Using the color-angular diameter relations from equations 4, 5 and Table 3, we measure the source radius to be \(\theta_s = 0.86 \pm 0.05\) μas using the \((g-i)\) relation and \(\theta_s = 0.87 \pm 0.07\) μas using the \((r-i)\) relation.

We do not measure finite source effects in the lightcurve of OGLE-2016-BLG-0795, but we can take the impact parameter as a crude upper limit on the ratio of the angular source radius to the angular Einstein radius. This allows us to set a lower limit on \(\theta_E\),

\[
\theta_E > \frac{\theta_s}{u_0} = 0.0067 \pm 0.0006 \text{ mas},
\]

where we have used the more accurate of the source angular radius from \((g-i)\) relation and the largest value of \(u_0\) from all of the event models and observatories.

5.7. An Estimate the Mass and Distance of the Lens

We can combine our measurement of the parallax and our limit on the angular Einstein radius to place limits on the mass and distance of the lens. From equation 1 we place lower limits on the mass of the lens \(M_L \gtrsim 0.8M_{\text{Jup}}\) for the large parallax solutions and \(M_L \gtrsim 7M_{\text{Jup}}\) for the more likely small parallax solutions. The most probable solution therefore is not likely to be a free-floating planet, though we can not rule out a massive free-floating planet with a mass near the planet-brown dwarf boundary.

We can improve on our lower mass limits by performing a Bayesian analysis. To estimate the mass and distance of the lens of OGLE-2016-BLG-0795, we applied the Galactic model and Bayesian model described in Zhu et al. (2017c). The resulting posterior distributions are shown in Figure 11, which account for both possible parallax solutions. We find that the most probable lens mass is \(M_L = 0.13^{+0.06}_{-0.05}M_\odot\) and the most probable lens distance is \(D_L = 7.26^{+0.45}_{-0.40}\) kpc (assuming the source distance is 8.3 kpc). These values strongly suggest that the lens is a low-mass star in the Galactic bulge, though there is a low probability tail down to \(\sim 3M_{\text{Jup}}\) and distances consistent with the Galactic disk.

6. DISCUSSION

One of the principal goals of our survey was to aid the measurement of free-floating planet parallaxes with K2C9. The recent limits on the occurrence rate of free-floating or wide-orbit planets by Mróz et al. (2017) reduced the expected number of events in the K2C9 superstamp to less than one during the campaign. However, the discovery of a roughly Neptune-mass free-floating planet candidate in the event OGLE-2016-BLG-1540 (Mróz et al. 2018), which occurred in the K2C9 superstamp \(\sim 34\) days after the campaign ended shows that the search was not hopeless. We measured significantly magnified data on \(\sim 10\) nights of the \(\sim 4\) d short-timescale event OGLE-2016-BLG-0795 that we have analyzed, demonstrating that our data could be used to measure the source color of \(\sim 1\) day timescale events caused by free-floating planet candidates. No such candidate event has been recognized as occurring during K2C9 yet, but it is possible that such an event has not yet been noticed. Weather conditions were generally poor during the campaign, especially in Chile, likely due to an El Niño event, so it is possible that a search for short timescale events in our data set could yield new events. Even if no free-floating planet candidate events are found to have occurred during K2C9 our data set provides valuable source color information for 217 longer timescale microlensing events that will be a valuable contribution to the sample of events being used to measure the relative planet abundance between the disk and bulge.

The 2016 K2C9-CFHT MCMS is the first optical microlensing survey conducted toward the Galactic bulge from Hawaii. Hawaii’s northern latitude, \(+19^\circ\), presents several problems to microlensing observations towards the Galactic bulge at declinations of \(\sim -30^\circ\), including a small range of observable hour angles, observations at high airmass, and a shorter season of observations. Despite these problems, there are also advantages, including excellent seeing that is of
Table 4. Best-fit parameters and 1-sigma uncertainties of 4-fold parallax degenerate fits to OGLE-2016-BLG-0795.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>OGLE+CFHT</th>
<th>OGLE+CFHT+K2 (+,-)</th>
<th>OGLE+CFHT+K2 (-,+)</th>
<th>OGLE+CFHT+K2 (+,+)</th>
<th>OGLE+CFHT+K2 (-,-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_{0,\text{Earth}} - 2450000 ) (d)</td>
<td>7512.624(4)</td>
<td>7512.630(4)</td>
<td>7512.632(4)</td>
<td>7512.628(4)</td>
<td>7512.630(4)</td>
</tr>
<tr>
<td>( u_0 )</td>
<td>0.127(4)</td>
<td>0.128(4)</td>
<td>-0.125(4)</td>
<td>0.126(4)</td>
<td>-0.127(4)</td>
</tr>
<tr>
<td>( t_E ) (d)</td>
<td>4.40(9)</td>
<td>4.54(10)</td>
<td>4.54(11)</td>
<td>4.43(10)</td>
<td>4.51(10)</td>
</tr>
<tr>
<td>( \pi_{E,N} )</td>
<td>...</td>
<td>-0.961(39)</td>
<td>0.916(15)</td>
<td>0.072(23)</td>
<td>-0.109(24)</td>
</tr>
<tr>
<td>( \pi_{E,E} )</td>
<td>...</td>
<td>0.099(29)</td>
<td>-0.294(30)</td>
<td>-0.097(23)</td>
<td>-0.063(29)</td>
</tr>
<tr>
<td>( \pi_E )</td>
<td>...</td>
<td>0.97(4)</td>
<td>0.96(2)</td>
<td>0.12(3)</td>
<td>0.13(3)</td>
</tr>
<tr>
<td>( K_p - r_{PS1} )</td>
<td>...</td>
<td>0.034(17)</td>
<td>0.033(30)</td>
<td>0.042(15)</td>
<td>0.044(17)</td>
</tr>
<tr>
<td>( I(\text{OGLE}) )</td>
<td>18.81(5)</td>
<td>18.80(5)</td>
<td>18.83(6)</td>
<td>18.81(6)</td>
<td>18.81(6)</td>
</tr>
<tr>
<td>( g_{ps1} )</td>
<td>20.91(5)</td>
<td>20.92(6)</td>
<td>20.98(6)</td>
<td>20.98(6)</td>
<td>21.00(6)</td>
</tr>
<tr>
<td>( r_{ps1} )</td>
<td>19.99(5)</td>
<td>19.97(5)</td>
<td>20.04(6)</td>
<td>20.02(6)</td>
<td>20.05(6)</td>
</tr>
<tr>
<td>( i_{ps1} )</td>
<td>19.45(5)</td>
<td>19.43(5)</td>
<td>19.49(6)</td>
<td>19.48(6)</td>
<td>19.51(6)</td>
</tr>
<tr>
<td>( \chi^2 )</td>
<td>...</td>
<td>2502.7</td>
<td>2502.2</td>
<td>2502.5</td>
<td>2502.5</td>
</tr>
</tbody>
</table>

Note—For the four-fold parallax degeneracy fits, we require \( (K_p - r_{PS1})_S = 0.02 \pm 0.02 \) and allow a 3-sigma range. See Equation 9 of Zhu et al. (2017c) for the definition of the sign of the 4 solutions.

Figure 11. Posterior probabilities of mass and distance of the lens OGLE-2016-BLG-0795L. In each panel, the red solid vertical line represents the median value and the blue region is the 1\( \sigma \) range of the distribution.

Huge importance to crowded field observations, a high probability of good weather, and a longitude offset from the best southern hemisphere sites. While Hawaii is at a similar longitude to New Zealand (host to MOA) and Australia (host to a KMTNet node), the sites are almost perfectly complementary. Both Mt John and Siding Spring suffer from relatively high probabilities of poor weather, and significantly worse seeing than Hawaii. This means that at \( I \sim 18 \) one of our 20 s CFHT \( i \)-band exposures has the same statistical power as \( \sim 9 \) survey exposures from KMTNet-SSO or MOA, thanks to the better seeing. Note though that this assessment ignores the value of cadence and coverage, both of which are more challenging for CFHT to provide as it is not dedicated to microlensing observations. The wide-field optical

---

\[8\] Based on a comparison of the unweighted sigma-clipped standard deviation our aligned baseline data for OGLE-2016-BLG-0795 (0.036 mag) to the median normalized uncertainty of sigma-clipped KMTNet-SSO field 43 data (0.126 mag).
and infra-red telescopes on Mauna Kea (CFHT-MegaCam, CFHT-WIRCAM, Subaru-HyperSuprimeCam, and UKIRT-WFCAM) can therefore add significant value to the existing microlensing survey networks. This has been demonstrated by our data set’s contribution to several planet discoveries in 2016 (Koshimoto et al. 2017; Ryu et al. 2018; Han et al. 2017).

7. CONCLUSION

We have presented the analysis and first data release of the 2016 CFHT-K2 C9 Multi-color Microlensing Survey. The data release contains $g$, $r$, $i$ difference imaging photometry lightcurves of all previously identified microlensing events in our fields, and PSF photometry of our entire fields calibrated to PanSTARRS DR1. We have derived color-angular diameter relations in the PanSTARRS bandpasses, and a color-color relation to derive magnitudes in the Kepler bandpass from our photometry. To demonstrate the use of our data, we analyzed the short-timescale microlensing event OGLE-2016-BLG-0795 and measure its microlensing parallax. We find that for the most likely solution of the event, the lens is a low-mass star in the Galactic bulge.
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