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Figure 4.5 shows the optimal cost function ܹሺ݇,  ݒ ሻ at possible offset ݇ and virtual ageݒ

combinations ሼሺ݇, ݇|ሻݒ ൌ ݔ ൅ ݒ ൑ ܹ, ݇, ,ݔ ݒ ൒ 0ሽ  for a finite maintenance horizon ܹ ൌ 3 . 

Figure 4.5 confirms the monotony of ܹሺ݇, -ሻ in both age v and offset k. The apparent nonݒ

smoothness of the surface is caused by the discontinuity in the optimal preventive replacement 

policy, which is more explicitly presented in Figure 4.6, where the optimal age limit for 

preventive replacement against the offset ݇ is displayed. The three curves made up by small 

circles represent the preventive replacement age limit, where the discontinuity is obvious. 

 

Figure 4.6: Preventive Replacement Age-Limit ܮܲܣሺ݊,  ሻݔ

Numerical experiments have been conducted that all indicate that the general pattern of 

optimal the cost function as well as ܮܲܣ policy are rather stable. See Figure 4.7 for a sample of 

the experiment. 
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 with no discount 0.9=ߠ
 

 
 

 with no discount 0.9=ߠ
 

 
 with no discount 0.7=ߠ

 

 
 with no discount 0.7=ߠ

 

 
 with discount factor = 0.2 0.7=ߠ

 
 

 
 with discount factor = 0.2 0.7=ߠ

 
 

 
Figure 4.7: Sensitivity Analysis 
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The age-limit preventive replacement policy ܮܲܣሺݔሻ  is illustrated in Figure 4.8.   As 

shown in Figure 4.8, the service period is divided into two parts: Area 1 and Area 2. In Area 1, 

there will be no preventive replacement to be performed. Intuitively, for any new item having 

ݔ ൏ 1 unit of time left in the service period, for instance, at Point ܣ, which represents an item 

with 0.6 units of time left, no preventive replacement should be considered. In Area 2, a new 

item starts from point ܤ at age 0 and moves upwards D. It moves upwards because the offset 

݇ ൌ ൅ ݒ   is a constant before any repair or replacement. If no failure occurs before it reaches ݔ 

the age limit, a preventive replacement is to be performed at the age limit D. After the 

replacement, the age of the new item will be reset to zero, and the state of the item will be moved 

to point ܧ in this figure. However, if a failure does occur at point C, and a repair is performed to 

rectify the failure, the system condition moves to point F which corresponds to a younger age 

and a smaller offset. If no failure occurs before the system reaches G, then a preventive 

replacement is to be carried out at G. 

 
Figure 4.8: Age-Limit Preventive Replacement Policy 
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        Figure 4.9 reveals an important characteristic that we call near-periodicity. Plot four straight 

lines in the figure. Three of them pass through the original with slopes of 1/4, 1/3, and 1/2, 

respectively, and the horizontal line depicts the average of the preventive replacement age limits. 

It is remarkable to notice that the preventive replacement age limits are very much determined by 

these straight lines.  The explanation is as follows: for the age limits on the slope of 1/4, it is 

expected that three more preventive replacements will be performed. Therefore, the remaining 

service period will be covered relatively evenly by four items, each of which will have its share 

of 1/4 of the total service time. A longer service period corresponds to more preventive 

replacement actions, which stabilize the preventive replacement age limit to be around its 

average, which is about 0.82 in this case. 

 
Figure 4.9: Near-Periodicity of Age Limit 

 
An important special case of the repair-cost-limit policy is the age-limit replacement 

policy, which is optimal for the system with deterministic repair costs. Figure 4.10 illustrates 
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such an important age limit: if an item fails at an age below the failure replacement limit, it will 

be repaired. Similarly to the case in Figure 4.8, we have three areas here. In area 1, there will be 

no preventive replacement or failure replacement. If any item fails, only repair will be taken. We 

can take Point ܣ as an example. In Area 2, there will be no preventive replacement, but failure 

replacement will be considered. Look at point ܤ in the figure; it represents that an item fails at 

age 0.3 and has 0.8 left during the service period. Since ܤ is above the failure replacement limit, 

we will replace this item with a new one.  In Area 3, if an item fails at point ܥ, repair will be 

chosen; if an item fails at point ܦ, the item will be replaced. If an item reaches the preventive 

replacement limit, we will conduct the preventive replacement at point ܧ. 

 
Figure 4.10: Age-Limit Failure and Preventive Replacement Policy 

   
4.5 Summary 

In summary, we proposed a general maintenance model in this chapter based on the 

modeling framework developed in the previous chapter. The ሺܴܮܥሺ݊, ,ݒ ,ሻݔ ,ሺ݊ܮܲܣ  ሻሻ policy isݔ

  ݒ

݇ 
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proved to be optimal. A computational algorithm is developed, based on which numerical 

examples are developed which further offer additional insights to the optimal policy. 
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CHAPTER 5  
POLICY OPTIMALITY AND COMPARISON 

  In this chapter, the focus is extended from a single maintenance model to the 258 models 

constructed in Section 3.1. By the standard optimization procedure discussed in Section 3.2 and 

further illustrated in Section 3.3 and Chapter 4, 40 maintenance policies are identified and 38 of 

them are mapped to those 258 models as the corresponding optimal policies. It turns out that 

each of the 36 optimal policies has the repair cost limit policy form or its derived policy form for 

failure rectification, and an age-based policy form for preventive replacement.  

 Moreover, the unified treatment of diverse models arising from a common modeling 

framework further enables policy comparison through model comparison, based on which 

structural properties on the policy space can be deduced from those of the underlying model 

space.  

5.1 Policy Optimality 

As discussed in Chapter 2, the existing maintenance policies can be classified into one of 

the following three categories: heuristic method, Markov method, and optimal stopping method. 

By the heuristic method, various forms of maintenance policies are proposed, policy 

performance is analytically expressed, and policy parameter(s) are then optimized accordingly. 

By the Markov method, optimal policies are represented as solutions to the underlying Markov 

decision processes. The optimal stopping method derives the optimal policy without presetting 

specific policy forms or restricting within Markov policy class, and guarantees the optimality of 

the derived optimal stopping policy in the widest sense, which further enables appropriate 

comparisons among policies in accordance with the comparisons among their associated 

maintenance models.  
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The common modeling framework and the unified optimization methodology based on 

optimal stopping allow one to solve a large number of models through a standard procedure. The 

two concrete models solved in Section 3.3 and Chapter 4 illustrates the procedure. Familiarity 

and intuitions gained from that experience make it now a rather straightforward routine to solve 

many models arising from the common modeling framework.  

In this chapter, we will focus on those 258 models that have been explicitly constructed 

in Chapter 3. Application of the optimization procedure generates 36 maintenance policies, 

which are displayed in Table 5.1 as Policies ࡼ૚ to ࡼ૜૟. Four more well-known policies, ࡼ૜ૠ 

to ࡼ૝૙, are also included in the table to serve as baseline policies in policy comparison.  Detailed 

descriptions of these policies are listed in Appendix B. 

  As can be noticed from the table, each of these 40 policies is indexed by a sequence 

number (for example,ࡼ૚), and supplied with a codified descriptor capturing the essence of the 

policy form. Formation of the policy descriptors is based on the following notational convention: 

 Repair-Cost-Limit (RCL) policy :ܮܥܴ  

 Age-Limit Failure Replacement policy :ܮܴܣ

 Age-Based Preventive Replacement policy :ܮܲܣ

 Number-Limit Failure Replacement policy :ܮܴܰ

  As an example, ࡼ૚  is identified as  ሾܴܮܥሺ݊, ,ݒ ,ሻݔ ,ሺ݊ܮܲܣ ,ݒ ሻሿݔ , whose detailed 

description in Appendix B reads as follows. 

,ሺ݊ܮܥ૚: ሾܴࡼ ,ݒ ,ሻݔ ,ሺ݊ܮܲܣ ,ݒ ,ሻሿ Policy: A failure from condition ሺ݊ݔ ,ݒ ሻݔ  is rectified by 

,ሺ݊ܮܥܴ ௚ifܣ ,ାݒ ሻݔ  ൐ ,ሺ݊ܥ ,ିݒ  ௥. For the system resumesܣ ሻ; otherwise, it is rectified byݔ

its operation from condition ሺ݊, ,ݒ  ௣ is to be scheduled for the system starting fromܣ ,ሻݔ

condition ሺ݊, ,ݒ ሻ at virtual ageݔ ,ሺ݊ܮܲܣ ,ݒ ሻݔ . Here ݒା denotes the virtual age after 
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repair, and ିݒ the virtual age just prior to the failure. Conditionሺ݊, ,ݒ  ሻ describes theݔ

number of failures (݊ሻ, the virtual age, and the remaining service time (ݔሻ, respectively. 

Table 5.1: Forty Maintenance Policies 

# Policy Descriptor  Parameterization with ࡿ 
,ሺ݊ܮܥ૚: ሾܴࡼ ,ݒ ,ሻݔ ,ሺ݊ܮܲܣ ,ݒ ,ሻݒௌሺܮܥሻሿ Policy ሾܴݔ ܵ ሻሿݒௌሺܮܲܣ ൌ ሺ݊,  ሻݔ
,ሺ݊ܮܥ૛: ሾܴࡼ ,ݒ ,ሻݔ ,ሺ݊ܮܲܣ ,ሻݒௌሺܮܥሻሿ Policy  ሾܴݔ ܵ ௌሿܮܲܣ ൌ ሺ݊,  ሻݔ
,ሺ݊ܮܥ૜: ሾܴࡼ ,ሻݒ ,ሺ݊ܮܲܣ ,ሻݒௌሺܮܥሻሿ Policy  ሾܴݒ ܵ ሻሿݒௌሺܮܲܣ ൌ ሺ݊ሻ 
,ሺ݊ܮܥ૝: ሾܴࡼ ,ሻݒ ,ሻݒௌሺܮܥሺ݊ሻሿ Policy  ሾܴܮܲܣ ௌሿܮܲܣ ܵ ൌ ሺ݊ሻ 
,ݒሺܮܥ૞: ሾܴࡼ ,ሻݔ ,ݒሺܮܲܣ ,ሻݒௌሺܮܥሻሿ Policy  ሾܴݔ ܵ ሻሿݒௌሺܮܲܣ ൌ ሺݔሻ 
,ݒሺܮܥ૟: ሾܴࡼ ,ሻݔ ,ሻݒௌሺܮܥሻሿ Policy ሾܴݔሺܮܲܣ ܵ ௌሿܮܲܣ ൌ ሺݔሻ 
,ሺ݊ܮܴܣૠ: ሾࡼ ,ݒ ,ሻݔ ,ሺ݊ܮܲܣ ,ݒ ,ሻݒௌሺܮܴܣሻሿ Policy ሾݔ ܵ ሻሿݒௌሺܮܲܣ ൌ ሺ݊,  ሻݔ
,ሺ݊ܮܴܣૡ: ሾࡼ ,ሻݔ ,ሺ݊ܮܲܣ ,ௌܮܴܣሻሿ Policy  ሾݔ ܵ ௌሿܮܲܣ ൌ ሺ݊,  ሻݔ
,ሻݒሺܮܥሾܴ :ૢࡼ ,ሻݒௌሺܮܥሻሿ Policy  ሾܴݒሺܮܲܣ ܵ ሻሿݒௌሺܮܲܣ ൌ ߶ 
,ሻݒሺܮܥ૚૙: ሾܴࡼ ሿܮܲܣ Policy  ሾܴܮܥௌሺݒሻ, ܵ ௌሿܮܲܣ ൌ ߶ 
,ሺ݊ܮܴܣ૚૚: ሾࡼ ,ሻݒ ,ሺ݊ܮܲܣ ,ሻݒௌሺܮܴܣሻሿ Policy ሾݒ ܵ ሻሿݒௌሺܮܲܣ ൌ ሺ݊ሻ 
,ሺ݊ሻܮܴܣ૚૛: ሾࡼ ,ௌܮܴܣሺ݊ሻሿ Policy ሾܮܲܣ ܵ ௌሿܮܲܣ ൌ ሺ݊ሻ 
,ݒሺܮܴܣ૚૜: ሾࡼ ,ሻݔ ,ݒሺܮܲܣ ,ሻݒௌሺܮܴܣሻሿ Policy ሾݔ ܵ ሻሿݒௌሺܮܲܣ ൌ ሺݔሻ 
,ሻݔሺܮܴܣ૚૝: ሾࡼ ,ௌܮܴܣሻሿ Policy  ሾݔሺܮܲܣ ௌሿܮܲܣ ܵ ൌ ሺݔሻ 
,ሻݒሺܮܴܣ૚૞: ሾࡼ ,ሻݒௌሺܮܴܣሻሿ Policy ሾݒሺܮܲܣ ܵ ሻሿݒௌሺܮܲܣ ൌ ߶ 
,ܮܴܣ૚૟: ሾࡼ ,ௌܮܴܣሿ Policy ሾܮܲܣ ܵ ௌሿܮܲܣ ൌ ߶ 
,ሺ݊ܮܥܴ :૚ૠࡼ ,ݒ ሻݒௌሺܮܥܴ ሻ Policyݔ ܵ ൌ ሺ݊,  ሻݔ
,ሺ݊ܮܥܴ :૚ૡࡼ ሻݒௌሺܮܥܴ ሻ Policyݒ ܵ ൌ ሺ݊ሻ 
,ݒሺܮܥܴ :૚ૢࡼ ሻݒௌሺܮܥܴ ሻ Policyݔ ܵ ൌ ሺݔሻ 
,ሺ݊ܮܴܣ :૛૙ࡼ ,ݒ ሻݒௌሺܮܴܣ ሻ Policyݔ ܵ ൌ ሺ݊,  ሻݔ
,ሺ݊ܮܴܣ :૛૚ࡼ ௌܮܴܣ ሻ Policyݔ ܵ ൌ ሺ݊,  ሻݔ
ሻݒௌሺܮܥܴ ሻ Policyݒሺܮܥܴ :૛૛ࡼ ܵ ൌ ߶ 
,ሺ݊ܮܴܣ :૛૜ࡼ ሻݒௌሺܮܴܣ ሻ Policyݒ ܵ ൌ ሺ݊ሻ 
ௌܮܴܣ ሺ݊ሻ Policyܮܴܣ :૛૝ࡼ ܵ ൌ ሺ݊ሻ 
,ݒሺܮܴܣ :૛૞ࡼ ሻݒௌሺܮܴܣ ሻ Policyݔ ܵ ൌ ሺݔሻ 
ௌܮܴܣ  ሻ Policyݔሺܮܴܣ :૛૟ࡼ ܵ ൌ ሺݔሻ 
ሻݒௌሺܮܴܣ  ሻ Policyݒሺܮܴܣ :૛ૠࡼ ܵ ൌ ߶ 
ௌܮܴܣ Policy ܮܴܣ :૛ૡࡼ ܵ ൌ ߶ 
Policy Discrete-Time  ܮܴܰ :૛ૢࡼ ܵ ௌܮܴܣ ൌ ߶ 
ܵ ௌܮܥܴ ሺ݊ሻ Policy  Discrete-Timeܮܥܴ :૜૙ࡼ ൌ ߶ 
,௚ܣ ௠ orܣ૜૚: ሾࡼ ,ሺ݊ܮܲܣ ,௚ܣ ௠ orܣሻሿ  Policy ሾݔ ܵ ௌሿܮܲܣ ൌ ሺ݊,  ሻݔ
,௚ܣ ௠ orܣ૜૛: ሾࡼ ,௚ܣ ௠ orܣሺ݊ሻሿ  Policy ሾܮܲܣ ܵ ௌሿܮܲܣ ൌ ሺ݊ሻ 
,௚ܣ ௠ orܣ૜૜: ሾࡼ ,௚ܣ ௠ orܣሻሿ Policy ሾݔሺܮܲܣ ܵ ௌሿܮܲܣ ൌ ሺݔሻ 
,௚ܣ ௠ orܣ૜૝: ሾࡼ ,௚ܣ ௠ orܣሿ  Policy ሾܮܲܣ ܵ ௌሿܮܲܣ ൌ ߶ 
,௥ܣ૜૞: ሾࡼ ,௥ܣሻሿ Policy ሾݔሺܮܲܣ ܵ ௌሿܮܲܣ ൌ ሺݔሻ 
,௥ܣ૜૟: ሾࡼ ,௥ܣሿ Policy ሾܮܲܣ ܵ ௌሿܮܲܣ ൌ ߶ 
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(table 5.1 continued) 
 
 ૜ૠ: (p,q) Policy Sub-optimalࡼ
 ௚ Policy Sub-optimalܣ ݎ݋ ௠ܣ :૜ૡࡼ
 ௥ Policy Sub-optimalܣ :૜ૢࡼ
 ૝૙: Periodic/Bloc Replacement Policy Sub-optimalࡼ

 

  Solving the 258 models in essence corresponds to mapping each model to its optimal 

policy. The results are presented in Appendix A. In particular, Chapter 4 is dedicated to the 

optimality of  ࡼ૛ with respect to Model ܯଶଶଶ, Section 3.3 discusses the optimality of ࡼ૝ with 

respect to ܯଵଶ଺ derived as an illustrative example. Remark 4.4 can be simply translated as an 

affirmation of the optimality of ࡼ૚  with respect to ܯଶଶଵ  .  Optimality of ࡼ૜  with respect to 

 ૝ represent the four most comprehensiveࡼ ૚ toࡼ ଵଷ଻ is identified in Jiang et al. (2001). Policiesܯ

maintenance policies among the policies listed in Table 5.1, and all of the remaining policies are 

their degenerated cases or derived forms.  

  The optimal policies listed in Table 5.1 exhibits appealing commonality that can be 

explained from a more abstract perspective.  

  Let ܵ  describe the parameter(s) needed to characterize a policy.  It takes one of the 

following four possible values,  ሺ݊, ,ሻݔ ሺ݊ሻ, ሺݔሻ and ߶, where by naming convention, ݊ refers to 

the number of failures and ݔ the length of remaining service time, and ߶ denotes the empty set, 

indicating no parameter is needed. The third column of Table 5.1 shows that many policies have 

degenerated or induced forms of the following generic form: 

               ሾܴܮܥௌሺݒሻ,  ሻሿ                                                       (5.1)ݒௌሺܮܲܣ

  In other words, these policies can be understood as parameterized Repair-Cost-Limit 

policies (for failure replacement) and Age-limit policies (for preventive replacement) with 

respect to parameter S. The above statement is supported by the following observations.   
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Observation 1: ࡸࡾ࡭ as a special case of ࡸ࡯ࡾ policy 

  A seeming discrepancy between ܴܮܥ  and ܮܴܣ policies needs to be resolved first. In fact, 

there are two possible ways to derive an ܮܴܣ  policy from an ܴܮܥ  policy. The first way is 

through specialization, and the second is based on the notion of information projection, whose 

discussion is to be deferred until Section 5.3. 

  The first way can be explained in a straightforward manner through Figure 5.1 below.  

Let’s restrict the repair cost ܥሺ݊,  .ݒ ሻ to be deterministic and keep its monotonicity in ݊ andݒ

Due to the monotonicity of the repair cost limit, ܴܮܥௌ,  ܥ  intersects  ܴܮܥௌ from below. The 

interval of age to the left of the crossing point, ܮܴܣௌ, thus defines the repair zone, and to the 

right defines the replacement zone, which consequently translates the ܴܮܥ into an ܮܴܣ policy 

and makes the crossing point ܮܴܣௌ, the Age Replacement Limit. 

 

Figure 5.1: ARL Policy Viewed as a Special Case of RCL through Specialization 

  Whether ܮܴܣௌ,  or not is determined by the fact whether the virtual ݒ ௌ depends onܮܲܣ

age after repair, ݒା, can be determined by ିݒ, the virtual age just prior to the current failure.  In 

the cases of Type I general repair, we have   
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ାݒ ൌ ݒ ൅ ିݒሺߠ െ  ,ሻݒ

where ݒ is the virtual age of the system when it resumed its operation after the rectification of 

the previous failure, thus ሺିݒ െ  ሻ is the run length since the previous failure. Therefore, theݒ

determination of ݒା through the unique intersection between  ܴܮܥௌሺݒାሻ  and ܥሺ݊, ሻିݒ  would 

require the knowledge on ݒ, which gives rise to ݒା
כ ൌ   .ݒ ሻ, a quantity depending onݒௌሺܮܴܣ

 On the other hand, in the cases of Type II general repair (which includes minimal repair as a 

special case), ାݒ ൌ ିݒߠ , thus the unique intersection between  ܴܮܥௌሺݒାሻ  and ܥௌሺݒା/ߠሻ 

identifies a unique ݒା, which gives rise to a constant ܮܴܣௌ which is independent on ݒ. 

Observation 2: Policies without Preventive Replacement as a special case of ࡸࡼ࡭ policy 

  In the sense of formality, maintenance policies that make no use of preventive 

replacement can be thought of as having a form of ܮܲܣ  policy with age limit ܮܲܣ  ؠ ∞ . 

Moreover, for ܥ௙ ؠ 0, the ܮܲܣ  policy can be rigorously proved to be ܮܲܣ ؠ ∞. Intuitively, 

preventive replacement does not do anything good other than cut the system’s useful life time 

shorter. 

Observation 3: ࢘࡭,  policy ࡸ࡯ࡾ policies as a special case of ࢍ࡭ and  ࢓࡭

  The ܣ௥ policy involved in ࡼ૜૞ and ࡼ૜૟ can be derived from the  ܴܮܥ policy by assuming in 

the modeling stage that 

,ሺ݊ܥ                                                                           .௉ܥ ؠ ሻݒ
        
        Similarly, the ܣ௠  or ܣ௚ policy in ࡼ૜૚  to ࡼ૜૝  can be reinterpreted as ܴܮܥ  by slightly 

modifying the cost structure during the model construction stage in order to guarantee that under 

the optimal policy, the failure replacement, ܣ௥, would never be chosen.  

Observation 4: Policies ࡼ૛ૢ and ࡼ૜૙  as a special case of ࡸ࡯ࡾ policy 
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  A convenient way to interpret Policies ଶܲଽ and ଷܲ଴ in terms of repair-cost-limit policy is 

to paraphrase the original model on a continuous-time horizon as a model of discrete-time, where 

the notion of time represents the failure count, for which Policies ଶܲଽ  and ଷܲ଴  become the 

counterpart of ARL and RCL policies (defined on continuous-time), respectively. 

  In summary, all policies except ଷ଼ܲ  and ସܲ଴  can be reinterpreted as a special form of 

repair-cost-limit policy for decision at failure epochs and age-limit policy for preventive 

maintenance. Starting from the next section, we will show that these policies will not only share 

this appealing commonality, they also carry unique characteristics and possess their unique 

positions in relation with other policies.   

5.2 Policy Comparison: Overview 

  The rules that govern policy comparison are based on a simple idea that can be roughly 

described as follows: the optimal policy of a general model is no worse than any policies for any 

sub-model of the former one, where sub-model refers to a specialization of the general model. In 

this way, comparison between policies is converted to the comparison between models. We 

identify here the following four intuitive rules:  

Rule 1: For systems on a finite horizon, optimal policy utilizes the knowledge on the 

remaining service period. For systems on an infinite horizon, the optimal policy can be 

found among stationary policies. 

   For a stationary policy, we refer to the policy such that all life cycles (defined as time 

intervals between two consecutive replacements) are stochastically identical and independent. 

Within each of the life cycles, the policy is defined by an optimal stopping time. Rule 1 

basically states that when the system operates on an infinite horizon, the optimal policy is 

simply repetitive application of a single optimal stopping policy for all life cycles. However, 
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since the system operates on a finite horizon, each of the life cycles is confined by the 

remaining service period; thus the optimal policy must utilize such information and becomes 

non-stationary.      

   Rule 2: The larger the maintenance action set, the better its corresponding optimal policy.  

   Rule 2 is trivial. It simply means it is always better to have more options for maintenance.  

   Rule 3: The higher the information level, the better its corresponding optimal policy.  

  Rule 4: Randomization of deterministic policies does not improve the performance.  

        Rules 3 and 4 are associated with the fact that a higher information level corresponds to a 

larger admissible policy set, thus a better optimum, yet incorporation of irrelevant information 

does not enhance the performance. A more in-depth comprehension of Rules 3 and 4 can be 

gained through the notion of projection of smooth semi-martingale (SSM) that transforms SSM 

from its original filtration to sub-filtrations, where projection can be intuitively understood as 

“conditioning”. In this way, the model with a lower information level can be derived from its 

“super” model through the operation of projection. Consequently, the optimal policy of the 

“super” model is better than any of the policies in the projected models.  

The application of these four rules of policy comparison endows a partially ordered 

structure among maintenance policy forms. In particular, Figure 5.2 depicts an organization of 

the 40 policy forms listed in Table 5.1 through a three dimensional geometrical representation. 

The order relation between a pair of policy forms, say  ௔ܲ and ௕ܲ, is represented by ௔ܲ ՜  ௕ܲ , 

standing for “ ௔ܲ is better than ௕ܲ,” or more precisely “ ௔ܲ is no worse than ௕ܲ”.  To be more 

rigorous, we say the optimal policy in the form of ௔ܲ is no worse than the optimal policy in the 

form of ௕ܲ . 
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Figure 5.2: Partial Order Structure Induced by Policy Comparison 
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Remark 5.1:  It is straightforward to verify that the relation defined by “՜” enjoys the three 

fundamental properties of a partial order relation: reflexivity, anti-symmetry, and transitivity, i.e., 

for all ௔ܲ,  ௕ܲ and  ௖ܲ in the policy set, we have that:  

i)  ௔ܲ ՜  ௔ܲ (reflexivity)  

ii)  if  ௔ܲ ՜  ௕ܲ and  ௕ܲ ՜  ௔ܲ then  ௔ܲ =  ௕ܲ (antisymmetry)  

iii)  if  ௔ܲ ՜  ௕ܲ and  ௕ܲ ՜  ௖ܲ then  ௔ܲ ՜  ௖ܲ (transitivity)  

Remark 5.2:  The focus of policy comparison is placed on different forms of maintenance 

policies instead of individual policies, i.e., the policies are in the same form but are 

parameterized differently. For this reason, we have not included the discussion on some other 

interesting comparison issues. For example, we have the following two additional rules of policy 

comparison: 

       Rule 5: The system with the smaller the repair degree ߠ performs better than the one with   

                          a larger ߠ. 

 Rule 6: The system with Type II general repair performs better than the one with  

  Type I general repair.      

 Rule 5 and rule 6 are associated with the effect of repair actions. As described in the 

previous chapter, the repair degree ߠ is in [0, 1] and a smaller value means a better repair result. 

For two systems fail at the same virtual age, it is also obvious that a type II general repair would 

always result in a larger age reduction than a type I general repair, given their corresponding 

repair degrees, denoted as ߠூ and ߠூூ, are identical. As a consequence, the system with Type II 

general repair performs better than the system with Type I general repair. 

Remark 5.3:  While only 40 maintenance policy forms are identified in Table 5.1. They are the 

most representative ones in the sense all optimal policies of the 258 models under investigation 
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are included. Obviously, various combinations of two or more of these policy forms could 

significantly increase the number of policies, which has contributed to a substantial number of 

existing publications.  With the ordered structure identified in Figure 5.2, it is clear that those 

combinations are sub-optimal at the best.  

We conclude this section by presenting a top view of the 3-D representation of the partially 

ordered structure induced by policy comparison as depicted in Figure 5.2. It is clear that each 

policy resides on one of the three distinct (horizontal) layers that correspond to the three distinct 

information levels with which each of the policies is associated. The three layers of policy space 

are shown in Figures 5.3-5. It is notable that there are four sub-domains on each of the top two 

layers, and the order relations between these sub-domains exhibit appealing uniformity. The 

detailed order structure within a layer will be analyzed in Section 5.3 through the notion of 

specialization, and the structure between the layers will be discussed in Section 5.4 through 

projection of filtration; intuitively, it refers to information reduction. 

 

Figure 5.3: Partial Order Structure on Policies that Rely on Information about Random Repair 
Cost, Virtual Age, and Failure Counts 
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Figure 5.4: Partial Order Structure on Policies that Rely on Information about Virtual Age and 
Failure Count 

 

 

 

 

 

 

 

 

Figure 5.5: Partial Order Structure on Policies that Rely on Information about Failure Count 

5.3 Policy Comparison through Specialization 

 The policy comparison within each of the three horizontal layers shown in Figures 5.3-

5.5 is based on the notion of specialization. By “specialization”, we refer to an almost trivial 

  ૛ૢࡼ ૜ૠࡼ

૜ૡࡼ

૜ૢࡼ
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assertion that the optimal policy of a general model cannot be worse than any policy defined for 

any subset of models that can be generated from the general model by instantiating the modeling 

parameters. 

 In particular, we consider three categories of specialization: specialization on 

maintenance horizon, on the dependence on failure count, and on the maintenance action set. 

5.3.1 Specialization on Maintenance Horizon: from ࢃ ൏  ∞ to  ࢃ ൌ ∞  

 The first category of specializations is to restrict the maintenance horizon from an 

arbitrary horizon (denoted as  ܹ ൏  ∞ ) to an infinite horizon, ܹ ൌ ∞ . In Figure 5.2, this 

category is shown as the arrows along the X-axis pointing from the domains on the west to those 

on the east. Using  ଵܲ ՜  ଷܲ in Figure 5.6 as an example,  ଵܲ is the optimal policy of model ܯଶଶଵ 

on a finite horizon ܹ ൏  ∞ , whereas  ଷܲ  is the optimal policy of model ܯଵଶହ  which differ 

respectively from ܯଶଶଵ and ܯଵଶହ only by its horizon ܹ ൌ ∞. Recall that  ଵܲ  has the form of 

ሾܴܮܥሺ݊, ,ݒ ,ሻݔ ,ሺ݊ܮܲܣ ,ݒ ,ሺ݊ܮܥሻሿ and  ଷܲ has the form of ሾܴݔ ,ሻݒ ,ሺ݊ܮܲܣ  ሻሿ. It is clear that whenݒ

 ଷܲ is applied to ܯଶଶଵwhere ܹ ൏  ∞, it ignores the information on the remaining service time ݔ, 

thus could not adaptively make maintenance decision according to ݔ, which clearly implies the 

non-optimality of  ଷܲ and confirms the claim of  ଵܲ ՜  ଷܲ. 

 

 

 

 

 
Figure 5.6: Comparison through Specialization on Maintenance Horizon:  

from ܹ ൏  ∞ to ܹ ൌ  ∞  
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 The following 17 of the order relations belong to Category 1 specialization: ଵܲ ՜  ଷܲ;   

 ଵܲ଻  ՜  ଵ଼ܲ;  ଶܲ  ՜  ସܲ ;  ହܲ  ՜  ଽܲ;   ଵܲଽ  ՜  ଶܲଶ;  ଺ܲ  ՜  ଵܲ଴;   ଶܲ଴  ՜  ଶܲଷ;  ଷܲଵ  ՜  ଷܲଶ;  ଼ܲ  ՜  ଵܲଶ; 

 ଶܲଵ  ՜   ଶܲସ;   ଶܲହ  ՜   ଶܲ଻;   ଵܲଷ  ՜   ଵܲହ;   ଷܲଷ  ՜   ଷܲସ;   ଷܲହ  ՜   ଷܲ଺;   ଵܲସ  ՜   ଵܲ଺;  ଶܲହ  ՜   ଶ଼ܲ; 

 ଻ܲ ՜  ଵܲଵ. 

5.3.2 Specialization on the Dependence on Failure Count: From n-dependent Cases to n-
independent Cases 
  
 The second category of specializations is to disallow the model dynamics to depend on 

failure count. In Figure 5.2, this category is shown as the arrows along the Y-axis pointing from 

north to south. Using  ଵܲ ՜  ହܲ in Figure 5.7 as an example,  ଵܲ is the optimal policy of model 

ଶଶଵܯ in which failure rate ݄ሺ݊, ,ሺ݊ܥ ሻ and repair costsݒ ሻ are dependent on ݊, and  ହܲݒ  is the 

optimal policy of model ܯଶସହ, which differ respectively from ܯଶଶଵ and ܯଶସହ only by restricting 

݄ሺ݊, ሻݒ ؠ ݄ሺݒሻ and ܥሺ݊, ሻݒ ؠ ,ሺ݊ܮܥሻ. Recall that  ଵܲ has the form of ሾܴݒሺܥ ,ݒ ,ሻݔ ,ሺ݊ܮܲܣ ,ݒ  ሻሿݔ

and  ହܲ has the form of ሾܴܮܥሺݒ, ,ሻݔ ,ݒሺܮܲܣ  ଶଶଵ, itܯ ሻሿ. It is clear that when  ହܲ is applied toݔ

ignores the information on the current failure count,  ݊ , thus could not adaptively make 

maintenance decision according to ݊ , which clearly implies the non-optimality of  ହܲ  and 

confirms the claim of  ଵܲ ՜  ହܲ.  

 

 

 

 

 

 

 

Figure 5.7: Comparison through Specialization on the Dependence with Respect to Failure Count: 
from n-dependent cases to n-independent 
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The following 16 of the order relations belong to Category 2 specialization: ଶܲ ՜  ଺ܲ;    ଵܲ ՜  ହܲ; 

 ଵܲ଻  ՜   ଵܲଽ ;  ସܲ  ՜   ଵܲ଴;   ଷܲ  ՜   ଽܲ;  ଵ଼ܲ  ՜   ଶܲଶ;   ଼ܲ  ՜   ଵܲସ;  ଻ܲ  ՜   ଵܲଷ;  ଷܲଵ  ՜   ଷܲଷ;   ଶܲଵ  ՜ 

 ଶܲ଺;   ଶܲ଴ ՜  ଶܲହ;   ଵܲଶ  ՜   ଵܲ଺;   ଵܲଵ  ՜   ଵܲହ;   ଷܲଶ  ՜   ଷܲସ;   ଶܲସ  ՜   ଶ଼ܲ;  ଶܲଷ  ՜   ଶܲ଻.  

5.3.3 Specialization on the Maintenance Action Set 

 The third category of specializations is to narrow the choice of maintenance actions from 

a full range of maintenance actions including ܣ௣,  ௚. In Figure 5.2, this categoryܣ  ௠ orܣ ௥ andܣ 

is shown as the arrows within each of the sub-domains. Apparently, the optimal policy using a 

smaller maintenance action set is inferior to the optimal policy that utilizes a larger maintenance 

action set, which is essentially what Rule 2 in Section 5.1 is about. Using  ଵܲ ՜  ଵܲ଻ in Figure 5.8 

as an example,  ଵܲ଻  has the form of ܴܮܥሺ݊, ,ݒ ሻݔ  and  ଵܲ  has the form of 

ሾܴܮܥሺ݊, ,ݒ ,ሻݔ ,ሺ݊ܮܲܣ ,ݒ  ሻሿ. Essentially,  ଵܲ଻ corresponds to the best strategy without involvingݔ

preventive replacement. Restrictions on the options at failure epochs, such as allowing only 

repairs ௥ܣ  ௚ሻ or only replacementܣ௠ሺܣ   consequentially result in inferior policies. Examples 

falling in these scenarios include  ଵܲ଺ ՜  ଷܲସ and  ଵܲ଺ ՜  ଷܲ଺. 

  

 

 

 

Figure 5.8: Comparison through Specialization on Maintenance Action Set 

 It is worthy to note that in Figure 5.8 we have inserted a dashed arrow from  ଵܲ to  ଶܲ 

which have not been displayed anywhere else. From a sense of pure formality, the form 

of ଵܲ,ሾܴܮܥሺ݊, ,ݒ ,ሻݔ ,ሺ݊ܮܲܣ ,ݒ ,ሺ݊ܮܥሻሿ contains the form of ଶܲ, ሾܴݔ ,ݒ ,ሻݔ ,ሺ݊ܮܲܣ  ሻሿ as a specialݔ

case; thus the claim of ଵܲ ՜  ଶܲ is valid. However, we have chosen not to display this order 

૚ૠࡼ
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relation due to the fact that such a relation is not derived from the grand scheme of model 

comparison and does not carry useful information on policy comparison for individual models.  

 To be more specific, recall that  ଵܲ and  ଶܲ correspond to the optimal policies of models 

with Type I and Type II ܣ௚, respectively. These two types of general repairs are incompatible 

with each other excepting the special case when the repair degrees  ߠூ and  ߠூூ are both equal to 1, 

i.e., they both degenerate to the case of minimal repair ܣ௠ . Yet in this case,  ଶܲ  is optimal, 

whereas  ଵܲ demands redundant information for preventive replacement. In this way, the claim of 

 ଵܲ ՜  ଶܲ may misleadingly create an impression that information on ݒ,  which is the virtual age 

of the system when it was recovered from the previous failure, plays a role in the scheduling of 

preventive replacement.  

 Based on the above discussion, we identify the following  30 Category 3 specializations:  

 ଵܲ ՜  ଵܲ଻;    ଶܲ ՜  ଵܲ଻;  ଷܲ ՜  ଵ଼ܲ;  ସܲ ՜  ଵ଼ܲ;   ହܲ ՜  ଵܲଽ;  ଺ܲ ՜  ଵܲଽ;   ଽܲ ՜  ଶܲଶ;  ଵܲ଴ ՜  ଶܲଶ;  ଻ܲ 

՜   ଶܲ଴;   ଻ܲ  ՜   ଷܲଵ;   ଼ܲ  ՜   ଷܲଵ;   ଼ܲ  ՜   ଶܲଵ;   ଵܲଵ  ՜   ଶܲଷ;   ଵܲଵ  ՜   ଷܲଶ;   ଵܲଶ  ՜   ଷܲଶ;  ଵܲଶ  ՜

  ଶܲସ;  ଵܲଷ  ՜   ଶܲହ;   ଵܲଷ  ՜   ଷܲଷ;   ଵܲଷ  ՜   ଷܲହ;  ଵܲସ  ՜   ଷܲଷ;   ଵܲସ  ՜   ଷܲହ;   ଵܲସ  ՜   ଶܲ଺;  ଵܲହ  ՜

  ଶܲ଻;  ଵܲହ  ՜   ଷܲସ;  ଵܲହ  ՜   ଷܲ଺; ଵܲ଺  ՜   ଷܲସ;  ଵܲ଺  ՜   ଷܲ଺;  ଵܲ଺  ՜   ଶ଼ܲ;  ଷܲ଻  ՜   ଷ଼ܲ;  ଷܲ଻  ՜

  ଷܲଽ. 

 Putting all the comparison results obtained through Categories 1-3 specializations, we 

have obtained all the policy comparison results on all of the three horizontal layers in Figure 5.2 

excepting ଵ଼ܲ  ՜   ଷܲ଴, ଶܲଽ  ՜   ଷܲ଻  and ଷܲ଺  ՜   ସܲ଴ , which are to be discussed in the next 

section. 

5.4 Policy Comparison through Information Reduction 

 In this section, we analyze order relations between information layers, which are shown as 

vertical arrows in Figure 5.2, and a portion of them are shown in Figure 5.9. While the majority 
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of the relations can be understood again through specification by restricting the random repair 

cost to a deterministic one, which causes the repair-cost-limit policy become to an age-limit 

policy, a more profound interpretation is available by employing the notion of projection on 

filtration, which rigorously validates the policy comparisons results governed by Rules 3 and 4 

presented in Section 5.1. In this section, we will present additional mathematical tools in 5.4.1. 

The policy comparison results and their analysis are presented in 5.4.2, which concludes the 

whole discussion of policy comparison in this dissertation. 

 

Figure 5.9: Policy Comparison through Information Reduction 

5.4.1. Randomization, Sufficiency and Projection Theorem 

  In this subsection, two additional concepts, Randomization and Sufficiency, which are 

closely related to the description of information level, are introduced. For conciseness, we 
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precede the discussion on a discrete-time setting following Shiryayev (1978). The notion of 

projection follows Jensen (1989). See also Section 3.2 and 3.3 for additional information on 

background and notation. 

Definition 5.1 if ሺܨ௡ሻ is the subfiltration of ሺ݃௡ሻ, i.e., ׊ ݊ א ଴ܰ, ܨ௡ ؿ ݃௡, and ܣ ׊ ؿ ڂሺܤ ௞ܨ
ஶ
ଵ ሻ, 

ܲሺܣ|݃௡ሻ ൌ ܲሺܨ|ܣ௡ሻ, then we call ሼ݃௡ሽ a randomization of ሼܨ௡ሽ. 

Theorem 5.2 Randomization has no effect on the value of ሼ ௡ܻ; ௡ሽଵܨ
ஶ. 

  Let ሺ ௧ܷሻ be the subfiltration of ሺܨ௡ሻ. Denote 

ிܥ   ൌ ሼ߬|ሺܨ௧ሻ െ ,݁݉݅ݐ ݃݊݅݌݌݋ݐݏ ܧ ఛܻ
ି ൏ ∞ሽ, 

௎ܥ   ൌ ሼ߬|ሺ ௧ܷሻ െ ,݁݉݅ݐ ݃݊݅݌݌݋ݐݏ ߬ א  .ிሽܥ

Definition 5.3 If ሺ ௧ܷሻ is subfiltration of ሺܨ௧ሻ, and supሼܧ ఛܻ|߬ א ௎ሽܥ ൌ supሼܧ ఛܻ|߬ א  ிሽ, thenܥ

ሺ ௧ܷሻ sufficient in ሺܨ௧ሻ. 

Theorem 5.4 If ሺܷ௡ሻ  is the subfiltration of  ሺܨ௡ሻ , ሺ ௡ܻሻ  is ሺܷ௡ሻ -adapted, and for all ܨ௡ାଵ -

measurable random variable Y, ܧሺܻ|ܷ௡ሻ ൌ  .௡ሻܨ௡ሻ, then ሺܷ௡ሻ is sufficient in ሺܨ|ሺܻܧ

  Theorems 5.2 and 5.4 are the mathematical expressions of Rule 3 and 4 presented in 

Section 5.1. Intuitively, a subfiltration means a lower information level, and a lower information 

level then represents a smaller stopping time class, which consequently corresponds to a sub-

model with an inferior optimization policy. 

  While Theorem 5.4 also lays out the condition under which partial information does not 

actually cause performance degradation, i.e., reduction of the optimal value of the original 

problem, the following theorem tells how the original optimal stopping problem is transformed 

to another when it is subjected to information reduction. 
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  For the continuous case, let ሺ ௧ܷሻ be the subfiltration of ሺܨ௧ሻ, let Y be a ሺܨ௧ሻ-SSM. Then 

under the partial information level ሺ ௧ܷሻ, the optimal stopping problem is to find a ሺ ௧ܷሻ-stopping 

time ߪ which satisfies ܧ ఙܻ ൌ supሼܧ ఛܻ|߬ א  .௎ሽܥ

Theorem 5.5 (Projection Theorem) If ௧ܻ ൌ ሺ݂, ௧ሻ-SSM, then  ഥܻ௧ܨሻ is a ሺܯ ൌ ሺܧ  ௧ܻ| ௧ܷሻ is a ሺ ௧ܷሻ-

SSM of form ഥܻ௧ ൌ  ሺܧሺ݂|ܷሻ,  ,.ഥሻ, i.eܯ

                                                      ഥܻ௧ ൌ തܻ଴ ൅ ׬ ሺܧ ௫݂| ௫ܷሻ݀ݔ
௧

଴ ൅  ഥ௧.                                            (5.2)ܯ

  For the discrete case,  

                                                      തܻ௡ ൌ തܻ଴ ൅ ∑ ሺܧ ௜݂| ௜ܷሻ
௡
ଵ ൅  ഥ௡.                                                (5.3)ܯ

  Intuitively, what Theorem 5.5 tells is, in the case of information reduction from ሺܨ௧ሻ to 

ሺ ௧ܷሻ , the new optimization problem is derived from the original one by computing the 

conditional expectation  ܧሺ ௫݂|ܷ௫ሻ. 

5.4.2. Policy Comparison Results and Discussion 

  The layered structure of policies depicted in Figure 5.2 corresponds to three information 

levels of the underlying models that are associated with these policies. The policies with 

information on random repair cost, (virtual) age, and failure count are on the top layer; the 

policies with age and count information are on the middle level; and the policies with failure 

count information only are shown on the bottom layer. The only exception is ଷܲ଴. Policy  ଷܲ଴  

corresponds to the information level that keeps track of random repair costs and the failure count, 

but not the age.  

  Two types of information reduction are relevant: with/without the information on random 

repair cost, and with/without information on virtual age. Full combination of these two types 

results in four different projections. Denote  ሼܥ, ,ݒ ݊ሽ  as the information level that contains 
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information on random repair cost ܥ, virtual age ݒ and failure count ݊. The subsets of  ሼܥ, ,ݒ ݊ሽ  

are interpreted accordingly. The four projections can be specified as follows: 

 A. Projection from ሼܥ, ,ݒ ݊ሽ to  ሼݒ, ݊ሽ 

 B. Projection from ሼܥ, ,ݒ ݊ሽ to  ሼܥ, ݊ሽ 

 C. Projection from ሼܥ, ݊ሽ to  ሼ݊ሽ 

 D. Projection from ሼݒ, ݊ሽ to  ሼ݊ሽ  

  To facilitate the discussion, we denote several alternative filtrations that account for 

different information levels. Let ܵ௡,  ௡ be the ݊-failure time and its associated repair cost, defineܥ

௡ܪ
ଵ ൌ ,௜ܥ൫ሺܤ ௜ܵሻ, ݅ ൑ ݊൯ 

௡ܪ
ଶ ൌ ,௜ܥሺܤ ݅ ൑ ݊ሻ 

௡ܪ
ଷ ൌ ሺܤ ௜ܵ, ݅ ൑ ݊ሻ 

௡ܪ
ସ ൌ ,ሺ݅ܤ ݅ ൑ ݊ሻ 

௡ܪ
ହ ؠ ሼ׎, Ωሽ 

 It is clear that filtrations ሺܪ௡
ଵሻ, ሺܪ௡

ଶሻ, ሺܪ௡
ଷ, ሻሺܪ௡

ସሻ  are the formal characterization of 

information levels ሼܥ, ,ݒ ݊ሽ, ሼܥ, ݊ሽ, ሼݒ, ݊ሽ and ሼ݊ሽ, respectively. In addition, ሺܪ௡
ହሻ corresponds to 

a trivial case which basically contains null information on system condition. 

Group A. Projection from ሼ࡯, ,࢜ ,࢜ሽ to  ሼ࢔  ሽ࢔

 This group of order relations corresponds to all of the 16 vertical arrows between the top 

two layers in Figure 5.2, which include:  ଺ܲ ՜  ଵܲସ;    ହܲ ՜  ଵܲଷ;  ଶܲ ՜  ଼ܲ ;  ଵܲ ՜  ଻ܲ;   ଵܲଽ ՜ 

 ଶܲ଺;  ଵܲଽ  ՜   ଶܲହ;   ଵܲ଻  ՜   ଶܲଵ;  ଵܲ଻  ՜   ଶܲ଴;  ଵܲ଴  ՜   ଵܲ଺;   ଽܲ  ՜   ଵܲହ;   ସܲ  ՜   ଵܲଶ;   ଷܲ  ՜

  ଵܲଵ;   ଶܲଶ  ՜   ଶ଼ܲ;   ଶܲଶ  ՜   ଶܲ଻;   ଵ଼ܲ  ՜   ଶܲସ;   ଵ଼ܲ  ՜  ଶܲଷ.  

  Derivation of these order relations can be illustrated by ଵ଼ܲ ՜ ଶܲଷ, ଶܲସ. Recall that the 

basic idea supporting policy comparison reads as follows: if ௔ܲ and ௕ܲ are policies of a common 
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maintenance model and ௔ܲ  is the optimal one, then ௔ܲ ՜ ௕ܲ . Consider model ܯଵଵ଼ ଵଵଽܯ , and 

௡ܪଵଶ଴which have an information level of ሺܯ
ଵሻ and Policy ଵ଼ܲ   is optimal. For an illustrative 

purpose, the remaining discussion in this section is limited to the average cost criterion.  

  When information is reduced to the level of ሺܪ௡
ଷሻ,  the original objective function ௡ܻ, as 

an output from Step 3 of the standard optimization procedure where ߣ െmaximization is applied, 

is projected from ሺܪ௡
ଵሻ  to ሺܪ௡

ଷሻ, which leads to a new optimal stopping problem with respect to 

an objective function തܻ௡, such that 

                                                  തܻ௡ ൌ ௡ܵߣ െ ቀ∑ ቀܧሺܥሺ݅, ௜ܪ௜ሻหݒ
ଷሻቁ௡ିଵ

ଵ ൅ ௥ቁܥ ൅  ഥ௡ܯ

                        ൌ ௡ܵߣ െ ൫∑ ൫ܥܧሺ݅, ௜ሻ൯௡ିଵݒ
ଵ ൅ ௥൯ܥ ൅  .ഥ௡ܯ

The second equality holds when independency between repair costs, ܥሺ݊,  ௡ሻ for all ݊ isݒ

assumed. 

This objective function corresponds to a specialization on maintenance cost where 

,ሺ݊ܥ ሻݒ ,ሺ݊ܥܧ ؜ ,ሺ݊ܥ   ,.ሻ,  i.eݒ ܵ௡ሻ is a deterministic function. Depending on whether it has a 

Type I or a Type II repair, the optimal policy will degenerate to ଶܲଷ  or ଶܲସ, as has been carefully 

examined in Section 4.4. Ultimately, these two degenerated forms imply the relations  ଵ଼ܲ ՜

ଶܲଷ, and ଵ଼ܲ ՜ ଶܲସ.  In accordance with this example, all other cases in Group A can be similarly 

treated by substituting the expected value of the random repair cost in the objective function and 

preserving optimality at the reduced information level.   

Group B. Projection from ሼ࡯, ,࢜ ,࡯ሽ to  ሼ࢔  ሽ࢔

There is only one relation in this group:  ଵ଼ܲ ՜  ଷܲ଴, which corresponds to the projection 

from ሺܪ௡
ଵሻ to ሺܪ௡

ଶሻ. Assume independence among all repair costs, and further restrict them to 

take the form of ܥሺ݅ሻ,  i.e., they do not depend on (virtual) age, thus could not offer information 

beyond the count ݅ to estimate ݒ௜. Then the objective function under projection becomes  
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ധܻ௡ ൌ ∑ ቀܧߣሺ ௜ܺ|ܪ௜
ଶሻ െ ሺ݅ܥ െ 1ሻቁ െ ௙ܥ ൅ ന௡ܯ

௡
௜ୀଵ   

                   ൌ ∑ ൫ܧߣሺ ௜ܺሻ െ ሺ݅ܥ െ 1ሻ൯ െ ௙ܥ ൅ ന௡ܯ
௡
௜ୀଵ   

where ܥሺ0ሻ ൌ ௣, and ௜ܺ is the i-th run length, i.e., the duration of time between ሺ݅ܥ െ 1ሻ- and i-

the failures.  

Solving to this discrete-time optimal stopping problem yields Policy  ଷܲ଴ , which is 

nothing but the counterpart of the RCL policy in a discrete-time setting, where “time” refers to 

the failure count. 

Group C. Projection from ሼ࡯,  ሽ࢔ሽ to  ሼ࢔

 There is only one relation in this group,  ଷܲ଴ ՜  ଶܲଽ, which corresponds to the projection 

from ሺܪ௡
ଶሻ to ሺܪ௡

ସሻ. Again, following the same idea worked for Group A, the repair costs under 

projection become ܧሺܥሺ݅ሻ|ܪ௡
ସሻ= ሺ݅ሻ൯ܥ൫ܧ  , where the equality is supported by independence 

among random repair costs. The resulting objective function, denoted by ෨ܻ௡, becomes 

෨ܻ௡ ൌ ൫ܧ ധܻ௡หܪ௡
ସ൯ 

       ൌ ሺܵ௡ሻܧߣ െ ሺ෍ሺܥܧሺ݅ሻሻ ൅ ௥ሻܥ ൅ ෩௡ܯ

௡ିଵ

௜ୀଵ

 

ൌ ෍൫ܧߣ ௜ܺ െ ሺ݅ሻ൯ܥܧ െ ௙ܥ ൅ ෩௡ܯ

௡

௜ୀଵ

 

The optimal stopping time becomes 

ఒߪ ൌ ௡ିଵܺܧߣ|ሼ݊݌ݑݏ ൐  .ሺܵ௡ିଵሻሽܥܧ

Combined with ܧ ఙܻഊ
ൌ 0 as a standard boundary condition demanded by ߣ െmaximization,  

ߣ ൌ ሺܥ௥ ൅ ∑ ሺܥܧሺ݅ሻሻ௡ିଵ
ଵ ሻ/ܧሺܵ௡ሻ  

and  

כ݊  ൌ ௥ܥሼ݊|ሺ݌ݑݏ ൅ ∑ ൫ܥܧሺ݅ሻ൯௡ିଵ
ଵ ሻ/ܧሺܵ௡ሻ ൐   ௡ିଵሽܺܧ/ሺ݅ሻܥܧ
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which gives rise to ଶܲଽ . Policy is the so-called N-policy in literature, which is basically the 

discrete-time version of ARL policy, which is also known as the T-policy. 

Group D. Projection from ሼ࢜,   ሽ࢔ሽ to  ሼ࢔

 There is only one relation in this group,  ଶܲସ ՜  ଶܲଽ, which corresponds to the projection 

from ሺܪ௡
ଷሻ to ሺܪ௡

ସሻ. The resulting objective function, is still the same ෨ܻ௡ in Group C, however it 

is transformed from ෨ܻ௡ ൌ ሺܧ തܻ௡|ܪ௡
ସሻ. 

5.4.3 Policy Comparison Involving Non-Optimal Policies 

To close our discussion on policy comparison, we now consider the remaining four order 

relations that involve non-optimal policies: ଶܲଽ ՜  ଷܲ଻ ; ଷܲ଻ ՜  ଷ଼ܲ ; ଷܲ଻ ՜  ଷܲଽ;   ଷܲ଺ ՜  ସܲ଴. 

Whereas the claims of ଷܲ଻ ՜  ଷ଼ܲ; ଷܲଽ are trivial, we discuss the remaining two below. 

૛ૢࡼ ՜  ૜ૠ: N-Policy Is Better Than (p,q)-Policyࡼ 

Randomize ܪ௡
ଷ ൌ ሺܤ ଵܵ, … , ܵ௡ሻ as following: Let ܥ௡ ؜ ሺܤ ଵܵ, … , ܵ௡; ܾଵ, … , ܾ௡ሻ, where ܾ௜ 

is i.i.d. Bernoulli trials, in which Probሼܾ ൌ and Probሼܾ ,݌ ={1 ൌ  Clearly,  filtration .݌-1 ={0

ሺܥ௡ሻ is a randomization of (ܪ௡
ଷ ), and it is easy to verify that (ܪ௡

ଷ ) is sufficient in  ሺܥ௡ሻ . 

Consequently, the N- policy ଶܲଽ remains optimal with respect to filtration ሺܥ௡ሻ.   

Interestingly enough, the (݌, ݍ )- policy of imperfect repair can be constructed with 

respect to filtration ሺܥ௡ሻ as follows: At the i-th failure epoch, take ܣ௥ if ܾ௜ ൌ 1; otherwise, repair 

the system. In other words, both  ଶܲଽ  and   ଷܲ଻ are stopping times adapted to filtration ሺܥ௡ሻ.  The 

claim of ଶܲଽ ՜  ଷܲ଻ follows immediately from the optimality of  ଶܲଽ among all ሺܥ௡ሻ െstopping 

time policies. 

૜૟ࡼ ՜  ૝૙:  Age Preventive Replacement Is Better Than Block Replacementࡼ 

The essence of the optimal stopping approach is to focus on a single lifecycle of the 

system (i.e., the time interval between two consecutive replacements). Given the system is on an 
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infinite horizon,  the optimal maintenance policy is obtained by applying the same optimal 

stopping rule in all lifecycles without the constraints that would have been imposed by a finite 

horizon ܹ ൏ ∞. A rigorous discussion can be found in Bergman (1978) and Jiang (1995), which 

are essentially based on an extended renewal theory. 

Recall policy ଷܲ଺ and ସܲ଴  are the so-called Age Preventive Replacement Policy and 

Periodic or Block Preventive Replacement Policy, respectively. The former is an optimal 

stopping based policy for ܯଵ଺ and the latter can be understood as a composition of non-optimal 

strategies in each lifecycle, which automatically leads to the conclusion of ଷܲ଺ ՜  ସܲ଴. Intuitively, 

the calendar time based policy ସܲ଴ disallows the optimal preventive replacement according to the 

age, thus the system is preventively replaced at improper times when the system could be too 

young in some cases and too old in others. 

Finally, ସܲ଴ can be understood as a policy for a system on a finite horizon, where the 

horizon is defined by the period between two preventive replacements. In this way, our previous 

discussions of models on an infinite horizon and on a finite horizon merge in an interesting way, 

and, as a consequence, we could rigorously show that even a finite horizon model is often more 

complicated. It in general has an inferior performance compared with its counterpart on the 

infinite horizon. 
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CHAPTER 6 
CONCLUSION AND FUTURE WORKS 

 
        In this study, we have proposed a unified maintenance modeling and optimization 

methodology for single-unit repairable systems, with which policy comparison and optimality 

verification are carried out in a systematic manner and a natural structure among many models is 

established.  

6.1 Conclusion 

The whole procedure of analyzing a maintenance policy problem can be described as 

follows: 

(i) Specify the six factors under the modeling framework 

(ii) Find the optimal policy in admitted stopping time class for each model 

(iii) Evaluate policies based on the related model comparisons 

In Chapter 3, a general maintenance modeling framework with six classifying factors was 

developed for formulation and analysis of a wide range of maintenance systems, under which 

many existing models in literature could be nicely incorporated and reformulated as optimal 

stopping models; a systematic optimization methodology was developed based on optimal 

stopping, semi-martingale, and λ-maximization techniques; a concrete model was presented and 

solved as an example to illustrate the proposed methodology, where the numerical analysis leads 

to some additional insights. The unified modeling framework and optimization procedures are 

summarized below. 

The Unified Maintenance Modeling Framework: The unified maintenance modeling 

framework proposed in this study includes six factors:  

(i) Maintenance Horizon  

(ii) System Deterioration Dynamics  
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(iii) Maintenance Actions 

(iv) Cost Structures  

(v) Information Level 

(vi) Objective Criterion 

Optimization Procedure:  

Step 1: λ-maximization technique. This technique is introduced for the following two 

purposes:  

(i) It transforms the original objective function to an additive function, where the 

optimal stopping theory can be readily applied.  

(ii) It absorbs a substantial amount of formulating and computational complexity 

into parameter λ. More insights on intrinsic properties such as monotonicity and 

convexity can be gained, and less burden of numerical computation can be 

achieved.  

Step 2: Characterization of stopping time for jump process. Noting that the system failure 

dynamics form a jump process, it becomes obvious that the explicit characterization of 

stopping time for jump process in continuous time developed in Markis et al. (2000) 

leads to a critical simplification: each optimal stopping time can be decomposed into two 

simpler ones, one for failure replacement and the other for preventive replacement. With 

the decomposition, the two simpler stopping times can be obtained in sequence without 

loss of optimality. 

Step 3: Smooth semi-martingale decomposition. This technique is essentially to separate 

the deterioration trend (the progressive part), with the noninformative randomness (the 

martingale part), and allow one to consider only the trend part without loss of the 
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optimality (guaranteed by the Optional Stopping Theorem). Critical properties such as 

monotonicity and Markov can be identified in this step. 

Step 4: Dynamical programming. With the Markov property being identified, dynamic 

programming can be applied to yield the dynamical equation of the value function. 

Further analysis of the value function reveals the nice-structure of the optimal policy.   

In chapter 4, a maintenance model for a system with a finite maintenance service period 

and full information level is studied. This model is generated under the unified modeling 

framework in Chapter 3. It is shown that a generalized repair-cost-limit and age-limit 

ሺܴܮܥሺ݊, ,ሻݒ ,ݔሺܮܲܣ ݊ሻሻ policy is optimal.  

  The optimality of maintenance policies and comparisons between them are studied in 

Chapter 5 based on the unified methodology developed in Chapter 3. The general model 

developed in Chapter 4 contains many other models as its transformations or degenerated forms 

and its maintenance policy leads to many other policies through specialization. The policy 

comparison discussed in Chapter 5 was based on the following simple idea. The optimal policy 

of a general model is no worse than any policies in any sub-model of the original. In this way, 

the comparison between policies is lifted to the comparison between models, and the following 

four intuitive rules can be summarized.  

Rule 1: For systems on a finite horizon, optimal policy utilizes the knowledge on the 

remaining service period. For systems on an infinite horizon, the optimal policy can be 

found among stationary policies. 

   Rule 2: The larger the maintenance action set, the better its corresponding optimal policy.  

   Rule 3: The higher the information level, the better its corresponding optimal policy.  

  Rule 4: Randomization of deterministic policies does not improve the performance.  
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6.2 Future Research Directions 

  It is of great importance to put theoretical investigation into practice. The proposed 

modeling framework and optimization procedure in fact are very convenient for the design and 

implementation of a computer-based maintenance optimization system. From a user’s 

perspective, the model construction process makes it very easy to select a model that is most 

appropriate for one’s own application need. From a designer’s point of view, the common 

optimization procedure enables efficient implementation of the system. Availability of such a 

system further closes the gap between theoretical results and practical needs.  

  In the theoretical front, the proposed methodology can be relatively easy to extend to 

some other maintenance models beyond Kijima types of repairs. For example, the proportional 

(hazards) intensity reduction models (see Chan and Shaw (1993)) can be readily solved without 

additional technical difficulty.  

The most promising and challenging topic in the field of maintenance is the emerging 

Condition-Based Maintenance (CBM), also known as Sensor-Based Maintenance (SBM), which 

is both technology-intense and information-intense. The optimal stopping approach represents a 

very appropriate tool due to its strength in representing, processing, and utilizing information. 

While some works have applied optimal stopping to CBM, a systematic investigation on this 

topic is still lacking. It is our strong belief that serious studies in CBM with Optimal Stopping 

methodology could contribute significantly to the pursuit of maintenance excellence.  
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APPENDIX A: 
FULL PRESENTATION OF MODELS CORRESPONDING OPTIMAL POLICIES 

WITHIN THE UNIFIED MODELING FRAMEWORK 
 

Model 
# 

System Objective Maintenance
Horizon 

Failure 
Count 

Dependence 

Information
Level 

Maintenance 
Actions 

Optimal 
Policy 

ܹ ଵ NR Criterion 2ܯ ൌ ∞ ݄ሺ݊, ሻݒ ሺ݊ሻ ௥ ଷܲଽܣ
ܹ ଶ NR Criterion 2ܯ ൌ ∞ ݄ሺݒሻ ሺ݊ሻ ܣ௥ ଷܲଽ
ܹ ଷ NR Criterion 1ܯ ൏ ∞ ݄ሺݒሻ ሺ݊, ௥ ଷܲଽܣ ሻݒ
ܹ ସ NR Criterion 1ܯ ൌ ∞ ݄ሺݒሻ ሺ݊, ௥ ଷܲଽܣ ሻݒ
ܹ ହ NR Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሻ ሺ݊ݒ ௥ ଷܲଽܣ ሻݒ
ܹ ଺ NR Criterion 1ܯ ൌ ∞ ݄ሺ݊, ሻݒ ሺ݊, ሻݒ ௥ ଷܲଽܣ
ܹ ଻ NR Criterion 2ܯ ൏ ∞ ݄ሺݒሻ ሺ݊, ௥ ଷܲଽܣ ሻݒ
ܹ NR Criterion 2 ଼ܯ ൌ ∞ ݄ሺݒሻ ሺ݊, ௥ ଷܲଽܣ ሻݒ
ܹ ଽ NR Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሻ ሺ݊ݒ ௥ ଷܲଽܣ ሻݒ
ܹ ଵ଴ NR Criterion 2ܯ ൌ ∞ ݄ሺ݊, ሻݒ ሺ݊, ሻݒ ௥ ଷܲଽܣ

ܹ ଵଵ NR Criterion 1ܯ ൏ ∞ ݄ሺݒሻ ሺ݊,  ଷܲହ (௣ܣ ,௥ܣ) ሻݒ
ܹ ଵଶ NR Criterion 1ܯ ൌ ∞ ݄ሺݒሻ ሺ݊,  ଷܲ଺ (௣ܣ ,௥ܣ) ሻݒ
ܹ ଵଷ NR Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሻ ሺ݊ݒ  ଷܲହ (௣ܣ ,௥ܣ) ሻݒ
ܹ ଵସ NR Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሻ ሺ݊ݒ  ଷܲ଺ (௣ܣ ,௥ܣ) ሻݒ
ܹ ଵହ NR Criterion 2ܯ ൏ ∞ ݄ሺݒሻ ሺ݊,  ଷܲହ (௣ܣ ,௥ܣ) ሻݒ
ܹ ଵ଺ NR Criterion 2ܯ ൌ ∞ ݄ሺݒሻ ሺ݊,  ଷܲ଺ (௣ܣ ,௥ܣ) ሻݒ
ܹ ଵ଻ NR Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሻ ሺ݊ݒ  ଷܲହ (௣ܣ ,௥ܣ) ሻݒ
ܹ ଵ଼ NR Criterion 2ܯ ൌ ∞ ݄ሺ݊, ,ሻ ሺ݊ݒ  ଷܲ଺ (௣ܣ ,௥ܣ) ሻݒ
ܹ ଵଽ R Criterion 1ܯ ൌ ∞ ݄ሺ݊,  ௠ ଷ଼ܲܣ ሺ݊ሻ ሺ݊ሻܥ ,ሻݒ
ܹ ଶ଴ R Criterion 1ܯ ൌ ∞ ݄ሺ݊,  ௚ I ଷ଼ܲܣ  ሺ݊ሻ ሺ݊ሻܥ ,ሻݒ
ܹ ଶଵ R Criterion 1ܯ ൌ ∞ ݄ሺ݊,  ௚ II ଷ଼ܲܣ ሺ݊ሻ ሺ݊ሻܥ ,ሻݒ
ܹ ଶଶ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ଶܲଽ (௠ܣ ,௥ܣ) ሺ݊ሻ ሺ݊ሻܥ ,ሻݒ

ܹ ଶଷ R Criterion 1ܯ ൌ ∞ ݄ሺ݊,  ଶܲଽ (௚ Iܣ ,௥ܣ) ሺ݊ሻ ሺ݊ሻܥ ,ሻݒ
ܹ ଶସ R Criterion 1ܯ ൌ ∞ ݄ሺ݊,  ଶܲଽ (௚ IIܣ ,௥ܣ) ሺ݊ሻ ሺ݊ሻܥ ,ሻݒ
ܹ ଶହ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ܥ ሺ݊ሻ ܣ௠ ଷ଼ܲ

ܹ ଶ଺ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ܥ ሺ݊ሻ  ܣ௚ I ଷ଼ܲ 
ܹ ଶ଻ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ܥ ሺ݊ሻ ܣ௚ II ଷ଼ܲ 
ܹ ଶ଼ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ܥ ሺ݊ሻ (ܣ௥, ܣ௠) ଶܲଽ

ܹ ଶଽ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ܥ ሺ݊ሻ (ܣ௥, ܣ௚ I) ଶܲଽ 
ܹ ଷ଴ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ܥ ሺ݊ሻ (ܣ௥, ܣ௚ II) ଶܲଽ 
ܹ ଷଵ R Criterion 2ܯ ൌ ∞ ݄ሺ݊,  ௠ ଷ଼ܲܣ ሺ݊ሻ ሺ݊ሻܥ ,ሻݒ
ܹ ଷଶ R Criterion 2ܯ ൌ ∞ ݄ሺ݊,  ௚ I ଷ଼ܲܣ  ሺ݊ሻ ሺ݊ሻܥ ,ሻݒ
ܹ ଷଷ R Criterion 2ܯ ൌ ∞ ݄ሺ݊,  ௚ II ଷ଼ܲܣ ሺ݊ሻ ሺ݊ሻܥ ,ሻݒ
ܹ ଷସ R Criterion 2ܯ ൌ ∞ ݄ሺ݊, ሺ݊ሻܥ ,ሻݒ ሺ݊ሻ ଶܲଽ (௠ܣ ,௥ܣ)



102 
 

ܹ ଷହ R Criterion 2ܯ ൌ ∞ ݄ሺ݊,  ଶܲଽ (௚ Iܣ ,௥ܣ) ሺ݊ሻ ሺ݊ሻܥ ,ሻݒ
ܹ ଷ଺ R Criterion 2ܯ ൌ ∞ ݄ሺ݊,  ଶܲଽ (௚ IIܣ ,௥ܣ) ሺ݊ሻ ሺ݊ሻܥ ,ሻݒ
ܹ ଷ଻ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ܥ ሺ݊ሻ ௠ ଷ଼ܲܣ

ܹ ଷ଼ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ܥ ሺ݊ሻ  ܣ௚ I ଷ଼ܲ 
ܹ ଷଽ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ܥ ሺ݊ሻ ܣ௚ II ଷ଼ܲ 
ܹ ସ଴ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ܥ ሺ݊ሻ (ܣ௥, ܣ௠) ଶܲଽ

ܹ ସଵ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ܥ ሺ݊ሻ (ܣ௥, ܣ௚ I) ଶܲଽ 
ܹ ସଶ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ܥ ሺ݊ሻ (ܣ௥, ܣ௚ II) ଶܲଽ 
ܹ ସଷ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ሻ ሺ݊ܥ ,ሻݒ ܿሻ ܣ௠ ଷ଼ܲ 
ܹ ସସ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ሻ ሺ݊ܥ ,ሻݒ ܿሻ  ܣ௚ I ଷ଼ܲ 
ܹ ସହ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ሻ ሺ݊ܥ ,ሻݒ ܿሻ ܣ௚ II ଷ଼ܲ 
ܹ ସ଺ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ሺ݊ሻܥ ,ሻݒ ሺ݊, ܿሻ ଷܲ଴ (௠ܣ ,௥ܣ)

ܹ ସ଻ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ሻ ሺ݊ܥ ,ሻݒ ܿሻ (ܣ௥, ܣ௚ I) ଷܲ଴ 
ܹ ସ଼ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ሻ ሺ݊ܥ ,ሻݒ ܿሻ (ܣ௥, ܣ௚ II) ଷܲ଴ 
ܹ ସଽ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ܥ ሺ݊, ܿሻ ܣ௠ ଷ଼ܲ

ܹ ହ଴ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ܥ ሺ݊, ܿሻ  ܣ௚ I ଷ଼ܲ 
ܹ ହଵ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ܥ ሺ݊, ܿሻ ܣ௚ II ଷ଼ܲ 
ܹ ହଶ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ܥ ሺ݊, ܿሻ (ܣ௥, ܣ௠) ଷܲ଴ 
ܹ ହଷ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ܥ ሺ݊, ܿሻ (ܣ௥, ܣ௚ I) ଷܲ଴ 
ܹ ହସ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ܥ ሺ݊, ܿሻ (ܣ௥, ܣ௚ II) ଷܲ଴ 
ܹ ହହ R Criterion 2ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ሻ ሺ݊ܥ ,ሻݒ ܿሻ ܣ௠ ଷ଼ܲ

ܹ ହ଺ R Criterion 2ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ሻ ሺ݊ܥ ,ሻݒ ܿሻ  ܣ௚ I ଷ଼ܲ 
ܹ ହ଻ R Criterion 2ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ሻ ሺ݊ܥ ,ሻݒ ܿሻ ܣ௚ II ଷ଼ܲ 
ܹ ହ଼ R Criterion 2ܯ ൌ ∞ ݄ሺ݊, ሺ݊ሻܥ ,ሻݒ ሺ݊, ܿሻ ଷܲ଴ (௠ܣ ,௥ܣ)

ܹ ହଽ R Criterion 2ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ሻ ሺ݊ܥ ,ሻݒ ܿሻ (ܣ௥, ܣ௚ I) ଷܲ଴ 
ܹ ଺଴ R Criterion 2ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ሻ ሺ݊ܥ ,ሻݒ ܿሻ (ܣ௥, ܣ௚ II) ଷܲ଴ 
ܹ ଺ଵ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ܥ ሺ݊, ܿሻ ܣ௠ ଷ଼ܲ 
ܹ ଺ଶ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ܥ ሺ݊, ܿሻ  ܣ௚ I ଷ଼ܲ 
ܹ ଺ଷ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ܥ ሺ݊, ܿሻ ܣ௚ II ଷ଼ܲ 
ܹ ଺ସ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ܥ ሺ݊, ܿሻ (ܣ௥, ܣ௠) ଷܲ଴ 
ܹ ଺ହ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ܥ ሺ݊, ܿሻ (ܣ௥, ܣ௚ I) ଷܲ଴ 
ܹ ଺଺ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ܥ ሺ݊, ܿሻ (ܣ௥, ܣ௚ II) ଷܲ଴ 
ܹ ଺଻ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ሻݒ ௠ ଷ଼ܲܣ

ܹ ଺଼ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௚ I ଷ଼ܲܣ  ሻݒ
ܹ ଺ଽ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௚ II ଷ଼ܲܣ ሻݒ
ܹ ଻଴ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ଶܲସ (௠ܣ ,௥ܣ) ሻݒ
ܹ ଻ଵ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ଶܲଷ (௚ Iܣ ,௥ܣ) ሻݒ
ܹ ଻ଶ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ଶܲସ (௚ IIܣ ,௥ܣ) ሻݒ
ܹ ଻ଷ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௣) ଷܲଶܣ ,௠ܣሻ ሺݒ
ܹ ଻ସ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௣) ଷܲଶܣ ,௚ Iܣሻ ሺݒ
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ܹ ଻ହ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௣) ଷܲଶܣ ,௚ IIܣሻ ሺݒ
ܹ ଻଺ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,௣ܣ ,௠ܣሻ ሺݒ  ௥) ଵܲଶܣ
ܹ ଻଻ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௥) ଵܲଵܣ ,௣ܣ ,௚Iܣሻ ሺݒ
ܹ ଻଼ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௥) ଵܲଶܣ ,௣ܣ ,௚IIܣሻ ሺݒ
ܹ ଻ଽ R Criterion 2ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௠ ଷ଼ܲܣ ሻݒ
ܹ ଴ R Criterion 2଼ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௚ I ଷ଼ܲܣ  ሻݒ
ܹ ଵ R Criterion 2଼ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௚ II ଷ଼ܲܣ ሻݒ
ܹ ଶ R Criterion 2଼ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ଶܲସ (௠ܣ ,௥ܣ) ሻݒ
ܹ ଷ R Criterion 2଼ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ଶܲଷ (௚ Iܣ ,௥ܣ) ሻݒ
ܹ ସ R Criterion 2଼ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ଶܲସ (௚ IIܣ ,௥ܣ) ሻݒ
ܹ ହ R Criterion 2଼ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௣) ଷܲଶܣ ,௠ܣሻ ሺݒ
ܹ ଺ R Criterion 2଼ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௣) ଷܲଶܣ ,௚ Iܣሻ ሺݒ
ܹ ଻ R Criterion 2଼ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௣) ଷܲଶܣ ,௚ IIܣሻ ሺݒ
ܹ R Criterion 2 ଼଼ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,௣ܣ ,௠ܣሻ ሺݒ  ௥) ଵܲଶܣ
ܹ ଽ R Criterion 2଼ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௥) ଵܲଵܣ ,௣ܣ ,௚Iܣሻ ሺݒ
ܹ ଽ଴ R Criterion 2ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௥) ଵܲଶܣ ,௣ܣ ,௚IIܣሻ ሺݒ
ܹ ଽଵ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ሻݒሺܥ ሺ݊, ሻݒ ௠ ଷ଼ܲܣ

ܹ ଽଶ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௚ I ଷ଼ܲܣ  ሻݒ
ܹ ଽଷ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௚ II ଷ଼ܲܣ ሻݒ
ܹ ଽସ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ଶ଼ܲ (௠ܣ ,௥ܣ) ሻݒ

ܹ ଽହ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ଶܲ଻ (௚ Iܣ ,௥ܣ) ሻݒ
ܹ ଽ଺ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ଶ଼ܲ (௚ IIܣ ,௥ܣ) ሻݒ
ܹ ଽ଻ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௣) ଷܲସܣ ,௠ܣሻ ሺݒ
ܹ ଽ଼ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௣) ଷܲସܣ ,௚ Iܣሻ ሺݒ
ܹ ଽଽ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௣) ଷܲସܣ ,௚ IIܣሻ ሺݒ
ܹ ଵ଴଴ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,௣ܣ ,௠ܣሻ ሺݒ  ௥) ଵܲ଺ܣ
ܹ ଵ଴ଵ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௥) ଵܲହܣ ,௣ܣ ,௚Iܣሻ ሺݒ
ܹ ଵ଴ଶ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௥) ଵܲ଺ܣ ,௣ܣ ,௚IIܣሻ ሺݒ
ܹ ଵ଴ଷ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ௠ ଷ଼ܲܣ ሻݒ

ܹ ଵ଴ସ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௚ I ଷ଼ܲܣ  ሻݒ
ܹ ଵ଴ହ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௚ II ଷ଼ܲܣ ሻݒ
ܹ ଵ଴଺ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ଶ଼ܲ (௠ܣ ,௥ܣ) ሻݒ

ܹ ଵ଴଻ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ଶܲ଻ (௚ Iܣ ,௥ܣ) ሻݒ
ܹ ଵ଴଼ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ଶ଼ܲ (௚ IIܣ ,௥ܣ) ሻݒ
ܹ ଵ଴ଽ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௣) ଷܲସܣ ,௠ܣሻ ሺݒ
ܹ ଵଵ଴ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௣) ଷܲସܣ ,௚ Iܣሻ ሺݒ
ܹ ଵଵଵ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௣) ଷܲସܣ ,௚ IIܣሻ ሺݒ
ܹ ଵଵଶ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,௣ܣ ,௠ܣሻ ሺݒ  ௥) ଵܲଶܣ
ܹ ଵଵଷ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௥) ଵܲଵܣ ,௣ܣ ,௚Iܣሻ ሺݒ
ܹ ଵଵସ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௥) ଵܲଶܣ ,௣ܣ ,௚IIܣሻ ሺݒ
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ܹ ଵଵହ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ܣ௠ ଷ଼ܲ

ܹ ଵଵ଺ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ  ܣ௚ I ଷ଼ܲ 
ܹ ଵଵ଻ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ܣ௚ II ଷ଼ܲ 
ܹ ଵଵ଼ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ (ܣ௥, ܣ௠) ଵ଼ܲ

ܹ ଵଵଽ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ (ܣ௥, ܣ௚ I) ଵ଼ܲ 
ܹ ଵଶ଴ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ (ܣ௥, ܣ௚ II) ଵ଼ܲ 
ܹ ଵଶଵ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ሺܣ௠, ܣ௣) ଷܲଶ 
ܹ ଵଶଶ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ሺܣ௚ I, ܣ௣) ଷܲଶ 
ܹ ଵଶଷ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ሺܣ௚ II, ܣ௣) ଷܲଶ 
ܹ ଵଶସ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ሺܣ௠, ܣ௣,  ௥) ସܲܣ
ܹ ଵଶହ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ሺܣ௚I, ܣ௣, ܣ௥) ଷܲ 
ܹ ଵଶ଺ R Criterion 1ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ሺܣ௚II, ܣ௣, ܣ௥) ସܲ 
ܹ ଵଶ଻ R Criterion 2ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ௠ ଷ଼ܲܣ

ܹ ଵଶ଼ R Criterion 2ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ  ܣ௚ I ଷ଼ܲ 
ܹ ଵଶଽ R Criterion 2ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ܣ௚ II ଷ଼ܲ 
ܹ ଵଷ଴ R Criterion 2ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ (ܣ௥, ܣ௠) ଵ଼ܲ 
ܹ ଵଷଵ R Criterion 2ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ (ܣ௥, ܣ௚ I) ଵ଼ܲ 
ܹ ଵଷଶ R Criterion 2ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ (ܣ௥, ܣ௚ II) ଵ଼ܲ 
ܹ ଵଷଷ R Criterion 2ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ሺܣ௠, ܣ௣) ଷܲଶ 
ܹ ଵଷସ R Criterion 2ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ሺܣ௚ I, ܣ௣) ଷܲଶ 
ܹ ଵଷହ R Criterion 2ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ሺܣ௚ II, ܣ௣) ଷܲଶ 
ܹ ଵଷ଺ R Criterion 2ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ሺܣ௠, ܣ௣,  ௥) ସܲܣ
ܹ ଵଷ଻ R Criterion 2ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ሺܣ௚I, ܣ௣, ܣ௥) ଷܲ 
ܹ ଵଷ଼ R Criterion 2ܯ ൌ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ሺܣ௚II, ܣ௣, ܣ௥) ସܲ 
ܹ ଵଷଽ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ܣ௠ ଷ଼ܲ

ܹ ଵସ଴ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ  ܣ௚ I ଷ଼ܲ 
ܹ ଵସଵ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ܣ௚ II ଷ଼ܲ 
ܹ ଵସଶ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ሻݒሺܥ ሺ݊, ,ݒ ܿሻ ଶܲଶ (௠ܣ ,௥ܣ)

ܹ ଵସଷ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ (ܣ௥, ܣ௚ I) ଶܲଶ 
ܹ ଵସସ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ (ܣ௥, ܣ௚ II) ଶܲଶ 
ܹ ଵସହ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ሺܣ௠, ܣ௣) ଷܲସ 
ܹ ଵସ଺ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ሺܣ௚ I, ܣ௣) ଷܲସ 
ܹ ଵସ଻ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ሺܣ௚ II, ܣ௣) ଷܲସ 
ܹ ଵସ଼ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ሺܣ௠, ܣ௣,  ௥) ଵܲ଴ܣ
ܹ ଵସଽ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ሺܣ௚I, ܣ௣, ܣ௥) ଽܲ 
ܹ ଵହ଴ R Criterion 1ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ሺܣ௚II, ܣ௣, ܣ௥) ଵܲ଴ 
ܹ ଵହଵ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ܣ௠ ଷ଼ܲ 
ܹ ଵହଶ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ  ܣ௚ I ଷ଼ܲ 
ܹ ଵହଷ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ܣ௚ II ଷ଼ܲ 
ܹ ଵହସ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ሻݒሺܥ ሺ݊, ,ݒ ܿሻ ଶܲଶ (௠ܣ ,௥ܣ)
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ܹ ଵହହ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ (ܣ௥, ܣ௚ I) ଶܲଶ 
ܹ ଵହ଺ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ (ܣ௥, ܣ௚ II) ଶܲଶ 
ܹ ଵହ଻ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ሺܣ௠, ܣ௣) ଷܲସ 
ܹ ଵହ଼ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ሺܣ௚ I, ܣ௣) ଷܲସ 
ܹ ଵହଽ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ሺܣ௚ II, ܣ௣) ଷܲସ 
ܹ ଵ଺଴ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ሺܣ௠, ܣ௣,  ௥) ଵܲ଴ܣ
ܹ ଵ଺ଵ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ሺܣ௚I, ܣ௣, ܣ௥) ଽܲ 
ܹ ଵ଺ଶ R Criterion 2ܯ ൌ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ሺܣ௚II, ܣ௣, ܣ௥) ଵܲ଴ 
ܹ ଵ଺ଷ R Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ௠ ଷ଼ܲܣ ሻݒ

ܹ ଵ଺ସ R Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௚ I ଷ଼ܲܣ  ሻݒ
ܹ ଵ଺ହ R Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௚ II ଷ଼ܲܣ ሻݒ
ܹ ଵ଺଺ R Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ଶܲଵ (௠ܣ ,௥ܣ) ሻݒ
ܹ ଵ଺଻ R Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ଶܲ଴ (௚ Iܣ ,௥ܣ) ሻݒ
ܹ ଵ଺଼ R Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ଶܲଵ (௚ IIܣ ,௥ܣ) ሻݒ
ܹ ଵ଺ଽ R Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௣) ଷܲଵܣ ,௠ܣሻ ሺݒ
ܹ ଵ଻଴ R Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௣) ଷܲଵܣ ,௚ Iܣሻ ሺݒ
ܹ ଵ଻ଵ R Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௣) ଷܲଵܣ ,௚ IIܣሻ ሺݒ
ܹ ଵ଻ଶ R Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,௣ܣ ,௠ܣሻ ሺݒ ଼ܲ (௥ܣ  
ܹ ଵ଻ଷ R Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௥) ଻ܲܣ ,௣ܣ ,௚Iܣሻ ሺݒ
ܹ ଵ଻ସ R Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ଼ܲ (௥ܣ ,௣ܣ ,௚IIܣሻ ሺݒ  
ܹ ଵ଻ହ R Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௠ ଷ଼ܲܣ ሻݒ
ܹ ଵ଻଺ R Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௚ I ଷ଼ܲܣ  ሻݒ
ܹ ଵ଻଻ R Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௚ II ଷ଼ܲܣ ሻݒ
ܹ ଵ଻଼ R Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ଶܲଵ (௠ܣ ,௥ܣ) ሻݒ

ܹ 1଻ଽ R Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ଶܲ଴ (௚ Iܣ ,௥ܣ) ሻݒ
ܹ ଵ଼଴ R Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ଶܲଵ (௚ IIܣ ,௥ܣ) ሻݒ
ܹ ଵ଼ଵ R Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௣) ଷܲଵܣ ,௠ܣሻ ሺݒ
ܹ ଵ଼ଶ R Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௣) ଷܲଵܣ ,௚ Iܣሻ ሺݒ
ܹ ଵ଼ଷ R Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௣) ଷܲଵܣ ,௚ IIܣሻ ሺݒ
ܹ ଵ଼ସ R Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,௣ܣ ,௠ܣሻ ሺݒ ଼ܲ (௥ܣ  
ܹ ଵ଼ହ R Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊,  ௥) ଻ܲܣ ,௣ܣ ,௚Iܣሻ ሺݒ
ܹ ଵ଼଺ R Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ଼ܲ (௥ܣ ,௣ܣ ,௚IIܣሻ ሺݒ  
ܹ ଵ଼଻ R Criterion 1ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௠ ଷ଼ܲܣ ሻݒ
ܹ ଵ଼଼ R Criterion 1ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௚ I ଷ଼ܲܣ  ሻݒ
ܹ ଵ଼ଽ R Criterion 1ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௚ II ଷ଼ܲܣ ሻݒ
ܹ ଵଽ଴ R Criterion 1ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ଶܲ଺ (௠ܣ ,௥ܣ) ሻݒ
ܹ ଵଽଵ R Criterion 1ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ଶܲହ (௚ Iܣ ,௥ܣ) ሻݒ
ܹ ଵଽଶ R Criterion 1ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ଶܲ଺ (௚ IIܣ ,௥ܣ) ሻݒ
ܹ ଵଽଷ R Criterion 1ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௣) ଷܲଷܣ ,௠ܣሻ ሺݒ
ܹ ଵଽସ R Criterion 1ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௣) ଷܲଷܣ ,௚ Iܣሻ ሺݒ
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ܹ ଵଽହ R Criterion 1ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௣) ଷܲଷܣ ,௚ IIܣሻ ሺݒ
ܹ ଵଽ଺ R Criterion 1ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,௣ܣ ,௠ܣሻ ሺݒ  ௥) ଵܲସܣ
ܹ ଵଽ଻ R Criterion 1ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௥) ଵܲଷܣ ,௣ܣ ,௚Iܣሻ ሺݒ
ܹ ଵଽ଼ R Criterion 1ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௥) ଵܲସܣ ,௣ܣ ,௚IIܣሻ ሺݒ
ܹ ଵଽଽ R Criterion 2ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௠ ଷ଼ܲܣ ሻݒ
ܹ ଶ଴଴ R Criterion 2ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௚ I ଷ଼ܲܣ  ሻݒ
ܹ ଶ଴ଵ R Criterion 2ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௚ II ଷ଼ܲܣ ሻݒ
ܹ ଶ଴ଶ R Criterion 2ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ଶܲ଺ (௠ܣ ,௥ܣ) ሻݒ
ܹ ଶ଴ଷ R Criterion 2ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ଶܲହ (௚ Iܣ ,௥ܣ) ሻݒ
ܹ ଶ଴ସ R Criterion 2ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ଶܲ଺ (௚ IIܣ ,௥ܣ) ሻݒ
ܹ ଶ଴ହ R Criterion 2ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௣) ଷܲଷܣ ,௠ܣሻ ሺݒ
ܹ ଶ଴଺ R Criterion 2ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௣) ଷܲଷܣ ,௚ Iܣሻ ሺݒ
ܹ ଶ଴଻ R Criterion 2ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௣) ଷܲଷܣ ,௚ IIܣሻ ሺݒ
ܹ ଶ଴଼ R Criterion 2ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,௣ܣ ,௠ܣሻ ሺݒ  ௥) ଵܲସܣ
ܹ ଶ଴ଽ R Criterion 2ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௥) ଵܲଷܣ ,௣ܣ ,௚Iܣሻ ሺݒ
ܹ ଶଵ଴ R Criterion 2ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ  ௥) ଵܲସܣ ,௣ܣ ,௚IIܣሻ ሺݒ
ܹ ଶଵଵ R Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ௠ ଷ଼ܲܣ

ܹ ଶଵଶ R Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ  ܣ௚ I ଷ଼ܲ 
ܹ ଶଵଷ R Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ܣ௚ II ଷ଼ܲ 
ܹ ଶଵସ R Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ (ܣ௥, ܣ௠) ଵܲ଻

ܹ ଶଵହ R Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ (ܣ௥, ܣ௚ I) ଵܲ଻ 
ܹ ଶଵ଺ R Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ (ܣ௥, ܣ௚ II) ଵܲ଻ 
ܹ ଶଵ଻ R Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ሺܣ௠, ܣ௣) ଷܲଵ 
ܹ ଶଵ଼ R Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ሺܣ௚ I, ܣ௣) ଷܲଵ 
ܹ ଶଵଽ R Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ሺܣ௚ II, ܣ௣) ଷܲଵ 
ܹ ଶଶ଴ R Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ሺܣ௠, ܣ௣,  ௥) ଶܲܣ
ܹ ଶଶଵ R Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ሺܣ௚I, ܣ௣, ܣ௥) ଵܲ 
ܹ ଶଶଶ R Criterion 1ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ሺܣ௚II, ܣ௣, ܣ௥) ଶܲ 
ܹ ଶଶଷ R Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ܣ௠ ଷ଼ܲ

ܹ ଶଶସ R Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ  ܣ௚ I ଷ଼ܲ 
ܹ ଶଶହ R Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ܣ௚ II ଷ଼ܲ 
ܹ ଶଶ଺ R Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ (ܣ௥, ܣ௠) ଵܲ଻

ܹ ଶଶ଻ R Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ (ܣ௥, ܣ௚ I) ଵܲ଻ 
ܹ ଶଶ଼ R Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ (ܣ௥, ܣ௚ II) ଵܲ଻ 
ܹ ଶଶଽ R Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ሺܣ௠, ܣ௣) ଷܲଵ 
ܹ ଶଷ଴ R Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ሺܣ௚ I, ܣ௣) ଷܲଵ 
ܹ ଶଷଵ R Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ሺܣ௚ II, ܣ௣) ଷܲଵ 
ܹ ଶଷଶ R Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ሺܣ௠, ܣ௣,  ௥) ଶܲܣ
ܹ ଶଷଷ R Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ሺܣ௚I, ܣ௣, ܣ௥) ଵܲ 
ܹ ଶଷସ R Criterion 2ܯ ൏ ∞ ݄ሺ݊, ,ሺ݊ܥ ,ሻݒ ሻݒ ሺ݊, ,ݒ ܿሻ ሺܣ௚II, ܣ௣, ܣ௥) ଶܲ 
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ܹ ଶଷହ R Criterion 1ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ܣ௠ ଷ଼ܲ

ܹ ଶଷ଺ R Criterion 1ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ  ܣ௚ I ଷ଼ܲ 
ܹ ଶଷ଻ R Criterion 1ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ܣ௚ II ଷ଼ܲ 
ܹ ଶଷ଼ R Criterion 1ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ (ܣ௥, ܣ௠) ଵܲଽ

ܹ ଶଷଽ R Criterion 1ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ (ܣ௥, ܣ௚ I) ଵܲଽ 
ܹ ଶସ଴ R Criterion 1ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ (ܣ௥, ܣ௚ II) ଵܲଽ 
ܹ ଶସଵ R Criterion 1ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ሺܣ௠, ܣ௣) ଷܲଷ 
ܹ ଶସଶ R Criterion 1ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ሺܣ௚ I, ܣ௣) ଷܲଷ 
ܹ ଶସଷ R Criterion 1ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ሺܣ௚ II, ܣ௣) ଷܲଷ 
ܹ ଶସସ R Criterion 1ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ሺܣ௠, ܣ௣,  ௥) ଺ܲܣ
ܹ ଶସହ R Criterion 1ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ሺܣ௚I, ܣ௣, ܣ௥) ହܲ 
ܹ ଶସ଺ R Criterion 1ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ሺܣ௚II, ܣ௣, ܣ௥) ଺ܲ 
ܹ ଶସ଻ R Criterion 2ܯ ൏ ∞ ݄ሺݒሻ, ሻݒሺܥ ሺ݊, ,ݒ ܿሻ ௠ ଷ଼ܲܣ

ܹ ଶସ଼ R Criterion 2ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ  ܣ௚ I ଷ଼ܲ 
ܹ ଶସଽ R Criterion 2ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ܣ௚ II ଷ଼ܲ 
ܹ ଶହ଴ R Criterion 2ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ (ܣ௥, ܣ௠) ଵܲଽ 
ܹ ଶହଵ R Criterion 2ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ (ܣ௥, ܣ௚ I) ଵܲଽ 
ܹ ଶହଶ R Criterion 2ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ (ܣ௥, ܣ௚ II) ଵܲଽ 
ܹ ଶହଷ R Criterion 2ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ሺܣ௠, ܣ௣) ଷܲଷ 
ܹ ଶହସ R Criterion 2ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ሺܣ௚ I, ܣ௣) ଷܲଷ 
ܹ ଶହହ R Criterion 2ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ሺܣ௚ II, ܣ௣) ଷܲଷ 
ܹ ଶହ଺ R Criterion 2ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ሺܣ௠, ܣ௣,  ௥) ଺ܲܣ
ܹ ଶହ଻ R Criterion 2ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ሺܣ௚I, ܣ௣, ܣ௥) ହܲ 
ܹ ଶହ଼ R Criterion 2ܯ ൏ ∞ ݄ሺݒሻ, ,ሻ ሺ݊ݒሺܥ ,ݒ ܿሻ ሺܣ௚II, ܣ௣, ܣ௥) ଺ܲ 
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APPENDIX B:  
COMPLETE DESCRIPTIONS OF MAINTENANCE POLICIES  

 

,ሺ݊ܮܥ૚: ሾܴࡼ  ,ݒ ,ሻݔ ,ሺ݊ܮܲܣ ,ݒ ሻሿݔ Policy: A failure from condition ሺ݊, ,ݒ  ሻ is rectified byݔ
௚ܣ ௠ orܣ  if ,ሺ݊ܮܥܴ ,ାݒ ሻݔ ൐ ,ሺ݊ܥ ,ିݒ ௥ܣ ሻ; otherwise, it is rectified byݔ . For the 
system resumes its operation from conditionሺ݊, ,ݒ  ௣ is to be scheduled at virtualܣ ,ሻݔ
age ܮܲܣሺ݊, ,ݒ  the virtual age ିݒ ା denotes the virtual age after repair, andݒ ሻ. Hereݔ
just prior to the failure. Condition ሺ݊, ,ݒ  ሻ describes the number of failures (݊ሻ, theݔ
virtual age, and the remaining service time (ݔሻ, respectively.  
 

,ሺ݊ܮܥ૛: ሾܴࡼ ,ݒ ,ሻݔ ,ሺ݊ܮܲܣ ,ሻሿ Policy: A failure from condition ሺ݊ݔ ,ݒ  ሻ is rectified byݔ
,ሺ݊ܮܥܴ ௚ifܣ ௠ orܣ ,ାݒ ሻݔ  ൐ ,ሺ݊ܥ ,ିݒ  ௥. For the system resumesܣ ሻ, otherwise, byݔ
its operation from condition ሺ݊, ,ݒ ௣ܣ ,ሻݔ is to be scheduled at age ܮܲܣሺ݊,  .ሻݔ
 

,ሺ݊ܮܥ૜: ሾܴࡼ ,ሻݒ ,ሺ݊ܮܲܣ ,ሻሿ Policy: A failure from condition ሺ݊ݒ  ௠ orܣ ሻ is rectified byݒ
,ሺ݊ܮܥܴ ௚ifܣ ାሻݒ  ൐ ,ሺ݊ܥ  ௥. For the system resumesܣ ሻ; otherwise, it is rectified byିݒ
its operation from conditionሺ݊, ,ݒ ௣ܣ ,ሻݔ is to be scheduled at virtual age ܮܲܣሺ݊,   .ሻݒ
 

,ሺ݊ܮܥ૝: ሾܴࡼ ,ሻݒ ,ሺ݊ሻሿ Policy: A failure from condition ሺ݊ܮܲܣ ௠ܣ ሻ is rectified byݒ  or 
,ሺ݊ܮܥܴ ௚ifܣ ାሻݒ  ൐ ,ሺ݊ܥ  ௥. For the system resumes its operationܣ ሻ, otherwise, byିݒ
from condition ሺ݊,  .ሺ݊ሻܮܲܣ ௣ is to be scheduled at ageܣ ,ሻݒ
 

,ݒሺܮܥ૞: ሾܴࡼ ,ሻݔ ,ݒሺܮܲܣ ,ݒሻሿ Policy: A failure from condition ሺݔ  ௠ orܣ ሻ is rectified byݔ
,ାݒሺܮܥܴ ௚ifܣ ሻݔ  ൐ ,ିݒሺܥ  ௥. For the system resumesܣ ሻ; otherwise, it is rectified byݔ
its operation from conditionሺݒ, ௣ܣ ,ሻݔ is to be scheduled at virtual age ܮܲܣሺݒ,   .ሻݔ
 

,ݒሺܮܥ૟: ሾܴࡼ ,ሻݔ ,ݒሻሿ Policy: A failure from condition ሺݔሺܮܲܣ ௠ܣ ሻ is rectified byݔ  or 
,ାݒሺܮܥܴ ௚ifܣ ሻݔ  ൐ ,ିݒሺܥ  ௥. For the system resumes its operationܣ ሻ, otherwise, byݔ
from condition ሺݒ,  .ሻݔሺܮܲܣ ௣ is to be scheduled at ageܣ ,ሻݔ
 

,ሺ݊ܮܴܣૠ: ሾࡼ ,ݒ ,ሻݔ ,ሺ݊ܮܲܣ ,ݒ ሻሿݔ Policy: A failure is rectified by ܣ௠  or ܣ௚ if ିݒ ൏
,ሺ݊ܮܴܣ ,ݒ ሻݔ  otherwise, it is rectified by ܣ௥ ௣ܣ . is scheduled at virtual 
age ܮܲܣሺ݊, ,ݒ ,ିݒ ሻ. Hereݔ ାݒ  and ݒ refer to the virtual age immediately prior to, 
after the current failure, and immediately after the previous failure. 

,ሺ݊ܮܴܣૡ: ሾࡼ ,ሻݔ ,ሺ݊ܮܲܣ ,ሻሿ Policy: A failure from condition ሺ݊ݔ  ௠ orܣ ሻ is rectified byݔ
,ሺ݊ܮܴܣ ௚ifܣ ሻݔ  ൐  ௥. For the system resumes its operation fromܣ otherwise, by , ݒ
condition ሺ݊, ,ሺ݊ܮܲܣ ௣ is to be scheduled at ageܣ ,ሻݔ  .ሻݔ
 

,ሻݒሺܮܥሾܴ :ૢࡼ ,ሻሿ Policy: A failure from condition ሺ݊ݒሺܮܲܣ ሻݒ  is rectified by ܣ௠  or 
,ሺ݊ܮܥܴ ௚ifܣ ାሻݒ  ൐ ,ሺ݊ܥ  ௥. For the system resumesܣ ሻ; otherwise, it is rectified byିݒ
its operation from conditionሺ݊, ,ݒ ௣ܣ ,ሻݔ is to be scheduled at virtual age ܮܲܣሺ݊,   .ሻݒ
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,ሻݒሺܮܥ૚૙: ሾܴࡼ ,ሿ Policy: A failure from condition ሺ݊ܮܲܣ ሻݒ  is rectified by ܣ௠  or 
௚ܣ if ାሻݒሺܮܥܴ   ൐ ሻିݒሺܥ , otherwise, by ܣ௥ . For the system resumes its operation 
from condition ሺ݊,  .ܮܲܣ ௣ is to be scheduled at ageܣ ,ሻݒ
 

,ሺ݊ܮܴܣ૚૚: ሾࡼ ,ሻݒ ,ሺ݊ܮܲܣ ,ሻሿ Policy: A failure from condition ሺ݊ݒ  ௠ orܣ ሻ is rectified byݒ
௚ܣ if ܮܴܣሺ݊, ሻݒ  ൐ ݒ ; otherwise, it is rectified by ܣ௥ . For the system resumes its 
operation from conditionሺ݊, ௣ܣ ,ሻݒ is to be scheduled at virtual age ܮܲܣሺ݊,   .ሻݒ
 

,ሺ݊ሻܮܴܣ૚૛: ሾࡼ ,ሺ݊ሻሿ Policy: A failure from condition ሺ݊ܮܲܣ ሻݒ  is rectified by ܣ௠  or 
௚ܣ if ሺ݊ሻܮܴܣ   ൐ ݒ , otherwise, by ܣ௥ . For the system resumes its operation from 
condition ሺ݊,  .ሺ݊ሻܮܲܣ ௣ is to be scheduled at ageܣ ,ሻݒ
 

,ݒሺܮܴܣ૚૜: ሾࡼ ,ሻݔ ,ݒሺܮܲܣ ,ݒሻሿ Policy: A failure from condition ሺݔ  ௠ orܣ ሻ is rectified byݔ
௚ܣ if ܮܴܣሺݒ, ሻݔ  ൐ ݒ ; otherwise, it is rectified by ܣ௥ . For the system resumes its 
operation from conditionሺݒ, ௣ܣ ,ሻݔ is to be scheduled at virtual age ܮܲܣሺݒ,  .ሻݔ
 

,ሻݔሺܮܴܣ૚૝: ሾࡼ ,ݒሻሿ Policy: A failure from condition ሺݔሺܮܲܣ ሻݔ  is rectified by ܣ௠  or 
,ݒሺܮܴܣ ௚ifܣ ሻݔ  ൐  ௥. For the system resumes its operation fromܣ otherwise, by ,ݒ
condition ሺݒ,  .ሻݔሺܮܲܣ ௣ is to be scheduled at ageܣ ,ሻݔ
 

,ሻݒሺܮܴܣ૚૞: ሾࡼ ሻݒሻሿ Policy: A failure from condition ሺݒሺܮܲܣ  is rectified by ܣ௠  or 
௚ܣ if ሻݒሺܮܴܣ   ൐ ݒ ; otherwise, it is rectified by ܣ௥ . For the system resumes its 
operation from conditionሺݒሻ, ܣ௣ is to be scheduled at virtual age ܮܲܣሺݒሻ.  
 

.ሺܮܴܣ૚૟: ሾࡼ ሻ, .ሺܮܲܣ ሻሿ Policy: A failure from condition ሺݒሻ  is rectified by ܣ௠  or 
௚ܣ if ൐ ܮܴܣ  ݒ , otherwise, by ܣ௥ . For the system resumes its operation from 
condition ሺݒሻ, ܣ௣ is to be scheduled at age ܮܲܣ. 
 

,ሺ݊ܮܥܴ :૚ૠࡼ ,ݒ ሻݔ Policy: A failure from condition ሺ݊, ,ݒ ሻݔ  is rectified by ܣ௠  or 
,ሺ݊ܮܥܴ ௚ifܣ ,ାݒ ሻݔ  ൐ ,ሺ݊ܥ ,ିݒ   .௥ܣ ሻ; otherwise, it is rectified byݔ
 

,ሺ݊ܮܥܴ :૚ૡࡼ ,ሻ Policy: A failure from condition ሺ݊ݒ ሻݒ  is rectified by ܣ௠  or 
,ሺ݊ܮܥܴ ௚ifܣ ାሻݒ  ൐ ,ሺ݊ܥ  .ሻିݒ
 

,ݒሺܮܥܴ :૚ૢࡼ  ,ݒሻ Policy: A failure from condition ሺݔ ሻݔ  is rectified by ܣ௠  or 
,ାݒሺܮܥܴ ௚ifܣ ሻݔ  ൐ ,ିݒሺܥ  .ሻݔ
 

,ሺ݊ܮܴܣ :૛૙ࡼ ,ݒ ሻݔ Policy: A failure from condition ሺ݊, ,ݒ ሻݔ  is rectified by ܣ௠  or 
,ሺ݊ܮܴܣ ௚ifܣ ,ାݒ ሻݔ  ൐   .௥ܣ otherwise, it is rectified by ݒ
 

,ሺ݊ܮܴܣ :૛૚ࡼ ,ሻ Policy: A failure from condition ሺ݊ݔ ,ݒ ሻݔ  is rectified by ܣ௠  or 
,ሺ݊ܮܴܣ ௚ifܣ ሻݔ  ൐   .௥ܣ otherwise, by , ݒ
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ሻݒሺܮܥܴ ௚ifܣ ௠ orܣ ሻ is rectified byݒሻ Policy: A failure from condition ሺݒሺܮܥܴ :૛૛ࡼ ൐  ;ܥ
otherwise, it is rectified by ܣ௥.  
 

,ሺ݊ܮܴܣ :૛૜ࡼ ,ሻ Policy: A failure from condition ሺ݊ݒ ሻݒ  is rectified by ܣ௠  or 
,ሺ݊ܮܴܣ ௚ifܣ ሻݒ  ൐   .௥ܣ otherwise, it is rectified by ;ݒ
 

,ሺ݊ሻ Policy: A failure from condition ሺ݊ܮܴܣ :૛૝ࡼ ሺ݊ሻܮܴܣ ௚ifܣ ௠ orܣ ሻ is rectified byݒ ൐
  .௥ܣ otherwise, by ,ݒ
 

,ݒሺܮܴܣ :૛૞ࡼ ,ݒሻ Policy: A failure from condition ሺݔ ሻݔ  is rectified by ܣ௠  or 
,ݒሺܮܴܣ ௚ifܣ ሻݔ  ൐   .௥ܣ otherwise, it is rectified by ;ݒ
 

,ݒሻ Policy: A failure from condition ሺݔሺܮܴܣ :૛૟ࡼ ሻݔሺܮܴܣ ௚ifܣ ௠ orܣ ሻ is rectified byݔ ൐
  .௥ܣ otherwise, by ,ݒ
 

ሻݒሺܮܴܣ ௚ifܣ ௠ orܣ ሻ is rectified byݒሻ Policy: A failure from condition ሺݒሺܮܴܣ :૛ૠࡼ ൐  ;ݒ
otherwise, it is rectified by ܣ௥.  
 

.ሺܮܴܣ :૛ૡࡼ ሻ Policy: A failure from condition ሺݒሻ is rectified by ܣ௠  or ܣ௚ if ܮܴܣ ൐ ݒ , 
otherwise, by ܣ௥.  

ሺ݊ሻܮܥܴ ௚ifܣ ௠ orܣ Policy: A failure from condition ሺ݊ሻ is rectified by  ܮܴܰ :૛ૢࡼ ൐  ;ܥ
otherwise, it is rectified by ܣ௥. 
 

ሺ݊ሻܮܥܴ ௚ifܣ ௠ orܣ ሻ is rectified byݒሺ݊ሻ Policy: A failure from condition ሺܮܥܴ :૜૙ࡼ ൐
 .௥ܣ otherwise, it is rectified by ;ܥ
 

,௚ܣ / ௠ܣ૜૚: ሾࡼ ,ሺ݊ܮܲܣ ,ሻሿ  Policy: A failure from condition ሺ݊ݔ ,ݒ  ௠ܣ ሻ is rectified byݔ
or ܣ௚ . For the system resumes its operation from conditionሺ݊, ,ݒ  ௣ is to beܣ ,ሻݔ
scheduled at virtual age ܮܲܣሺ݊,   .ሻݔ
 

,௚ܣ / ௠ܣ૜૛: ሾࡼ ,ሺ݊ሻሿ  Policy: A failure from condition ሺ݊ܮܲܣ  .௚ܣ ௠ orܣ ሻ is rectified byݒ
For the system resumes its operation from conditionሺ݊, ௣ܣ ,ሻݒ is to be scheduled at 
virtual age ܮܲܣሺ݊ሻ.  
 

,௚ܣ / ௠ܣ૜૜: ሾࡼ ,ݒሻሿ Policy: A failure from condition ሺݔሺܮܲܣ  .௚ܣ ௠ orܣ ሻ is rectified byݔ
For the system resumes its operation from conditionሺݒ, ௣ܣ ,ሻݔ is to be scheduled at 
virtual age ܮܲܣሺݔሻ. 
 

,௚ܣ / ௠ܣ૜૝: ሾࡼ  ௚. Forܣ ௠ orܣ ሻ is rectified byݒሿ  Policy: A failure from condition ሺܮܲܣ
the system resumes its operation from conditionሺݒሻ, ܣ௣ is to be scheduled at virtual 
age ܮܲܣ. 
 

,௥ܣ૜૞: ሾࡼ ሻሿݔሺܮܲܣ Policy: A failure from condition ሺݒ, ሻݔ  is rectified by ܣ௥ . For the 
system resumes its operation from conditionሺݒ, ௣ܣ ,ሻݔ is to be scheduled at virtual 
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age ܮܲܣሺݔሻ. 
 

,௥ܣ૜૟: ሾࡼ ௥ܣ ሻ is rectified byݒሿ Policy: A failure from condition ሺܮܲܣ . For the system 
resumes its operation from conditionሺݒሻ, ܣ௣ is to be scheduled at virtual age ܮܲܣ. 
 

 ௥ with probabilityܣ or by ݌ ௠with probabilityܣ ૜ૠ: (p,q) Policy: A failure is rectified byࡼ
 .ݍ
 

 .௚ܣ௠ / general repairܣ ௚ Policy: Each failure is removed by minimal repairܣ / ௠ܣ :૜ૡࡼ

௥ Policy: Each failure is removed by failure replacementܣ  :૜ૢࡼ  .௥ܣ

 ௣is taken at a fixedܣ ௥, andܣ ௠orܣ ૝૙: Periodic/Block Policy: A failure is rectified byࡼ
calendar time. 
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