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ABSTRACT. In this paper, we will prove the positive Harris recurrence of the
CIR process. Ergodic results on transformations of the CIR process will be
given. We will also show that if \( g : \mathbb{R}_+ \to \mathbb{R} \) is continuous, \( f : \mathbb{R} \to \mathbb{R}_+ \) is measurable and \( X_t \) is the CIR process, then
\[
\frac{1}{N} \sum_{j=0}^{N-1} f(\int_{j}^{j+1} g(X_s)ds)
\]
converges almost surely to a constant. An application of the ergodic results
in one credit migration model will be presented too.

1. Introduction

The Cox-Ingersoll-Ross model (or CIR model) was introduced in 1985, by John C.
Cox, Jonathan E. Ingersoll and Stephen A. Ross in order to describe the evolution
of interest rate. In this model the instantaneous interest rate \( X_t \) is assumed to be
the unique solution of the following SDE:
\[
dx_t = (b - aX_t)dt + \sigma \sqrt{|X_t|}dW_t, \quad X_0 \geq 0,
\]
where \( W_t \) is a 1-dimensional Brownian motion and \( a, b, \sigma \) are positive constants.
The process \( X_t \) is often called the CIR process.

This stochastic model has the following characteristics:

- The drift \( b - aX_t \) ensures mean reversion of the interest rate towards the
  long-term value \( \frac{b}{a} \).
- \( a \) is the speed of adjustment.
- When the rate \( X_t \) gets close to zero, the diffusion coefficient \( \sigma \sqrt{|X_t|} \) also
  becomes close to zero.
- The singularity of the diffusion coefficient at the origin implies that an ini-
  tially non-negative interest rate can never subsequently become negative.
- Due to the result of Yamada-Watanabe (see [12, Example 8.2]), the above
  SDE has a unique strong solution.
- If \( b = 0 \) and \( X_0 = 0 \), the solution of the CIR equation is \( X_t \equiv 0 \), and from
  the comparison theorem for one-dimensional diffusion processes, it follows
  that \( X_t \geq 0 \) if \( X_0 \geq 0 \).

As well known, the CIR process is an affine process in \( \mathbb{R}_+ \). General affine
processes and their applications in finance have been investigated in great detail

Received 2013-4-24; Communicated by the editors.
2010 Mathematics Subject Classification. primary: 60H10; Secondary: 60J60.
Key words and phrases. Stochastic differential equations, CIR model, Harris recurrence, in-
variant measure, ergodicity, credit model.
in [7]. Among other things, it is proved in [7] that any stochastically continuous affine process is a Feller process. In particular, the CIR process is a Feller process in $\mathbb{R}_+$.

Another important issue concerning the CIR process is its long-term behavior. In the original paper [5] by John C. Cox, Jonathan E. Ingersoll and Stephen A. Ross, the steady state of the CIR model is shown to be a Gamma distribution. In other words, the corresponding Gamma distribution is an invariant measure for the CIR process. It is also well known that this invariant measure is ergodic (see [3]). [4] investigated the recurrent properties of the CIR process and proved that

$$[0, \frac{\sqrt{(2\sigma^2+4b)(3b+\sigma^2)}}{2a}+1]$$

is a recurrent region for the CIR process.

Different from [4], we investigate the Harris recurrent property of the CIR process in this paper.

A general continuous-time Markov process $X_t$ with state space $(S, \mathcal{S})$ is called Harris recurrent if for some $\sigma$-finite measure $\mu$

$$P_x\left(\int_0^\infty 1_A(X_s)ds = \infty\right) = 1,$$

for any $x \in S$ and $A \in \mathcal{S}$ with $\mu(A) > 0$. Harris recurrence guarantees the existence of a unique (up to multiplication by a constant) invariant measure for the process. If this invariant measure is finite, then the process is called positive Harris recurrent.

As the main result of this paper, we show that the CIR process, as a Feller process in $\mathbb{R}_+$, is positive Harris recurrent.

Harris recurrence was first introduced by Harris [10] for discrete Markov chains and then was extended in [1] to a general continuous time Markov process. Since then applications of Harris recurrence have been found in queueing theory and stochastic control. A recent application in interest rate models was given in [2], where Harris recurrence was used as a principal assumption to enable the authors to prove consistency of some estimators of jump-diffusion models for interest rate.

The plan of this paper is as follows. In Section 2 we prove that the CIR process is positive Harris recurrent. Ergodicity results on the transformation of the CIR process will also be given. In particular we show that if $g : \mathbb{R}_+ \to \mathbb{R}$ is continuous and $f : \mathbb{R} \to \mathbb{R}_+$ is measurable, then

$$\lim_{N \to \infty} \frac{1}{N} \sum_{j=0}^{N-1} f\left(\int_j^{j+1} g(X_s)ds\right) = E_{\mu}\left[f\left(\int_0^1 g(X_s)ds\right)\right]$$

almost surely, where $\{X_s\}_{s \geq 0}$ is the CIR process and $\mu$ is the unique invariant probability measure for the CIR process. An application of the ergodic results in one credit migration model will be presented in section 3.

2. Positive Harris Recurrence of the CIR Process

The CIR process $X_t$ is given as the unique strong solution of the following stochastic differential equation

$$dX_t = (b-aX_t)dt + \sigma \sqrt{|X_t|}dW_t, \quad X_0 = x_0 \geq 0, \quad (2.1)$$
where \(a, b, \sigma > 0\) are constants and \(W_t\) is a 1-dimensional Brownian motion defined on some filtered probability space \((\Omega, \mathcal{F}, \mathcal{F}_t, P)\) with \(\mathcal{F}_t\) satisfying the usual conditions.

In this section we prove the main result of this paper, namely we show that the CIR process, as a Feller process on \(\mathbb{R}_+\), is positive Harris recurrent.

2.1. Transition density function of the CIR process. The transition density function of the CIR process is given in [5] as

\[
p(t, x, y) = ce^{-u-v} \left( \frac{u}{v} \right) \frac{2}{q} I_q \left( \frac{2(2v^2)}{2} \right)
\]

for \(t > 0, x > 0\) and \(y \geq 0\), where

\[
\begin{align*}
c &\equiv \frac{2a}{\sigma^2 (1 - e^{-at})}, \\
u &\equiv cxe^{-at}, \\
v &\equiv cy, \\
q &\equiv \frac{2b}{\sigma^2} - 1,
\end{align*}
\]

and \(I_q(\cdot)\) is the modified Bessel function of the first kind of order \(q\). We should remark that for \(x = 0\) the formula of the density function \(p(t, x, y)\) given in (2.2) is no more valid. In this case the density function is given by

\[
p(t, 0, y) = \frac{c}{1(q + 1)} e^{-v}
\]

for \(t > 0\) and \(y \geq 0\). The transition density (2.2) is first found in [8] by Laplace transform methods. Duffie et al [7] exploited the affine structure of the CIR process to identify the Fourier transform of the law of the \(X_t\). A more probabilistic method to get (2.2) was mentioned in Yor et al [9]. For the reader’s convenience we put in the appendix a short introduction of the method used in [9].

2.2. Regularity property. So far the CIR process is defined as a solution of a stochastic differential equation on some filtered probability space \((\Omega, \mathcal{F}, \mathcal{F}_t, P)\). This setting is broadly used in the literature, especially in the area of financial mathematics. Another somewhat different setting, initiated by Duffie et al [7], is to construct the CIR process as a Markov process on the canonical path space. This approach has some advantage when we have to deal with the laws of CIR process from different starting points and it is also applicable for other affine models.

Since later we need to apply the ergodic theory of Feller processes, we adopt the approach of Duffie et al [7] in this section. To be precise, we first establish the connection between these two settings.

Let \(\mathbb{R}_+ := [0, \infty)\). Consider the CIR process \(X_t\) starting from \(x \in \mathbb{R}_+\), namely \(X_t\) is the unique strong solution to the following SDE

\[
dX_t = (b - aX_t)dt + \sigma \sqrt{X_t} dW_t, \quad X_0 = x.
\]

The semigroup \((T_t)\) associated with the CIR process is defined as

\[
T_t f(x) := \int_{\mathbb{R}_+} p(t, x, y) f(y) dy,
\]

for \(t > 0\) and \(f \in C_b(\mathbb{R}_+)\), the set of bounded and continuous functions on \(\mathbb{R}_+\). For the reader’s convenience we put in the appendix a short introduction of the method used in [9].
where \( f: \mathbb{R}_+ \to \mathbb{R} \) is bounded and continuous. We write \( C_0 = C_0(\mathbb{R}_+) \) for the class of continuous functions which vanish at infinity.

It is well known that CIR process is an affine process (see [7]). It is already shown in [7, Section 8] (see also [16]) that the semigroup of every stochastic continuous affine process is a Feller semigroup. Since CIR process is a diffusion process, it is obviously stochastic continuous. Thus we know that \( (T_t)_{t \geq 0} \) defined in (2.4) is a Feller semigroup.

We denote the canonical path space by \( \hat{\Omega} \), namely \( \hat{\Omega} = C([0, \infty); \mathbb{R}_+) \), and let \( \hat{X}_t \) be the canonical process on \( \hat{\Omega} \). Let \( (\hat{\mathcal{F}}_t)_{t \geq 0} \) be the filtration generated by the canonical process \( \hat{X}_t \), namely \( \hat{\mathcal{F}}_t := \sigma(\hat{X}_s, 0 \leq s \leq t) \) and \( \hat{\mathcal{F}} := \sigma(\hat{X}_s, s \geq 0) \). The map 

\[
X : (\Omega, \mathcal{F}) \to (\hat{\Omega}, \hat{\mathcal{F}})
\]

induces a measure \( \hat{P}_x \) on \( (\hat{\Omega}, \hat{\mathcal{F}}) \), which is the law of the CIR process starting from \( x \) on the canonical path space. Since \( (T_t)_{t \geq 0} \) is Feller, the Markov process \( (\hat{\Omega}, \hat{\mathcal{F}}, \hat{P}_x, x \in \mathbb{R}_+) \) is a Feller process.

Following [14, Chapter 20] we give the definition of a regular Markov process on \( \mathbb{R}_+ \).

**Definition 2.1.** Consider a continuous-time Markov process \( Z \) with state space \( (\mathbb{R}_+, \mathcal{B}(\mathbb{R}_+)) \) and distributions \( P_x \). The process is said to be regular if there exist a locally finite measure \( \rho \) on \( \mathbb{R}_+ \) and a continuous function \( (t, x, y) \mapsto p_t(x, y) > 0 \) on \( (0, \infty) \times \mathbb{R}_+^2 \) such that

\[
P_x \{ Z_t \in B \} = \int_B p_t(x, y)\rho(dy), \quad x \in \mathbb{R}_+, \ B \in \mathcal{B}(\mathbb{R}_+), \ t > 0.
\]

**Proposition 2.2.** CIR process is a regular Feller process on \( \mathbb{R}_+ \).

**Proof.** As we have mentioned it before, the Feller property is already proved in [7, Section 8]. We only need to prove the regularity property.

The modified Bessel functions of the first kind can be expanded as

\[
I_q(r) = \left( \frac{r}{2} \right)^q \sum_{k=0}^{\infty} \frac{(\frac{1}{4} r^2)^k}{k! \Gamma(q + k + 1)}
\]

thus has the following asymptotic forms

\[
I_q(r) = \frac{1}{\Gamma(q + 1)} \left( \frac{r}{2} \right)^q + O(r^{q+2})
\]

for small arguments \( 0 < r \ll \sqrt{q + 1} \). If \( \frac{2b}{\sigma^2} < 1 \), it follows that

\[
p(t, x, 0) := \lim_{y \to 0} p(t, x, y) = \infty, \quad \forall x \in \mathbb{R}_+.
\]

Thus \( (t, x, y) \mapsto p(t, x, y) \) is not continuous on \( (0, \infty) \times \mathbb{R}_+^2 \). On the other hand, if \( \frac{2b}{\sigma^2} > 1 \), then we have

\[
p(t, x, 0) := \lim_{y \to 0} p(t, x, y) = 0
\]

Therefore in both cases the behavior of \( p(t, x, y) \) at point \( y = 0 \) violates the regularity condition. To overcome this difficulty, we define a measure \( \rho \) on \( (\mathbb{R}_+, \mathcal{B}(\mathbb{R}_+)) \)
as
\[ \rho(dx) := h(x)dx, \]
where
\[ h(x) = \begin{cases} \frac{2b}{\sigma^2(1 - e^{-at})}, & 0 \leq x \leq \sigma, \\ 1, & x > \sigma. \end{cases} \]

Then the transition density of the CIR process with respect to the new measure \( \rho \) is given by
\[ \tilde{p}(t, x, y) = \frac{p(t, x, y)}{h(y)}, \quad t > 0, \quad x \geq 0, \quad y > 0. \] \hfill (2.7)

Recall that
\[ c \equiv \frac{2a}{\sigma^2(1 - e^{-at})}, \quad u \equiv cxe^{-at}, \]
\[ v \equiv cy, \quad q \equiv \frac{2b}{\sigma^2} - 1. \]

At the point \( y = 0 \) we define
\[ \tilde{p}(t, x, 0) := \lim_{y \to 0} \tilde{p}(t, x, y) = \frac{1}{\Gamma(q + 1)} e^{u - v} \in (0, \infty) \] \hfill (2.8)

From (2.7) we get
\[ 0 \leq \tilde{p}(t, x, y) < \infty, \quad t > 0, \quad x \geq 0, \quad y > 0, \] \hfill (2.9)
since \( h(y) \) and \( p(t, x, y) \) are positive and finite if \( y > 0 \). It follows from (2.8) and (2.9) that \( 0 < \tilde{p}(t, x, y) < \infty \) for all \( (t, x, y) \in (0, \infty) \times \mathbb{R}^2_+ \).

Moreover, the function \( \tilde{p}(t, x, y) \) is continuous on \( (0, \infty) \times (0, \infty) \times (0, \infty) \), which follows from the continuity and positivity of the functions \( h(y) \) and \( p(t, x, y) \) with \( y > 0 \). Next we prove the continuity of \( \tilde{p}(t, x, y) \) at the point \((0,0,t_0)\).

Let \( \delta > 0 \) be sufficiently small. Then for \( |t - t_0| \leq \delta \) and \( 0 \leq x, y \leq \delta \) we have
\[ \begin{align*}
|\tilde{p}(t, x, y) - \tilde{p}(t_0, 0, 0)| & \leq |\tilde{p}(t, x, y) - \tilde{p}(t_0, 0)| + |\tilde{p}(t_0, 0) - \tilde{p}(t_0, 0, 0)| \\
& \leq \frac{|p(t, x, y) - p(t_0, 0)|}{h(y)} + \frac{|p(t_0, 0) - \tilde{p}(t_0, 0)|}{h(y)} + |\tilde{p}(t_0, 0) - \tilde{p}(t_0, 0, 0)|. \hfill (2.10)
\end{align*} \]

By (2.2) and (2.5) we get
\[ \begin{align*}
& \frac{|p(t, x, y) - p(t_0, 0)|}{h(y)} \\
& = \frac{1}{|y|^q} \left| ce^{-u - v} \left( \frac{v}{u} \right)^{\frac{q}{2}} \left( \frac{1}{\Gamma(q + 1)} (uv)^{\frac{q}{2}} + O((uv)^{\frac{q+1}{2}}) \right) - \frac{c}{\Gamma(q + 1)} v^q e^{-u} \right| \\
& = \frac{1}{|y|^q} \left| \frac{ce^{-v}}{\Gamma(q + 1)} (e^{-u} - 1) v^q + O(uv^{q+1}) \right| \\
& \leq \frac{e^{q + 1}}{\Gamma(q + 1)} e^{-v} (e^{-u} - 1) + O(uv). \hfill (2.11)
\end{align*} \]
By (2.3) and (2.8) we have
\[
\left| p(t, 0, y) h(y) - \tilde{p}(t, 0, 0) \right| = \left| \frac{cv^q e^{-v}}{\Gamma(q+1) y^q} - \frac{1}{\Gamma(q+1)} c^{q+1} \right| = \left| \frac{c^{q+1}}{\Gamma(q+1)} (e^{-v} - 1) \right|.
\]
(2.12)

Since \( c \) is a continuous function with respect to the variable \( t \), it follows from (2.8) that
\[
\lim_{t \to t_0} |\tilde{p}(t, 0, 0) - \tilde{p}(t_0, 0, 0)| = 0.
\]
(2.13)

It follows from (2.10), (2.11), (2.12) and (2.13) that
\[
\lim_{(t,x,y) \to (t_0,0,0)} |\tilde{p}(t, x, y) - \tilde{p}(t_0, 0, 0)| = 0.
\]

The continuity at other remaining points can be proved with a similar argument.

Thus \((t, x, y) \mapsto \tilde{p}(t, x, y)\) is a positive continuous function on \((0, \infty) \times \mathbb{R}^2_+\). Therefore the CIR process is regular with respect to the measure \( \rho \).

\[\Box\]

2.3. Positive Harris recurrence. Recall that \((\hat{\Omega}, \hat{\mathcal{F}}, \hat{P}_x, x \in \mathbb{R}_+)\) is the CIR process realized on the canonical path space.

By (2.2) we know that
\[
\hat{P}_x(\hat{X}_t \in A) = \int_A p(t, x, y) dy, \quad \forall A \in \mathcal{B}(\mathbb{R}_+).
\]

According to Proposition (2.2), we know that \((\hat{\Omega}, \hat{\mathcal{F}}, \hat{P}_x, x \in \mathbb{R}_+)\) is a regular Feller process with respect to the measure \( \rho \) defined in (2.6).

**Definition 2.3.** (i) A continuous-time Markov process \( Y \) on the state space \((\mathbb{R}_+, \mathcal{B}(\mathbb{R}_+))\) is said to be **Harris recurrent** if for some \( \sigma \)-finite measure \( \mu \)
\[
P_x \left( \int_0^\infty \mathbf{1}_A(Y_s) ds = \infty \right) = 1,
\]
for any \( x \in \mathbb{R}_+ \) and \( A \in \mathcal{B}(\mathbb{R}_+) \) with \( \mu(A) > 0 \).

(ii) A continuous-time Markov process \( Y \) with state space \((\mathbb{R}_+, \mathcal{B}(\mathbb{R}_+))\) is said to be **uniformly transient** if
\[
\sup_x E_x \left[ \int_0^\infty \mathbf{1}_K(Y_s) ds \right] < \infty \quad \text{(2.14)}
\]
for every compact \( K \subset \mathbb{R}_+ \).

Harris recurrence guarantees the existence of a unique (up to multiplication by a constant) invariant measure for the Markov process (see e.g. [15]). If this invariant measure is finite, then the process is called positive Harris recurrent.

**Lemma 2.4.** The CIR process \((\hat{\Omega}, \hat{\mathcal{F}}, \hat{P}_x, x \in \mathbb{R}_+)\) is not uniformly transient.
Proof. We take $K = [0, M]$ with $M > 0$. Then for any fixed $x \in (0, \infty)$
\[
\hat{E}_x \left[ \int_0^\infty 1_{[0,M]}(\hat{X}_t)dt \right] = \int_0^\infty \hat{E}_x \left[ 1_{[0,M]}(\hat{X}_t) \right] dt = \int_0^M \int_0^\infty p(t,x,y)dydt = \int_0^M dy \int_0^\infty p(t,x,y)dt.
\]
The modified Bessel functions of the first kind have the following asymptotic forms,
for small arguments $0 < r \ll \sqrt{q+1}$, one obtains
\[
I_q(r) \approx \frac{1}{\Gamma(q+1)} \left( \frac{r}{2} \right)^q,
\]
where $\Gamma$ denotes the Gamma function. Let $\epsilon > 0$ be small enough. For any $y \in [\epsilon, M]$ and large enough $t$ we have
\[
p(t,x,y) \approx \frac{c}{\Gamma(q+1)} e^{-cy} (cy)^q
\]
and thus for $y \in [\epsilon, M]$
\[
\int_0^\infty p(t,x,y) = \infty.
\]
It follows that
\[
\hat{E}_x \left[ \int_0^\infty 1_{[0,M]}(\hat{X}_t)dt \right] = \int_0^M dy \int_0^\infty p(t,x,y)dt = \infty.
\]
This proves that the CIR process $(\hat{\Omega}, \hat{F}, \hat{P}_x, x \in \mathbb{R}_+)$ is not uniformly transient. □

Theorem 2.5. The CIR process $(\hat{\Omega}, \hat{F}, \hat{P}_x, x \in \mathbb{R}_+)$ is positive Harris recurrent.

Proof. In Proposition (2.2) we have shown that the CIR process is a regular Feller process with respect to the measure $\rho$ defined in (2.6). It follows from Lemma 2.4 and [14, Theorem 20.17] that the CIR process is Harris recurrent and $\rho$ can be taken as a possible reference measure in place of $\mu$ in the Definition 2.3(i). Due to [14, Theorem 20.18] (see also [18, Theorem 1.3.5]) it is possible to construct a locally finite invariant measure $\mu$ for the CIR process. Furthermore $\mu$ is equivalent to $\rho$ and every $\sigma$-finite, invariant measure for the CIR process agrees with $\mu$ up to a normalization. It was shown in [5] that $\mu$ is a Gamma distribution and has the form
\[
\mu(dy) := \frac{\omega^\nu}{\Gamma(\nu)} y^{\nu-1} e^{-\omega y} dy, \quad y \geq 0,
\]
where $\omega \equiv \frac{2a}{\sigma^2}$ and $\nu \equiv \frac{2h}{\sigma^2}$. Thus the CIR process is positive Harris recurrent. □

Definition 2.6. (i) The tail $\sigma$-field on $\hat{\Omega}$ is defined as $\hat{T} = \bigcap_{t \geq 0} \hat{T}_t$, where $\hat{T}_t = \sigma\{\hat{X}_s : s \geq t\}$.
(ii) A $\sigma$-field $\mathcal{G} \subset \hat{F}$ on $\hat{\Omega}$ is said to be $\hat{P}_\nu$-trivial if $\hat{P}_\nu(A) = 0$ or $\hat{P}_\nu(A) = 1$ for every $A \in \mathcal{G}$, where $\hat{P}_\nu(\cdot) := \int_{\mathbb{R}_+} \hat{P}_x(\cdot) \nu(dx)$ denotes the distribution of the CIR process with initial distribution $\nu$. 
From the positive Harris recurrence of the CIR process we reproduce the following well-known fact.

**Corollary 2.7.** The CIR process \((\hat{\Omega}, \hat{\mathcal{F}}, \hat{P}_x, x \in \mathbb{R}_+)\) is strongly ergodic, meaning that the tail \(\sigma\)-field \(\hat{T}\) of the CIR process is \(\hat{P}_\mu\)-trivial for every \(\mu\).

**Proof.** According to [14, Theorem 20.12] any Harris recurrent Feller process is strongly ergodic. From Theorem 2.5 we know that the CIR process \((\hat{\Omega}, \hat{\mathcal{F}}, \hat{P}_x, x \in \mathbb{R}_+)\) is a strongly ergodic Markov process. \(\square\)

Based on Corollary 2.7, we now apply Birkhoff's ergodic theorem to get an ergodicity result for a transformation of the CIR process, which will be applied the next section to calibrate parameters of a credit migration model.

Let us first recall Birkhoff’s ergodic Theorem (see e.g. [14, Theorem 10.6]). Let \((S, S)\) be a measurable space and \(\xi\) be a random element in \(S\) with distribution \(\mu\), and let \(T\) be a \(\mu\)-preserving map on \(S\) with invariant \(\sigma\)-field \(I := \{A \in S : T^{-1}A = A\}\) and let \(I_\xi := \{\xi^{-1}A : A \in I\}\). Then for any measurable function \(f \geq 0\) on \(S\),

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} f(T^k \xi) \to E[f(\xi)|I_\xi] \quad \text{a.s.}
\]

The same convergence holds in \(L^p\) for some \(p \geq 1\) when \(f \in L^p(\mu)\).

We now consider the canonical CIR process \((\hat{\Omega}, \hat{\mathcal{F}}, \hat{P}_x, x \in \mathbb{R}_+)\) which is previous constructed in this section. Recall that the measure \(\mu\) defined in (2.15) is the unique invariant probability measure for the CIR process. Suppose that \(g : \mathbb{R}_+ \to \mathbb{R}\) is a continuous function. We define a random sequence \(\xi : (\hat{\Omega}, \hat{\mathcal{F}}, \hat{P}_\mu) \to \mathbb{R}^\infty\) by

\[
\xi(\hat{\omega}) := \left( \int_0^1 g(\hat{X}_s)(\hat{\omega}) ds, \int_1^2 g(\hat{X}_s)(\hat{\omega}) ds, \cdots \right)
\]

The shift operator \(\theta : \mathbb{R}^\infty \to \mathbb{R}^\infty\) is defined as

\[
\theta(x_0, x_1, x_2, x_3, \cdots) := (x_1, x_2, x_3, \cdots)
\]

for \(x = (x_0, x_1, x_2, \cdots)\) and the invariant \(\sigma\)-field \(I\) on \(\mathbb{R}^\infty\) generated by the shift operator \(\theta\) is given by

\[
I := \{A \in \mathcal{B}(\mathbb{R}^\infty) : \theta^{-1}A = A\}.
\]

**Lemma 2.8.** Suppose that \(g : \mathbb{R}_+ \to \mathbb{R}\) is continuous and \(f : \mathbb{R} \to \mathbb{R}_+\) is measurable. Then we have

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{j=0}^{N-1} f\left( \int_j^{j+1} g(\hat{X}_s)(\hat{\omega}) ds \right) = \hat{E}_\mu \left[ f\left( \int_0^{1} g(\hat{X}_s) ds \right) | I_\xi \right]
\]

for \(\hat{P}_\mu\)-almost all \(\hat{\omega} \in \hat{\Omega}\), where \(I_\xi := \{\xi^{-1}A : A \in I\}\).
Proof. Since the initial distribution $\mu$ is an invariant measure for the CIR process $\hat{X}_1 \sim \mu$.

It follows now from homogeneous Markov property that the random sequence $\xi$ is stationary, i.e.

$$\theta^t \xi \overset{d}{=} \xi.$$ 

According to Birkhoff’s ergodic Theorem, for any measurable function $h \geq 0$ on $(\mathbb{R}^\infty, \mathcal{B}(\mathbb{R}^\infty))$,

$$\frac{1}{N} \sum_{i=0}^{N-1} h(\theta^i \xi) \to \hat{E}_\mu[h(\xi)|\mathcal{I}_\xi] \quad \text{a.s.}$$

where $\mathcal{I}_\xi := \xi^{-1} \mathcal{I}$ and $\mathcal{I}$ is the invariant $\sigma$-field on $\mathbb{R}^\infty$ generated by the shift operator $\theta$. Especially, if we take $h(x) := f(x_0)$ for $x = (x_0, x_1, x_2, \ldots) \in \mathbb{R}^\infty$, then we get

$$\lim_{N \to \infty} \frac{1}{N} \sum_{j=0}^{N-1} f\left( \int_j^{j+1} g(\hat{X}_s)(\hat{\omega}) ds \right) = \hat{E}_\mu\left[ f\left( \int_0^1 g(\hat{X}_s)ds \right) \bigg| \mathcal{I}_\xi \right]$$

for $\hat{P}_\mu$-almost all $\hat{\omega} \in \hat{\Omega}$. \hfill \qed

**Lemma 2.9.** The invariant $\sigma$-field $\mathcal{I}_\xi$ of $\xi$ is $\hat{P}_\mu$-trivial, namely

$$\hat{P}_\mu(A) = 0 \text{ or } \hat{P}_\mu(A) = 1 \text{ for every } A \in \mathcal{I}_\xi.$$ 

**Proof.** Since $\hat{X}_t$ is continuous and $g : \mathbb{R}^+ \to \mathbb{R}$ is continuous, thus

$$\sigma(\xi_j) = \sigma\left( \int_j^{j+1} g(\hat{X}_s)ds \right) \subset \sigma\{ \hat{X}(s) : j \leq s \leq j+1 \}.$$ 

Thus the tail $\sigma$-field of the random sequence $\xi$ is contained in the tail $\sigma$-field $\mathcal{T}$ of the CIR process $\hat{X}_t$, where $\mathcal{T} = \cap_{t \geq 0} \mathcal{T}_t$ and $\mathcal{T}_t = \sigma\{ \hat{X}_s : s \geq t \}$. Because the invariant $\sigma$-field of the random sequence $\xi$ is contained in the tail $\sigma$-field of $\xi$, we get $\mathcal{I}_\xi \subset \mathcal{T}$. According to Corollary 2.7, the tail $\sigma$-field $\mathcal{T}$ of the CIR process $\hat{X}_t$ is $\hat{P}_\mu$-trivial, it follows that $\mathcal{I}_\xi$ is also $\hat{P}_\mu$-trivial. \hfill \qed

**Theorem 2.10.** Suppose that $g : \mathbb{R}^+ \to \mathbb{R}$ is continuous and $f : \mathbb{R} \to \mathbb{R}^+$ is measurable. Then for any $x \in \mathbb{R}^+$ we have

$$\lim_{N \to \infty} \frac{1}{N} \sum_{j=0}^{N-1} f\left( \int_j^{j+1} g(\hat{X}_s)(\hat{\omega}) ds \right) = \hat{E}_\mu\left[ f\left( \int_0^1 g(\hat{X}_s)(\hat{\omega}) ds \right) \bigg| \mathcal{I}_\xi \right]$$

for $\hat{P}_\mu$-almost all $\hat{\omega} \in \hat{\Omega}$, where $\mu$ is given (2.15) and is the unique invariant probability measure for the CIR process.

**Proof.** Since $\mathcal{I}_\xi$ is $\hat{P}_\mu$-trivial, the conditional expectation

$$\hat{E}_\mu\left[ f\left( \int_0^1 g(\hat{X}_s)ds \right) \bigg| \mathcal{I}_\xi \right]$$
is a constant and equals
\[ \hat{E}_\mu \left[ f \left( \int_0^1 g(\hat{X}_s) ds \right) \right]. \]
From Lemma 2.8 we get
\[ \lim_{N \to \infty} \frac{1}{N} \sum_{j=0}^{N-1} f \left( \int_j^{j+1} g(\hat{X}_s)(\omega) ds \right) = \hat{E}_\mu \left[ f \left( \int_0^1 g(\hat{X}_s) ds \right) \right], \quad (2.16) \]
where the convergence in (2.16) holds for \( \hat{P}_\mu \)-almost all \( \hat{\omega} \in \hat{\Omega} \). If we set
\[ N := \{ \hat{\omega} \in \hat{\Omega} : \text{the convergence in (2.16) fails for } \hat{\omega} \}, \]
then
\[ \hat{P}_\mu(N) = \int_{\hat{\Omega}} \hat{P}_\mu(N) \mu(dx) = 0, \]
which implies \( \hat{P}_\mu(N) = 0 \) for \( \mu \)-almost all \( x \in \mathbb{R}_+ \). For any \( x \in \mathbb{R}_+ \), by the Markov property, it holds
\[
\hat{P}_\mu(N) = \hat{E}_x[1_N] = \hat{E}_x[\hat{P}_\mu(N) \theta^{-1}(N)] = \int_0^\infty \hat{P}_y(N) p(1, x, y) dy = 0,
\]
where \( p(t, x, y) \) denotes the transition density function of the CIR process. In the above calculation we have used the fact that \( \theta^{-1}(N) = N \), namely the pre-image of \( N \) under the shift operator \( \theta \) is still \( N \). Thus we have proved that the convergence in (2.16) holds for \( \hat{P}_\mu \)-almost all \( \hat{\omega} \in \hat{\Omega} \). \( \square \)

3. Application in one Credit Migration Model

In this section we show a simple application of Theorem 2.10 in calibration of the parameters in one credit migration model. We should remark that the results presented in this section have been derived in [17] with a different method. Their method is very analytical and relies very much on the affine structure of the CIR process. In contrast to [17] our method is more probabilistic and can be extended to more general models.

We consider a simpler version of the credit migration model of Hurd and Kuznetsov [11]. Consider the finite state space \( \{1, 2, \cdots, 8\} \), which can be identified with Moody’s rating classes via the mapping:
\[ \{1, 2, \cdots, 8\} \leftrightarrow \{\text{AAA, AA, A, } \cdots, \text{default}\}. \]
The credit migration matrix \( P(s, t), 0 \leq s \leq t \), is a stochastic \( 8 \times 8 \) matrix and describes all possible transition probabilities between rating classes from time \( s \) to time \( t \), namely
\[ P(s, t) = \left( p_{ij}(s, t) \right)_{1 \leq i, j \leq 8}, \]
where \( p_{ij}(s, t) \) represents the transition probability from state \( i \) to state \( j \) from time \( s \) to time \( t \). The last column of the migration matrix \( P(s, t) \) represents
probabilities of Default. It was assumed in [11] that the migration matrix $P(s, t)$ is given by

$$P(s, t) = \exp \left( \left( \int_s^t X_r dr \right) \cdot \hat{P} \right),$$

where $\hat{P}$ is a $8 \times 8$ constant matrix and $X_t$ is a CIR process with long-term average 1, namely $X_t$ satisfies

$$X_t = X_0 + \int_0^t a(1 - X_s)ds + \int_0^t \sigma \sqrt{X_s}dW_s, \quad t \geq 0.$$

The matrix $\hat{P}$ is called the generator matrix. Thus the dynamics of the migration matrix is determined by two factors: the generator $\hat{P}$ and the CIR process $X_t$.

A natural question is how to calibrate the parameters of the above credit migration model. More precisely, how can one determine the generator matrix $\hat{P}$ and the parameters $a, b, \sigma$ of the CIR process?

Among many other things, this problem was considered by [17] and they presented the following way to calibrate the parameters of the above model, with extra assumptions on the generator matrix $\hat{P}$. The starting point is the Moody-matrix $P_{Moody}$, which is derived by Moody as the historical average of one year migration matrix, based on the historical data from 1920 to 1996. The logarithm matrix of $P_{Moody}$ is given by

$$\hat{P}_{Moody} := \log(P_{Moody}) = \log(id - (id - P_{Moody})) = -\sum_{j=1}^{\infty} \frac{1}{j} (id - P_{Moody})^j. \quad (3.2)$$

According to [13, Theorem 2.2], the right-hand side in (3.2) converges and thus $\hat{P}_{Moody}$ is well-defined and

$$\exp(\hat{P}_{Moody}) = P_{Moody}.$$ 

It was indicated by [17] that $\hat{P}_{Moody}$ is diagonalizable and thus can be written as

$$\hat{P}_{Moody} = G \cdot (-\hat{D}_{Moody,ii}) \cdot G^{-1}, \quad (3.3)$$

where $\hat{D}_{Moody,ii}$ is a diagonal matrix and $G = (g_{ik})_{1 \leq j, k \leq 8}$ is a matrix whose columns are the corresponding eigenvectors of $\hat{P}_{Moody}$. Thus we get

$$P_{Moody} = G \cdot (e^{-\hat{D}_{Moody,ii}}) \cdot G^{-1}.$$ 

Instead of finding a full $8 \times 8$ generator matrix, it was proposed in [17] to seek the generator matrix in the form

$$\hat{P} = G \cdot (-\hat{D}) \cdot G^{-1},$$

where $\hat{D} = (\hat{D}_{ii})$ is a diagonal matrix with diagonal elements $\hat{D}_{ii} \geq 0$ and $G$ is given in (3.3).
According to (3.1) the migration matrix from time \( j \) to \( j + 1 \), \( j = 0, 1, 2, \cdots \) is given by
\[
P(j, j + 1) = \exp \left( \left( \int_j^{j+1} X_s ds \right) \cdot \hat{P} \right)
\]
\[
= G \cdot \left( e^{-\hat{D}_{jj+1} X_s ds} \right) \cdot G^{-1}
\]
\[
= \begin{pmatrix}
0 & \cdots & 0 \\
0 & \ddots & \vdots \\
\vdots & \ddots & 0 \\
0 & \cdots & e^{-\hat{D}_{ss} X_s ds}
\end{pmatrix} \cdot G^{-1}.
\]
Thus the Cesàro average \( \frac{1}{N} \sum_{j=0}^{N-1} P(j, j + 1) \) equals
\[
G \cdot \begin{pmatrix}
\frac{1}{N} \sum_{j=0}^{N-1} e^{-\hat{D}_{jj+1} X_s ds} & 0 & \cdots & 0 \\
0 & \ddots & \vdots \\
\vdots & \ddots & 0 \\
0 & \cdots & \frac{1}{N} \sum_{j=0}^{N-1} e^{-\hat{D}_{ss} X_s ds}
\end{pmatrix} \cdot G^{-1}. \quad (3.4)
\]
For each \( 1 \leq i \leq 8 \) by taking \( g(x) = \hat{D}_{ii} x \) and \( f(x) = e^{-x} \) in Theorem 2.10 of last section we get
\[
\lim_{N \to \infty} \frac{1}{N} \sum_{j=0}^{N-1} e^{-\hat{D}_{ii} f_{j+1} X_s ds} = E_{\mu} \left[ e^{-\hat{D}_{ii} f_{0} X_s ds} \right] \quad (3.5)
\]
and the convergence in (3.5) holds almost surely. Since each term under the limit sign on the left hand side of (3.5) is bounded, by dominated convergence theorem, the convergence in (3.5) holds also in \( L^p \) for any \( p \geq 1 \). We should remark that the \( L^2 \) convergence in (3.5) was obtained in [17] with a different method. Our method used here is more probabilistic and provides us with a stronger convergence in (3.5).

Since the Laplace transform of \( \int_0^1 X_s ds \) is well-known (for example, see [3, Lemma 2]), we get
\[
E_x \left[ e^{-\hat{D}_{ii} f_{0} X_s ds} \right] = e^{aA(0, \hat{D}_{ii}, 1) + x} B(0, \hat{D}_{ii}, 1)
\]
with deterministic functions
\[
B(\lambda, u, t) := -\lambda(h - a + (h + a)e^{-ht} + 2u(1 - e^{-ht}))
\]
\[
\sigma^2 \lambda(1 - e^{-ht}) + h + a + (h - a)e^{-ht}
\]
\[ A(\lambda, u, t) := \frac{2}{\sigma^2} \log \left( \frac{2h e^{(\alpha-h)t}}{\sigma^2 \lambda (1 - e^{-ht}) + h + a + (h-a)e^{-ht}} \right) \]

and \( h := \sqrt{a + 2u \sigma^2} \). Therefore

\[ E_\mu \left[ e^{-\hat{D}_{ii}} \int_0^1 X_s ds \right] = \int_0^\infty E_x \left[ e^{-\hat{D}_{ii}} f_0^1 X_s ds \right] \mu(dx) \]

\[ = \int_0^\infty e^{aA(0,\hat{D}_{ii},1)+x\cdot B(0,\hat{D}_{ii},1)} \frac{\omega'^\nu}{\Gamma(\nu)} x^{\nu-1} e^{-\omega x} dx \]

\[ = e^{a\hat{D}_{ii}A(0,\hat{D}_{ii},1)} \left( \frac{2a}{2a - \sigma^2 \hat{D}_{ii} B(0,\hat{D}_{ii},1)} \right)^{\frac{2}{\nu}}. \] (3.6)

On the other hand \( P_{\text{Moody}} \) is the historical average of one year migration matrix and thus it is reasonable to assume that

\[ P_{\text{Moody}} = \lim_{N \to \infty} \frac{1}{N} \sum_{j=0}^{N-1} P(j, j + 1), \] (3.7)

if the limit on the right-hand side exists.

It now follows from (3.4), (3.5), (3.6) and (3.7) that

\[ -\hat{D}_{\text{Moody},ii} = a\hat{D}_{ii}A(0,\hat{D}_{ii},1) + \frac{2a}{\sigma^2} \log \left( \frac{2a}{2a - \sigma^2 \hat{D}_{ii} B(0,\hat{D}_{ii},1)} \right) \] (3.8)

for each \( 1 \leq i \leq 8 \).

To get more equations for the unknown parameters, we consider the probability of rating downgrade from level A to the level BBB within time \( j \) and \( j + 1 \), which is given by:

\[ p_{3,4}(j, j + 1) := \sum_{k=1}^{8} g_{3k} \cdot e^{-\hat{D}_{kk}} f_{j+1}^j X_s ds \cdot g_{k,4} \] (3.9)

where \((g_{ik})_{1 \leq i,k \leq 8}\) is the inverse of the matrix \( G \). Similar to (3.5) we know that as \( N \to \infty \)

\[ \frac{1}{N} \sum_{j=0}^{N-1} p_{3,4}(j, j + 1) \]

converges almost surely to a constant, denoted by \( E_{3,4,\infty} \), and we have

\[ E_{3,4,\infty} = \sum_{k=1}^{8} g_{3k} e^{a\hat{D}_{kk}A(0,\hat{D}_{kk},1)} \left( \frac{2a}{2a - \sigma^2 \hat{D}_{kk} B(0,\hat{D}_{kk},1)} \right)^{\frac{2}{\nu}} g_{k,4} \].

Define the ergodic variation

\[ V_{3,4,\infty} := \lim_{N \to \infty} \frac{1}{N} \sum_{j=0}^{N-1} \left( p_{3,4}(j, j + 1) - E_{3,4,\infty} \right)^2 \] (3.10)

\[ = \lim_{N \to \infty} \frac{1}{N} \sum_{j=0}^{N-1} p_{3,4}^2(j, j + 1) - E_{3,4,\infty}^2. \]
Since
\[ p_{3,4}^2(j, j + 1) = \sum_{i,k=1}^{8} g_{3i} g_{3k} e^{-(\hat{D}_{ii} + \hat{D}_{kk}) j_{j+1}^{j+1}} \int_{j}^{j+1} X_{s} ds \cdot g_{i}^{4} g_{k}^{4}, \]
it follows again from Theorem 2.10 that
\[ \lim_{N \to \infty} \frac{1}{N} \sum_{j=0}^{N-1} p_{3,4}^2(j, j + 1) = \sum_{i,k=1}^{8} g_{3i} g_{3k} e^{(\hat{D}_{ii} + \hat{D}_{kk})aA(0, \hat{D}_{ii} + \hat{D}_{kk}, 1)} \left( \frac{2a}{2a - \sigma^2 (D_{ii} + D_{kk})B(0, \hat{D}_{ii} + \hat{D}_{kk}, 1)} \right) \frac{2a}{\sigma^2} g_{i}^{4} g_{k}^{4}. \]

Thus we get
\[ V_{P,3,4,\infty} = \sum_{i,k=1}^{8} g_{3i} g_{3k} e^{(\hat{D}_{ii} + \hat{D}_{kk})bA(0, \hat{D}_{ii} + \hat{D}_{kk}, 1)}, \]
\[ \left( \frac{2a}{2a - \sigma^2 (\hat{D}_{ii} + \hat{D}_{kk})B(0, \hat{D}_{ii} + \hat{D}_{kk}, 1)} \right) \frac{2a}{\sigma^2} g_{i}^{4} g_{k}^{4}, \]
\[ \sum_{i,k=1}^{8} g_{3i} g_{3k} e^{(\hat{D}_{ii},bA(0, \hat{D}_{ii}, 1)} + \hat{D}_{kk}bA(0, \hat{D}_{kk}, 1)} \]
\[ \left( \frac{2a}{2a - \sigma^2 \hat{D}_{ii}B(0, \hat{D}_{ii}, 1)} \right) \frac{2a}{\sigma^2} g_{i}^{4} g_{k}^{4}. \]

(3.11)

Based on the historical data from 1920 to 1996 Moody also gave the standard variation of one year transition probabilities between different rating classes. For example the standard variation of the one year transition probability from rating class A to BBB is 0.053. We could approximately assume that this value coincides with the square of the ergodic variation defined in (3.10), namely
\[ V_{3,4,\infty} = (0.053)^2. \]

(3.12)

Summarizing (3.8), (3.11) and (3.12) we get 9 equations for 10 unknown parameters. By fitting Moody’s standard variation of one year transition probability of another rating transition we will get an extra equation. Thus all parameters of this migration matrix model can be uniquely determined by solving the 10 equations we have derived.

**Appendix A. Computing the Transition Density Function of the CIR Process via Squared Bessel Processes**

For the reader’s convenience we briefly explain how to compute the transition density function of the CIR process via squared Bessel processes. For full details the readers are referred to [9, 19].
Definition A.1. For every $\delta \geq 0$ and $x_0 \geq 0$ the unique strong solution to the equation
\[ X_t = x_0 + \delta t + 2 \int_0^t \sqrt{X_s} dB_s \] (A.1)
is called the square of a $\delta$-dimensional Bessel process started at $x_0$ and is denoted by $\text{BESQ}_x$.

Remark A.2. The number $\delta$ is called the dimension of $\text{BESQ}_x$, since a $\text{BESQ}_x$ process $X_t$ can be represented by the square of the Euclidean norm of $\delta$-dimensional Brownian motion $B_t$: $X_t = |B_t|^2$.

Definition A.3. The square root of $\text{BESQ}_x$, $\delta \geq 0, y \geq 0$ is called the Bessel process of dimension $\delta$ started at $y$ and is denoted by $\text{BES}_x$.

We recall that a CIR process is the unique solution to the following SDE
\[
\begin{cases}
dX_t = (b - aX_t)dt + \sigma \sqrt{X_t} dW_t, & t \geq 0, \\
X_0 = x_0 \geq 0,
\end{cases}
\] (A.2)
where $a, b, \sigma$ are positive constants and $W_t$ is a 1-dimensional Brownian motion. The CIR process (A.2) can be represented as
\[ X_t = e^{-at}Y \left( \frac{\sigma^2}{4a} \left( e^{at} - 1 \right) \right), \]
where $Y$ is a squared Bessel process with dimension $\delta = \frac{a}{\sigma^2}$ started at $x_0$. This relation is used by Delbaen and Shirakawa [6] and Szatzschneider [20].

For $\delta > 0$, the transition density for $\text{BESQ}_x$ is equal to
\[ q^\delta_t(x, y) = \frac{1}{2t} \left( \frac{y}{x} \right)^{\frac{\nu}{2}} \exp \left\{ -\frac{x + y}{2t} \right\} I_{\nu} \left( \frac{\sqrt{xy}}{t} \right), \]
where $t > 0, x > 0, \nu \equiv \frac{\delta}{2} - 1$ and $I_{\nu}$ is the modified Bessel function of the first kind of index $\nu$, see e.g. [19]. Thus it is easy to see that the transition density of CIR process is given by (2.2).
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