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GENERAL PRODUCT FORMULA OF MULTIPLE INTEGRALS OF LÉVY PROCESS

NISHANT AGRAWAL, YAOZHONG HU, AND NEHA SHARMA*

ABSTRACT. We derive a product formula for finitely many multiple stochastic integrals of Lévy process, expressed in terms of the associated Poisson random measure. The formula is compact. The proof is short and uses the exponential vectors and polarization techniques.

1. Introduction

Stochastic analysis of nonlinear functionals of Lévy processes (including Brownian motion and Poisson process) have been studied extensively and found many applications. There have been already many standard books on this topic [1, 7, 8]. In the analysis of nonlinear Wiener (Brownian) functional the Wiener-Itô chaos expansion to expand a nonlinear functional of Brownian motion into the sum of multiple Wiener-Itô integrals is a fundamental contribution to the field. The product formula to express the product of two (or more) multiple integrals as linear combinations of some other multiple integrals is one of the important tools ([2]). It plays an important role in stochastic analysis, e.g. Malliavin calculus ([2, 6]).

The product formula for two multiple integrals of Brownian motion is known since the work of [9, Section 4] and the general product formula can be found for instance in [2, chapter 5]. In this paper we give a general formula for the product of \( m \) multiple integrals of the Poisson random measure associated with (purely jump) Lévy process. The formula is in a compact form and it reduced to the Shigekawa’s formula when \( m = 2 \) and when the Lévy process is reduced to Brownian motion.

When \( m = 2 \) a similar formula was obtained in [3], where the multiple integrals is with respect to the Lévy process itself (ours is with respect to the associated Poisson random measure which has better properties). To obtain their formula in [3] Lee and Shih use white noise analysis framework. In this work, we only use the classical framework in hope that this work is accessible to a different spectrum of readers.

The product formula for multiple Wiener-Itô integrals of the Brownian motion plays an important role in many applications such as in U-statistics [4]. We hope similar things may happen. But we are not pursuing this goal in the current paper. Our formula is for purely jump Lévy process. It can be combined with the...
Let \( T > 0 \) be a positive number and let \( \{ \eta(t) = \eta(t, \omega), 0 \leq t \leq T \} \) be a Lévy process on some probability space \((\Omega, \mathcal{F}, \mathbb{P})\) with filtration \( \{ \mathcal{F}_t, 0 \leq t \leq T \} \) satisfying the usual condition. This means that \( \{ \eta(t) \} \) has independent and stationary increment and the sample path is right continuous with left limit. Without loss of generality, we assume \( \eta(0) = 0 \). If the process \( \eta(t) \) has all moments for any time index \( t \), then presumably, one can use the polynomials of the process to approximate any nonlinear functional of the process \( \{ \eta(t), 0 \leq t \leq T \} \). However, it is more convenient to use the associated Poisson random measure to carry out the stochastic analysis of these nonlinear functionals.

The jump of the process \( \eta \) at time \( t \) is defined by

\[
\Delta \eta(t) := \eta(t) - \eta(t^-) \quad \text{if} \quad \Delta \eta(t) \neq 0.
\]

Denote \( \mathbb{R}_0 := \mathbb{R} \setminus \{0\} \) and let \( \mathcal{B}(\mathbb{R}_0) \) be the Borel \( \sigma \)-algebra generated by the family of all Borel subsets \( U \subset \mathbb{R} \), such that \( \hat{U} \subset \mathbb{R}_0 \). If \( U \in \mathcal{B}(\mathbb{R}_0) \) with \( \hat{U} \subset \mathbb{R}_0 \) and \( t > 0 \), we then define the Poisson random measure \( N : [0, T] \times \mathcal{B}(\mathbb{R}_0) \times \Omega \rightarrow \mathbb{R} \), associated with the Lévy process \( \eta \) by

\[
N(t, U) := \sum_{0 \leq s \leq t} \chi_U(\Delta \eta(s)),
\]

where \( \chi_U \) is the indicator function of \( U \). The associated Lévy measure \( \nu \) of \( \eta \) is defined by

\[
\nu(U) := \mathbb{E}[N(1, U)]
\]

and the compensated jump measure \( \hat{N} \) is defined by

\[
\hat{N}(dt, dz) := N(dt, dz) - \nu(dz)dt.
\]

The stochastic integral \( \int_{\eta} f(s, z) \hat{N}(ds, dz) \) is well-defined for a predictable process \( f(s, z) \) such that \( \int_{\eta} \mathbb{E}|f(s, z)|^2 \nu(dz)ds < \infty \), where and throughout this paper we use \( T \) to represent the domain \([0, T] \times \mathbb{R}_0\) to simplify notation.

Let

\[
\mathcal{L}_{\text{sym}} := (L^2(\mathbb{T}, \lambda \times \nu))^\otimes n \subseteq L^2(\mathbb{T}^n, (\lambda \times \nu)^n)
\]

be the space of symmetric, deterministic real functions \( f \) such that

\[
\|f\|_{\mathcal{L}_{\text{sym}}}^2 := \int_{\mathbb{T}^n} f^2(t_1, z_1, \cdots, t_n, z_n)dt_1 \nu(dz_1) \cdots dt_n \nu(dz_n) < \infty,
\]

where \( \lambda(dt) = dt \) is the Lebesgue measure. In the above the symmetry means that

\[
(t_1, z_1, \cdots, t_i, z_i, \cdots, t_j, z_j, \cdots, t_n, z_n) = f(t_1, z_1, \cdots, t_j, z_j, \cdots, t_i, z_i, \cdots, t_n, z_n)
\]

is valid for any \( i \neq j \).
for all $1 \leq i < j \leq n$. For any $f \in \hat{L}^{2,n}$ the multiple Wiener-Itô integral
\[ I_n(f) := \int_{\mathbb{T}^n} f(t_1, z_1, \ldots, t_n, z_n) \tilde{N}(dt_1, dz_1) \cdots \tilde{N}(dt_n, dz_n) \] (2.4)
is well-defined. The importance of the introduction of the associated Poisson measure and the multiple Wiener-Itô integrals are in the following theorem which means that any square integrable nonlinear functional $F$ of the Lévy process $\eta$ can be expanded as sum of multiple Wiener-Itô integrals.

**Theorem 2.1 (Wiener-Itô chaos expansion for Lévy process).** Let $\mathcal{F}_T = \sigma(\eta(t), 0 \leq t \leq T)$ be the $\sigma$-algebra generated by the Lévy process $\eta$.

Let $F \in L^2(\Omega, \mathcal{F}_T, P)$ be an $\mathcal{F}_T$ measurable square integrable random variable. Then $F$ admits the following chaos expansion:
\[ F = \sum_{n=0}^{\infty} I_n(f_n), \] (2.5)
where $f_n \in \hat{L}^{2,n}, n = 1, 2, \ldots$ and where we denote $I_0(f_0) := f_0 = E(F)$. Moreover, we have
\[ \|F\|_{L^2(P)}^2 = \sum_{n=0}^{\infty} n! \|f_n\|_{L^{2,n}}^2. \] (2.6)

This chaos expansion theorem is one of the fundamental results in stochastic analysis of Lévy processes. It has been widely studied in particular when $\eta$ is the Brownian motion (Wiener process). We refer to [2], [6], [7] and references therein for further reading.

To state our main result of this paper, we need some notation. Fix a positive integer $m \geq 2$. Denote
\[ \Upsilon = \Upsilon_m = \{i = (i_1, \ldots, i_\alpha), \; \alpha = 2, \ldots, m, \; 1 \leq i_1 < \cdots < i_\alpha \leq m\} \] (2.7)
where $\alpha = |i|$ is the length of the multi-index $i$ (we shall use $\alpha, \beta$ to denote a natural number). It is easy to see that the cardinality of $\Upsilon$ is $\kappa_m := 2^m - 1 - m$.

Denote $\mathbf{i} = (i_1, \ldots, i_{\kappa_m})$, which is an unordered list of the elements of $\Upsilon$, where $\mathbf{i}_\beta \in \Upsilon$. We use $\mathbf{i} = (i_1, \ldots, i_{\kappa_m})$ to denote a multi-index of length $\kappa_m$ associated with $\Upsilon$, where $l_\alpha, 1 \leq \alpha \leq \kappa_m$ are nonnegative integers. $\mathbf{i}$ can be regarded as a function from $\Upsilon$ to $\mathbb{Z}_+ = \{0, 1, 2, \ldots\}$. Denote
\[ \Omega = \left\{ \mathbf{i}, \mathbf{n} : \Upsilon \rightarrow \mathbb{Z}_+ \right\} \quad \text{and for any } \mathbf{i}, \mathbf{n} \in \Omega, \]
\[ \chi(k, \mathbf{i}, \mathbf{n}) = \sum_{1 \leq \alpha \leq \kappa_m} \left[ l_\alpha \chi (\mathbf{i}_\alpha \text{ contains } k) + n_\alpha \chi (\mathbf{i}_\alpha \text{ contains } k) \right]. \] (2.8)
The above $\chi$ on the right hand side refers to the indicate function. Denote $\chi(\mathbf{i}, \mathbf{n}) = (\chi(1, \mathbf{i}, \mathbf{n}), \ldots, \chi(m, \mathbf{i}, \mathbf{n}))$. The conventional notations such as $|\mathbf{i}| = l_{i_1} + \cdots + l_{i_{\kappa_m}}$; $\mathbf{i}! = l_{i_1}! \cdots l_{i_{\kappa_m}}!$ and so on are in use. Notice that we use $l_\mathbf{i}$ instead of $l_1$ to emphasize that the $l_{i_1}$ corresponds to $i_1$. For $\mathbf{i} = (i_1, \ldots, i_\alpha), \mathbf{j} = (j_1, \ldots, j_\beta) \in \Upsilon$,
and non-negative integers \( \mu \) and \( \nu \) denote
\[
\hat{\otimes}^\mu_i (f_1, \ldots, f_m) = \int_{([0,T] \times \mathbb{R}_0)^n} f_i ((s_1, z_1), \ldots, (s_\mu, z_\mu), \ldots) \hat{\otimes} \ldots \\
\hat{\otimes} f_{i_\mu} ((s_1, z_1), \ldots, (s_\mu, z_\mu), \ldots) ds_\mu \nu(dz_\mu) \\
ds_\mu \nu(dz_\mu) f_1 \hat{\otimes} \ldots \hat{\otimes} f_{i_\mu} \hat{\otimes} \ldots \hat{\otimes} f_m, 
\]
(2.9)
and
\[
V_1^\nu (f_1, \ldots, f_m) = f_{j_1} ((s_1, z_1), \ldots, (s_\nu, z_\nu), \ldots) \hat{\otimes} \ldots \\
\hat{\otimes} f_{j_\nu} ((s_1, z_1), \ldots, (s_\nu, z_\nu), \ldots) f_1 \hat{\otimes} \ldots \hat{\otimes} f_{j_1} \hat{\otimes} \ldots \hat{\otimes} f_m, 
\]
(2.10)
where \( \hat{\otimes} \) denotes the symmetric tensor product and \( f_{j_1} \) means that the function \( f_{j_1} \) is removed from the list. Let us emphasize that both \( \hat{\otimes}^\mu_i \) and \( V_1^\nu \) are well-defined when the lengths of \( i \) and \( j \) are one. However, we shall not use \( \hat{\otimes}^\mu_i \) when \( |j| = 1 \) and when \( |j| = 1, V_1^\nu (f_1, \ldots, f_m) = f_1 \hat{\otimes} \ldots \hat{\otimes} f_m \) (namely, the identity operator).

For any two elements \( \vec{l} = (l_1, \ldots, l_{\nu_m}) \) and \( \vec{n} = (\mu_j, \ldots, \mu_{\mu_m}) \) in \( \Omega \), denote
\[
\hat{\otimes}_{\vec{l}}^\nu = \hat{\otimes}^{l_1, \ldots, l_{\nu_m}} = \hat{\otimes}^{l_1, \ldots, l_{\mu_m}} \\
V_{\vec{j}}^\vec{n} = V_{j_1, \ldots, j_{\mu_m}}^{\mu_1, \ldots, \mu_{\mu_m}} = V_{j_1, \ldots, j_{\mu_m}}^{\mu_1, \ldots, \mu_{\mu_m}}. 
\]
(2.11)
Now we can state the main result of the paper.

**Theorem 2.2.** Let \( q_1, \ldots, q_m \) be positive integers greater than or equal to 1. Let
\[
f_k \in \left( L^2 ([0,T] \times \mathbb{R}_0, dt \otimes \nu(dz)) \right)^{\otimes q_k}, \quad k = 1, \ldots, m. 
\]
Then
\[
\prod_{k=1}^m I_{q_k}(f_k) = \sum_{\vec{l}, \vec{n} \in \Omega} \frac{\prod_{\alpha=1}^{\nu_m} l_\alpha! \prod_{\beta=1}^{\mu_m} \mu_\beta! \prod_{k=1}^m (q_k - \chi(k, \vec{l}, \vec{n}))!}{\chi(1, \vec{l}, \vec{n}) \leq q_1} \cdot \chi(\nu, \vec{l}, \vec{n}) \leq q_m \cdot I_{|\vec{q}|+|\vec{n}|-|\chi(\vec{l}, \vec{n})|} (\hat{\otimes}_{\vec{l}, \ldots, \vec{n}}^{l_1, \ldots, l_{\nu_m}} \hat{\otimes} V_{j_1, \ldots, j_{\mu_m}}^{\mu_1, \ldots, \mu_{\mu_m}} (f_1, \ldots, f_m)), 
\]
(2.12)
where we recall
\[
|\vec{q}| = q_1 + \cdots + q_m \quad \text{and} \quad |\chi(\vec{l}, \vec{n})| = \chi(1, \vec{l}, \vec{n}) + \cdots + \chi(\nu, \vec{l}, \vec{n}).
\]

**Remark 2.3.** The above formula looks sophisticated and it may be understood in the following manner. There are two types of contraction operation involved in the above formula. The first one is the integration contraction: we choose certain subset of functions \( f_{i_1}, \ldots, f_{i_\alpha} \) and we choose \( \mu \) variables (throughout the paper for simplicity we call a pair \( (s, z) \) as one variable) in each of these chosen functions and set them to be the same: \( (s_1, z_1), \ldots, (s_\mu, z_\mu) \) and we integrate with respect to these variables (with respect to the product measure of \( dsv(dz) \)) as in (2.9). The second one is the simple contraction without integration: we also choose certain
subset of functions $f_{j_1}, \cdots, f_{j_q}$ and let $\nu$ variables in all of these functions be the same: $(s_1, z_1), \cdots, (s_n, z_n)$, as in (2.10). We just concatenate the remaining variables: The concatenation of function $g_1(x_1, \cdots, x_{n_1}), \cdots, g_m(x_1, \cdots, x_{n_m})$

means

$$g_1(x_{1,1}, \cdots, x_{1,n_1}) \cdots g_m(x_{m,1}, \cdots, x_{m,n_m}).$$

All the variables not integrated out with respect to $d\nu(dz)$ will be integrated with respect to the Poisson random measure. The summation in the formula (2.12) is over all the possible two contraction operations. See the following examples 2.5-2.6 for more explanation.

**Remark 2.4.** If the index $\bar{n}$ does not appear, then there will be no operator $V$. In this case the formula (2.12) becomes [2, formula 5.3.5], which is the product formula for finitely many multiple integrals of Brownian motion.

**Example 2.5.** If $m = 2$, then $\kappa_m = 2^2 - 1 - 2 = 1$. To shorten the notations we can write $q_1 = n, q_2 = m, f_1 = f_n, f_2 = g_m, l_{\alpha_1} = l, n_{\beta_1} = k.$ Thus, $\chi(1, \bar{l}, \bar{n}) = \chi(2, \bar{l}, \bar{n}) = l + k$ and $|q| + |\bar{n}| - |\bar{l}| = n + m + k - 2(l + k) = n + m - 2l - k$. Hence the formula (2.12) becomes the following. If

$$f_n \in \left(L^2([0, T] \times \mathbb{R}_0, dt \otimes \nu(dz))\right) \hat{\otimes}^n$$

and

$$g_m \in \left(L^2([0, T] \times \mathbb{R}_0, dt \otimes \nu(dz))\right) \hat{\otimes}^m,$$

then

$$I_n(f_n)I_m(g_m) = \sum_{k,l \in \mathbb{Z}_+ \atop k + l \leq m \wedge n} \frac{n!m!}{k!(n - k - l)!(m - k - l)!} I_{n+m-2l-k}(f_n \otimes_{k,l} g_m),$$

where $\mathbb{Z}_+$ denotes the set of non negative integers and

$$f_n \otimes_{k,l} g_m(s_1, z_1, \cdots, s_{n+m-k-2l}, z_{n+m-k-2l})$$

= symmetrization of

$$\int_{\mathbb{Q}_+^n} f_n(s_1, z_1, \cdots, s_{n-l}, z_{n-l}, t_1, y_1, \cdots, t_l, y_l)$$

$$g_m(s_1, z_1, \cdots, s_k, z_k, s_{n-l+1}, \cdots, z_{n-l+1}, \cdots, s_{n+m-k-2l}, z_{n+m-k-2l}, t_1, z_1, \cdots, t_l, z_l) dt_1 \nu(dz_1) \cdots dt_l \nu(dz_l).$$

(2.13)

**Example 2.6.** If $m = 3$, then $\kappa_m = 3^3 - 1 - 3 = 4$. The set

$$\mathcal{Y}_3 = \{i_1 = (1, 2), i_2 = (2, 3), i_3 = (1, 3), i_4 = (1, 2, 3)\}$$

We also write

$$l_{i_1} = l_{12}, l_{i_2} = l_{23}, l_{i_3} = l_{13}, l_{i_4} = l_{123},$$

$$\mu_{j_1} = k_{12}, \mu_{j_2} = k_{23}, \mu_{j_3} = k_{13}, \mu_{j_4} = k_{123}.$$
and
\[ |q| + |\tilde{n}| - |\chi(\tilde{l}, \tilde{n})| = q_1 + q_2 + q_3 - 2L_{12} - 2L_{23} - 2L_{13} - 3L_{123} - k_{12} - k_{23} - k_{13} - 2k_{123}. \]

Hence we have
\[
I_{q_1}(f_1)I_{q_2}(f_2)I_{q_3}(f_3) = \sum_{i,j,k \geq 0, \chi(i, \tilde{l}, \tilde{n}) \leq q_i} \prod_{r=1}^{3} (q_i - \chi(i, \tilde{l}, \tilde{n}))! I_{|q|+|\tilde{n}|-|\chi(\tilde{l}, \tilde{n})|} \left( \hat{\otimes}_{\tilde{r}} \hat{\otimes} V_{\tilde{q}}(f_1, f_2, f_3) \right). \tag{2.14}
\]

The above contraction operator \( \hat{\otimes}_{\tilde{r}} \hat{\otimes} V_{\tilde{q}} \) is given as follows:
\[
\hat{\otimes}_{\tilde{r}} \hat{\otimes} V_{\tilde{q}}(f_1, f_2, f_3)(s_1, s_2, s_3, \tilde{s}_{12}, s_{13}, s_{23}, s_{123})
\]
\[ = \text{symmetrization of } \int_{T^{(l)}} f_1(\tilde{r}_{12}, \tilde{r}_{13}, \tilde{r}_{23}, \tilde{s}_{12}, s_{13}, s_{23}, s_{123}) \nu(\text{d}r_{12})\nu(\text{d}r_{13})\nu(\text{d}r_{23})\nu(\text{d}r_{123}), \tag{2.16}
\]

where (denoting \(|l| = l_{12} + l_{13} + l_{23} + l_{123} \) and \(|k| = k_{12} + k_{13} + k_{23} + k_{123} \))
\[
\tilde{r}_{12} = ((s_1, z_1), \cdots, (s_{l_{12}}, z_{l_{12}})),
\]
\[ \tilde{r}_{13} = ((s_{l_{12}+1}, z_{l_{12}+1}), \cdots, (s_{l_{12}+l_{13}}, z_{l_{12}+l_{13}})),
\]
\[ \tilde{r}_{23} = ((s_{l_{12}+l_{13}+1}, z_{l_{12}+l_{13}+1}), \cdots, (s_{l_{12}+l_{13}+l_{23}}, z_{l_{12}+l_{13}+l_{23}})),
\]
\[ \tilde{r}_{123} = ((s_{l_{12}+l_{13}+l_{23}+1}, z_{l_{12}+l_{13}+l_{23}+1}), \cdots, (s_{l_{12}+l_{13}+l_{23}+l_{123}})),
\]
\[ \tilde{s}_{12} = ((s_{l_{12}}+1, z_{l_{12}}+1), \cdots, (s_{l_{12}+k_{12}}, z_{l_{12}+k_{12}})),
\]
\[ \tilde{s}_{13} = ((s_{l_{12}+k_{12}+1}, z_{l_{12}+k_{12}+1}), \cdots, (s_{l_{12}+k_{12}+k_{13}}, z_{l_{12}+k_{12}+k_{13}})),
\]
\[ \tilde{s}_{23} = ((s_{l_{12}+k_{12}+k_{13}+1}, z_{l_{12}+k_{12}+k_{13}+1}), \cdots, (s_{l_{12}+l_{13}+l_{23}+k_{123}})),
\]
\[ \tilde{s}_{123} = ((s_{l_{12}+k_{12}+k_{13}+k_{23}+1}, z_{l_{12}+k_{12}+k_{13}+k_{23}+1}) \cdots, (s_{l_{12}+l_{13}+l_{23}+k_{123}})).
\]

for \( i = 1, 2, 3 \), \( \tilde{s}_{i} \) represents the remaining variables in \( f_{i} \) and there are \( q_i - \chi(i, \tilde{l}, \tilde{n}) \) variables (we count every pair (s, z) as one variable) in \( \tilde{s}_{i} \). In (2.16), the variables marked as \( \tilde{r} \) are integrated out. The total number of variables appeared in all \( \tilde{s} \) is
\[
|q| + |\tilde{n}| - |\chi(\tilde{l}, \tilde{n})| = q_1 + q_2 + q_3 - 2L_{12} - 2L_{23} - 2L_{13} - 3L_{123} - k_{12} - k_{23} - k_{13} - 2k_{123}
\]

and they will be integrated with respect to the Poisson random measure as a multiple integral.

Remark 2.7. When \( \eta \) is the Brownian motion, the product formula (2.13) is known since [9] (see e.g. [2, Theorem 5.6] for a formula of the general form (2.13)) and is
given by
\[ I_n(f_n)I_m(g_m) = \sum_{l=0}^{n\wedge m} \frac{n!m!}{l!(n-l)!(m-l)!} I_{n+m-2l}(f_n \hat{\otimes} l g_m), \]  \hspace{1cm} (2.17)

It is a “special case” of (2.12) when \( k = 0. \)

3. Proof of Theorem 2.2

We shall prove the main result (Theorem 2.2) of this paper. We shall prove this by using the polarization technique (see [2, Section 5.2]). First, let us find the Wiener-Itô chaos expansion for the exponential functional (random variable) of the form
\[ Y(T) = \mathbb{E}(\rho(s, z)) = \exp \left\{ \int_T \rho(s, z) \tilde{N}(dz, ds) - \int_T (e^{\rho(s,z)} - 1 - \rho(s,z)) \nu(dz)ds \right\} \]  \hspace{1cm} (3.1)

where \( \rho(s, z) \in \hat{L}^2 := \hat{L}^2(T, \nu(dz) \otimes \lambda(dt)) \). An application of Itô formula (see e.g. [7]) yields
\[ Y(T) = 1 + \int_0^T \int_{\mathbb{R}_0} Y(s-) \left[ \exp (\rho(s, z)) - 1 \right] \tilde{N}(ds, dz). \]

Repeatedly using this formula, we obtain the chaos expansion of \( Y(T) \) as follows.
\[ \mathbb{E}(\rho(s, z)) = \exp \left\{ \int_T \rho(s, z) \tilde{N}(dz, ds) - \int_T (e^{\rho(s,z)} - 1 - \rho(s,z)) \nu(dz)ds \right\} = \sum_{n=0}^{\infty} \frac{1}{n!} I_n(f_n), \]  \hspace{1cm} (3.2)

where the convergence is in \( L^2(\Omega, \mathcal{F}_T, P) \) and
\[ f_n = f_n(s_1, z_1, \cdots, s_n, z_n) = (e^\rho - 1)^\otimes n = \prod_{i=1}^{n} \left( e^{\rho(s_i, z_i)} - 1 \right). \]  \hspace{1cm} (3.3)

We shall first make critical application of the above expansion formula (3.2)-(3.3). For any functions \( p_k(s, z) \in L^2 \) (in what follows when we write \( k \) we always mean \( k = 1, 2, \cdots, m \) and we shall omit \( k = 1, 2, \cdots, m \)), we denote
\[ \rho_k(u_k, s, z) = \log(1 + u_k p_k(s, z)). \]

From (3.2)-(3.3), we have (consider \( u_k \) as fixed real numbers)
\[ \mathbb{E}(\rho_k(u_k, s, z)) = \sum_{n=0}^{\infty} \frac{1}{n!} u_k^n I_n(f_{k,n}). \]  \hspace{1cm} (3.5)
where

\[ f_{k,n} = \frac{1}{u_k^n} \prod_{i=0}^{n} (e^{\rho_k(u_k,s_i,z_i)} - 1) = p_k^\otimes n = \prod_{i=1}^{n} p_k(s_i, z_i) \] (3.6)

It is clear that

\[ \prod_{k=1}^{m} \mathcal{E}(\rho_k(u_k,s,z)) = \sum_{q_1,\ldots,q_m=0}^{\infty} \frac{1}{q_1!\cdots q_m!} u_1^{q_1} \cdots u_m^{q_m} I_{q_1}(f_{1,q_1}) \cdots I_{q_m}(f_{m,q_m}) \] (3.7)

where \( f_{k,q_k}, k = 1, \ldots, m \) are defined by (3.6). On the other hand, from the definition of the exponential functional (3.1), we have

\[ \prod_{k=1}^{m} \mathcal{E}(\rho_k(u_k,s,z)) = \prod_{k=1}^{m} \exp \left\{ \int_{\mathbb{T}} \rho_k(u_k,s,z) \tilde{N}(dz,ds) \right\} \exp \left\{ - \int_{\mathbb{T}} (e^{\sum_{k=1}^{m} \rho_k(u_k,s,z)} - 1 - \rho_k(u_k,s,z)) \nu(dz)ds \right\} \]

\[ = \exp \left\{ \int_{\mathbb{T}} \sum_{k=1}^{m} \rho_k(u_k,s,z) \tilde{N}(dz,ds) - \int_{\mathbb{T}} (e^{\sum_{k=1}^{m} \rho_k(u_k,s,z)} - 1 - \sum_{k=1}^{m} \rho_k(u_k,s,z)) \nu(dz)ds \right\} \cdot \exp \left\{ \int_{\mathbb{T}} e^{\sum_{k=1}^{m} \rho_k(u_k,s,z)} - \sum_{k=1}^{m} e^{\rho_k(u_k,s,z)} + m - 1 \nu(dz)ds \right\} \]

\[ = A \cdot B \] (3.9)

where \( A \) and \( B \) denote the above first and second exponential factors.

The first exponential factor \( A \) is an exponential functional of the form (3.1). Thus, again by the chaos expansion formula (3.2)-(3.3), we have

\[ A = \sum_{n=0}^{\infty} \frac{1}{n!} I_n(h_n(u_1, \ldots, u_m)) , \] (3.10)

where

\[ h_n(u_1, \ldots, u_m) = \prod_{i=0}^{n} (e^{\sum_{k=1}^{m} \rho_k(u_k,s_i,z_i)} - 1) . \] (3.11)

By the definition of \( q_k \), we have

\[ \sum_{k=1}^{m} \rho_k(u_k,s_i,z_i) = \log \prod_{k=1}^{m} (1 + u_k p_k(s_i, z_i)) . \]
Or

\[ h_n(u_1, \ldots, u_m) = \left( \prod_{k=1}^{m} (1 + u_k p_k) - 1 \right)^{\otimes n} \]

\[ = \text{Sym}_{(s_1, z_1), \ldots, (s_n, z_n)} \prod_{i=1}^{n} \prod_{k=1}^{m} (1 + u_k p_k(s_i, z_i) - 1) , \]

where \( \otimes \) denotes the symmetric tensor product and \( \text{Sym}_{(s_1, z_1), \ldots, (s_n, z_n)} \) denotes the symmetrization with respect to \( (s_1, z_1), \ldots, (s_n, z_n) \). Define

\[ S = \{ j = (j_1, \ldots, j_{\beta}) , \ \beta = 1, \ldots, m, \ 1 \leq j_1 < \cdots < j_{\beta} \leq m \} . \]

The cardinality of \( S \) is \( |S| = \kappa_m := 2^m - 1 \). We shall freely use the notations introduced in Section 2. Denote also

\[ u_j = u_{j_1} \cdots u_{j_{\beta}} , \ \ p_j(s, z) = p_{j_1}(s, z) \cdots p_{j_{\beta}}(s, z) \quad (\text{for} \ j = (j_1, \ldots, j_{\beta}) \in S) . \]

We have

\[ h_n(u_1, \ldots, u_m) = \left( \sum_{j \in S} u_j p_j \right)^{\otimes n} = \sum_{|\mu| = n} \frac{\mu!}{\mu!} \mu_j \otimes \mu_i , \]

\[ \sum_{\mu_1 + \cdots + \mu_{\beta} = n} \mu_j^{\mu_1} \cdots \mu_{\beta}^{\mu_{\beta}} p_j^{\mu_1} \otimes \cdots \otimes p_{\beta}^{\mu_{\beta}} , \]

where \( \mu : S \to \mathbb{Z}_+ \) is a multi-index and we used the notation

\[ u_j^{\mu} = u_{j_1}^{\mu_1} \cdots u_{j_{\beta}}^{\mu_{\beta}} ; \quad p_j^{\mu} = p_{j_1}^{\mu_1} \otimes \cdots \otimes p_{j_{\beta}}^{\mu_{\beta}} . \]

Inserting the above expression into (3.10) we have

\[ A = \sum_{n=0}^{\infty} \sum_{\mu_1 + \cdots + \mu_{\beta} = n} \frac{1}{\mu_j^{\mu_1} \cdots \mu_{\beta}^{\mu_{\beta}}} u_j^{\mu_1} \cdots u_{j_{\beta}}^{\mu_{\beta}} I_n(p_{j_1}^{\mu_1} \otimes \cdots \otimes p_{j_{\beta}}^{\mu_{\beta}}) \]

(3.12)

Now we consider the second exponential factor in (3.9):

\[ B = \exp \left\{ \int_T \left( e^{\sum_{k=1}^{m} p_k(u_k, s, z)} - \sum_{k=1}^{m} e^{p_k(u_k, s, z)} + m - 1 \right) \nu(dz) ds \right\} \]

\[ = \exp \left\{ \sum_{i \in T} u_i \int_T p_i(s, z) \nu(dz) ds \right\} , \]
where \( \Upsilon \) is defined by (2.7) (which is a subset of \( S \) such that \( |j| \geq 2 \)). Thus,

\[
B = \sum_{n=0}^{\infty} \frac{1}{n!} \left( \sum_{l \in \Upsilon} u_l \int_T p_l(s, z) \nu(dz) ds \right)^n
\]

\[
= \sum_{n=0}^{\infty} \sum_{l_1 + \cdots + l_{k_m} = n} \frac{1}{l_1! \cdots l_{k_m}!} u_{l_1} \cdots u_{l_{k_m}} \left( \int_T p_{l_1}(s, z) \nu(dz) ds \right)^{l_1} \cdots \left( \int_T p_{l_{k_m}}(s, z) \nu(dz) ds \right)^{l_{k_m}}, \tag{3.13}
\]

where \( \vec{l} \in \Omega \) is a multi-index. Combining (3.12)-(3.13), we have

\[
AB = \sum_{n,\tilde{n}=0}^{\infty} \sum_{\mu_1 + \cdots + \mu_{k_m} = n} \sum_{l_1 + \cdots + l_{k_m} = \tilde{n}} \frac{1}{\mu_1! \cdots \mu_{k_m}! \tilde{l}_1! \cdots \tilde{l}_{k_m}!} u_{l_1} \cdots u_{l_{k_m}} B_{\vec{l}, \mu_1, \cdots, \mu_{k_m}}, \tag{3.14}
\]

where

\[
B_{\vec{l}, \mu_1, \cdots, \mu_{k_m}} := \left( \int_T p_{l_1}(s, z) \nu(dz) ds \right)^{\mu_1} \cdots \left( \int_T p_{l_{k_m}}(s, z) \nu(dz) ds \right)^{\mu_{k_m}} I_n(p_{l_1}^{\otimes \mu_1} \cdots p_{l_{k_m}}^{\otimes \mu_{k_m}}). \tag{3.15}
\]

To get an expression for \( B_{\vec{l}, \mu_1, \cdots, \mu_{k_m}} \) we use the notations (2.9)-(2.10) and (2.11). Then

\[
\hat{\chi}(k, \vec{l}, \vec{\mu}) = \sum_{1 \leq \alpha \leq \kappa_m} l_\alpha I_{\{1_\alpha \text{ contains } k\}} + \sum_{1 \leq \beta \leq \kappa_m} \mu_\beta I_{\{1_\beta \text{ contains } k\}}. \tag{3.17}
\]

Combining (3.9), (3.14) and (3.16), we have

\[
\sum_{q_1, \cdots, q_m=0}^{\infty} \sum_{n,\tilde{n}=0}^{\infty} \frac{u_{q_1} \cdots u_{q_m}}{q_1! \cdots q_m!} I_{q_1}(p_{1}^{\otimes q_1}) \cdots I_{q_m}(p_{m}^{\otimes q_m})
\]

\[
= \sum_{n,\tilde{n}=0}^{\infty} \sum_{\mu_1 + \cdots + \mu_{k_m} = n} \sum_{l_1 + \cdots + l_{k_m} = \tilde{n}} \frac{1}{\mu_1! \cdots \mu_{k_m}! \tilde{l}_1! \cdots \tilde{l}_{k_m}!} u_{l_1} \cdots u_{l_{k_m}} \hat{\chi}(k, \vec{l}, \vec{\mu}) q_{l_1} \cdots q_{l_{k_m}} I_n(p_{l_1}^{\otimes \mu_1} \cdots p_{l_{k_m}}^{\otimes \mu_{k_m}}) \tag{3.18}
\]

\[
\otimes \hat{\kappa}_m \ni \alpha, \beta, \vec{l}, \vec{\mu}, q_1, \cdots, q_m,
\]

\[
\kappa_m \ni \alpha, \beta, \vec{l}, \vec{\mu}, q_1, \cdots, q_m,
\]

\[
\kappa_m \ni \alpha, \beta, \vec{l}, \vec{\mu}, q_1, \cdots, q_m,
\]
Comparing the coefficient of $u_1^{q_1} \cdots u_m^{q_m}$, we have

$$
\prod_{k=1}^{m} I_{q_k}(p_k^{\otimes q_k}) = \sum_{\tilde{j}_1, \ldots, \tilde{j}_{m} \in \mathbb{S}} \sum_{\mu_1, \ldots, \mu_{m} \in \mathbb{Y}} \frac{q_1! \cdots q_m!}{i_{1}! \cdots i_{1}!} \nu_{i_{1}}! \cdots \nu_{i_{m}}! \mu_{i_{1}!} \cdots \mu_{i_{m}!} \chi_{\tilde{j}_1, \ldots, \tilde{j}_{m}}( \nu_{i_{1}} \mu_{i_{1}}, \ldots , \nu_{i_{m}} \mu_{i_{m}}, p_1^{\otimes q_1}, \ldots , p_m^{\otimes q_m} ) \). \tag{3.19}
$$

Notice that when $|j| = 1$, namely, $j = (k), k = 1, \ldots, m$, then $V_j^{\mu}(f_1, \ldots , f_m) = f_1 \otimes \cdots \otimes f_m$. We can separate these terms from the remaining ones, which will satisfy $|j| \geq 2$. Thus, the remaining multi-indices $j$'s consists of the set $\mathbb{Y}$. We can write a multi-index $\tilde{\mu} : S \rightarrow \mathbb{Z}_+$ as $\tilde{\mu} = (n_{(1)}, \ldots , n_{(m)}, \tilde{n})$, where $\tilde{n} \in \mathbb{Y}$. We also observe $q_k = \chi(k, \tilde{i}, \tilde{\mu}) = n_k + \chi(k, \tilde{i}, \tilde{n})$. After replacing $\tilde{\mu}$ by $\tilde{n}$, (3.19) gives (2.12). This proves Theorem 2.2 for $f_k = p_k^{\otimes q_k}$, $k = 1, \ldots , m$. By polarization technique (see e.g. [2, Section 5.2]), we also know the identity (2.12) holds true for $f_k = p_{k,1} \otimes \cdots \otimes p_{k,q_k}$, $p_{k,q_k} \in L^2([0,T] \times \mathbb{R}_0, ds \times \nu(dz))$, $k = 1, \ldots , m$. Because both sides of (2.12) are multi-linear with respect to $f_k$, we know (2.12) holds true for

$$
f_k = \sum_{\ell = 1}^{\nu_k} \frac{c_{k,\ell} p_{k,1,\ell} \otimes \cdots \otimes p_{k,q_k,\ell} ,}{k = 1, \ldots , m},
$$

where $c_{k,\ell}$ are constants, $p_{k,k',\ell} \in L^2([0,T] \times \mathbb{R}_0, ds \times \nu(dz))$, $k = 1, \ldots , m$, $k' = 1, \ldots , q_k$ and $\ell = 1, \ldots , \nu_k$. Finally, the identity (2.12) is proved by a routine limiting argument.
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